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Abstract: 
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engineering. 
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FOREWORD 

The Silver Conference represents the 25th International Conference on Coastal Engineer- 
ing. The first conference was held in Long Beach, California, in 1950, approximately a half a 
century ago. This conference series has maintained and still represents the major forum for pres- 
entation and discussion of the ongoing research in the field of coastal engineering, applications to 
design projects and case histories of completed projects. Moreover, the conference is not limited 
to just coastal engineers but it is open to other related disciplines including geologists, meteor- 
ologists, oceanographers and construction for example. Traditionally, each conference was 
hosted by a different country to allow the problems and solutions of that country to be shared 
with others attending from around the world. This also provided a unique opportunity for the 
young engineers to benefit by having a coastal engineering conference hosted in their country 
which they could more easily attend. As the conference series evolved, many formats have been 
introduced to help promote the discussion and learning opportunities, but the conference series 
has remained dedicated to the highest standard of presentation and dissemination of information 
that can aid the practitioners as well as the researchers. The competition to present work at the 
conference has continued to increase as the research has increased and the works become ever 
larger and more exciting. 

In recognition of the Silver Conference (also know as ICCE96) and celebration of our 
"Coastal Engineering History and Heritage," the organizers of the conference commissioned a 
coastal engineer in each of the countries which had hosted a conference in the series to prepare a 
history of coastal engineering in that country. Papers were prepared by authors representing 15 
countries, presented at the conference and published in a separate volume1 edited by the Confer- 
ence co-chair Dr. Nicholas C. Kraus. The volume is available from the American Society of 
Civil Engineers. 

The Silver Conference was the largest in the long series with largest number of papers be- 
ing submitted for consideration. The 850 papers were each reviewed by four members of the 
technical review panel. Unfortunately, only 435 papers could be accepted for presentation during 
the week long conference. This necessitated changing the normal 30 minute presentations to 20 
minute presentations in order to accommodate the large number of presentations —nearly 100 
more papers than previous conferences have accommodated. The technical aspects of ICCE96 
were very successful and to support the discussions, informative field trips to the East and West 
shorelines of Florida were arranged and well attended. This allowed participants to view the 
coastal engineering solutions to problems in inlet management, beach fill technology, shoreline 
and environmental protection and restoration and coastal water quality. 

Lastly, the 25th International Conference on Coastal Engineering was a family oriented 
meeting with special emphasis on an "American Experience." Being located in Orlando, Florida, 
near such facilities as Disneyworld, Epcot Center, MGM Studios and Sea World, provided many 
opportunities for family and social interaction. 

1 Kraus, Nicholas C. 1996. History and Heritage of Coastal Engineering. American 
Society of Civil Engineers. New York, NY. 



The first 25 conferences have been held at venues noted in the table below; the table also 
includes the upcoming ICCE conferences which have been selected. 

Conference Year Venue 

1 1950 Long Beach, California 

2 1951 Houston, Texas 

3 1952 Cambridge, Massachusetts 

4 1953 Chicago, Illinois 

5 1954 Grenoble, France 

6 1957 Gainesville, Florida 

7 1960 The Hague, The Netherlands 

8 1962 Mexico City, Mexico 

9 1964 Lisbon, Portugal 

10 1966 Tokyo, Japan 

11 1968 London, United Kingdom 

12 1970 Washington, D.C. 

13 1972 Vancouver, Canada 

14 1974 Copenhagen, Denmark 

15 1976 Honolulu, Hawaii 

16 1978 Hamburg, Germany 

17 1980 Sydney, Australia 

18 1982 Cape Town, South Africa 

19 1984 Houston, Texas 

20 1986 Taipei, Taiwan 

21 1988 Torremolinos, Spain 

22 1990 Delft, The Netherlands 

23 1992 Venice, Italy 

24 1994 

"NISI 
Kobe, Japan 

26 1998 Copenhagen, Denmark 

27 2000 Sydney, Australia 

The Editor would like to acknowledge the work of the Local Organizing Committee in de- 
veloping a very successful conference. Being a member of the LOC brings into sharp focus the 
amount of work required to develop and conduct a successful conference. The members of the 
LOC worked tirelessly to ensure the success of the ICCE96. In addition to the Local Organizing 



Committee, the work of the eight members of the technical review panel were critical to selecting 
the highest quality papers to be presented. Each reviewer was responsible for a critical review of 
425 abstracts in a very brief period of time. One special person deserving of recognition who 
continues to support the conference and the preparation of the Proceedings and communicates 
with authors of papers is Becky Edge. She has unselfishly given her time and energy to produc- 
ing the databases from which the conference and Proceedings are maintained and over the years 
has developed a network among those who contribute papers to the Conference. To the above 
and to the many others who have helped to produce these Proceedings, I say "Thanks." 

Billy L. Edge 
b-edge@tamu.edu 
Ocean Engineering Program 
Department of Civil Engineering 
Texas A&M University 
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CHAPTER 1 

EXPERIMENTAL STUDY OF BREAKING 
WAVES OVER A SHOAL 

Arun Chawla, H. Tuba Ozkan-Haller and James T. Kirby1 

ABSTRACT: The aim of this paper is to study the transformation of ir- 
regular directional waves over a circular shoal. An experimental study has 
been carried out. The resulting data has been used to test the accuracy 
of an existing refraction-diffraction model. Model to data comparisons 
have been carried out for the entire basin region including about 3 shoal 
diameters downwave of the shoal, with satisfactory results. Several physi- 
cal processes have been identified which lead to possible disparities in the 
comparisons. 

INTRODUCTION 

Wave modeling of random waves over a varying bathymetry is a subject of 
considerable importance to coastal engineers. The development of the classi- 
cal mild slope equation by Berkhoff (1972) allowed coastal engineers to study 
the combined effects of refraction and diffraction. A wide family of equations 
have been derived from the mild slope equation to increase the accuracy and 
the speed of the models. One such set of equations are the parabolic equations, 
first derived for ocean waves by Radder (1979), which have gained popularity 
because of their speed of computation, even though they have a fixed direction 
of propagation and a limited range of angles from the assumed propagation di- 
rection over which they are valid. Nonlinear formulations of parabolic equations 
(Kirby and Dalrymple 1983) have been found to give more accurate results than 
the linear mild slope equation (Kirby and Dalrymple 1984). The limitation in 
the range of angles has been relaxed using Pade approximants (Booij, 1981). 

Although relatively accurate parabolic models have been developed to study 
the evolution of waves over an irregular bottom, all these models have been 
derived for monochromatic waves only. Coastal engineers have traditionally 
approximated the offshore irregular sea states by representative monochromatic 
waves in order to use these models to make predictions. However, investigators 
such as Goda (1985) (using an analytical approach), Vincent and Briggs (1989) 
(by conducting an experimental study) and Panchang et al. (1990) (using a 
numerical approach) have shown that such an approximation may result in large 
errors due to vast dissimilarities in the refraction-diffraction patterns of the two 

xCenter for Applied Coastal Research, Department of Civil and Environmental En- 
gineering, University of Delaware, Newark, DE 19716, USA. Correspondence e-mail: 
cwla@coastal.udel.edu 
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Figure 1: Wave height distribution behind a shoal for a monochromatic wave 
and a directional sea state 

wave fields. Our own experiments confirm this and Figure 1 shows the vast 
differences in the wave height distribution along a transect (transect D-D in 
Figure 2) behind a submerged shoal. 

Recently, methods for computing the evolution characteristics of a directional 
spectral sea state using parabolic models for monochromatic waves have been 
developed. Panchang et al. (1990), Grassa (1990) and Izumiya and Horikawa 
(1987) have developed models using a spectral calculation method which consists 
of discretizing the offshore spectrum into individual monochromatic directional 
components, determining the wave transformations of each component with the 
help of monochromatic wave models, and then assembling the wave components 
by linear superposition at the respective grid points in the domain to obtain the 
statistical characteristics of the spectrum at those points. 

In this paper a numerical model which has been developed using the parabolic 
formulation of Kirby (1986a), is tested against data for a range of breaking 
wave conditions. Experimental study of random directional waves breaking over 
a submerged circular shoal has been carried out for two different directional 
spreadings and energy variances to study their effects on wave height distribu- 
tion. Extensive surface elevation measurements have been made on top of and 
around the shoal, and some aspects of the frequency spectra have been looked 
into. 

NUMERICAL MODEL 

The parabolic model for spectral wave conditions used here simulates the 
evolution of directional random waves in the nearshore zone. The model predicts 
the effects of refraction, diffraction, shoaling and breaking. Therefore, the model 
is particularly applicable to regions where an incoming random sea propagates 
over complicated bathymetry towards shore. The bathymetry may include a 
shoal formation at the mouth of an inlet or estuary, where refraction, diffraction, 
shoaling and depth-limited breaking will be simultaneously important. 

The model requires the specification of the incoming directional random sea 
at the offshore boundary. The random sea is represented by a two-dimensional 
spectrum which is discretized into wave components, resulting in wave compo- 
nents of amplitude A with associated frequency / and angle of incidence 9 to 
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Figure 2: Schematic diagram of the experimental setup 

the assumed propagation direction, herein called x direction. The water surface 
elevation can be described in terms of these discrete wave components. It is as- 
sumed that the water surface elevation rj is periodic in time and that the spatial 
dependency can be split into a fast-varying phase and a slow-varying amplitude. 

v(x,y,t) = Y,I2\ 
fA{x,y;f,e) ,v 

2 6 
allfallS  ( 

e"" + c.c. (1) 

where / is the frequency, 0 is the direction of any individual wave component 
and 

ip = I k-dx - cot (2) 

The evolution of these individual wave components is computed simultane- 
ously at each forward step in the assumed wave propagation direction using a 
monochromatic wave model. Therefore, after each forward step it is possible 
to determine statistical quantities at that row before taking another step for- 
ward. These quantities are incorporated into a statistical wave breaking model 
(Thornton and Guza, 1983) which has been added to the monochromatic wave 
model. The refraction, diffraction and shoaling of the discrete wave components 
is assumed to be governed by the parabolic approximation to the mild slope 
equation derived by Berkhoff (1972). To minimize the restrictions placed on the 
range of allowed wave angles with respect to the assumed wave direction, the 
procedure derived by Booij (1981) is used, enabling the model to handle wave 
direction up to about 45° from the x direction. The model also has the ability 
to handle strong currents by using the formulation of the mild slope equation 
including the influence of currents derived by Kirby (1986a). The governing 
equation for the wave component n is: 
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Table 1: Test particulars for the random wave experiments 

Test no. H0s(m) Tp(sec) #m Range 

3 0.0139 0.73 0 ±15° 
4 0.0156 0.73 0 ±45° 

5 0.0233 0.73 0 ±15° 

6 0.0249 0.71 0 ±45° 
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where U and V are the currents in the x and y directions, a is a dissipation 
coefficient for wave breaking, kn is a representative wave number corresponding 
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(5) 

recover the Pade approximant of Booij(1981). 

The statistical information obtained after each step in the parabolic scheme 
is used to construct a model for the dissipation of energy due to breaking.To 
determine the energy dissipation, a simple model by Thornton and Guza (1983) 
is used. The energy dissipation model is built into the model equation using 
an additional breaking term aAn in (3), so that it is unnecessary to have any 
criterion for turning breaking on or off. The coefficient a is given by 

a = 
sytfB3 

4   7
4ft5 H.-.. (6) 
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Figure 5: Significant wave height distribution along transect A-A 

where h is the local water depth and / is a representative frequency for the 
frequency spectrum and is chosen to be the peak frequency. B and 7 are con- 
stants and are chosen to be equal to 1 and 0.6, respectively (Mase and Kirby, 
1992). Hrms is the root-mean-square wave height, and is obtained as a statistical 
quantity from the wave model, 

J^rms\^^y) — ^ T,\A(x,y)n\ (7) 

The dissipation model of Thornton and Guza (1983) was originally derived 
assuming that the waves continue breaking once they have started, and has been 
validated for waves breaking on a monotonic beach. Though we can see from 
(6) that the dissipation term a is artificially reduced with increase in local water 
depth h we are not certain if this correctly simulates the reforming of waves with 
increased water depth. Also, no modifications have been made in the dissipa- 
tion model to account for directional effects. Only change in energy flux in the 
x direction is considered, and energy flux in the y direction does not take part 
in the dissipation model. 

EXPERIMENTAL SETUP 

The experiments were conducted at the Center for Applied Coastal Research, 
University of Delaware. The wave basin is approximately 18.2m long and 18.2m 
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Figure 6: Significant wave height distribution along transect F-F 

wide. It has a three-dimensional wavemaker at one end, consisting of 34 flap 
type paddles which creates the desired wave field. The bottom is flat except for 
a circular shoal in the center, and a stone beach at the far end minimizes the 
reflections. A schematic view of the experimental layout, together with the gage 
locations is given in Figure 2. 

A total of ten capacitance wave gages were used in the experiment, of which 
nine were placed on an array. This array was then placed at fourteen different 
positions (denoted by thick lines in Figure 2) to obtain a total of 126 measuring 
points around the shoal. Depending upon their orientation, one or more array 
positions form a transect along which comparisons are made with the numerical 
model. There is one longitudinal transect (A-A) going over the top of the shoal 
and six transverse transects (B-B, C-C, D-D, E-E, F-F and G-G) behind and on 
top of the shoal (see Figure 2). 

The circular shoal has a diameter of 5.2m and a maximum height of 37cm. 
Geometrically it is the top portion of a circular sphere of radius 9.1m. The 
center of the shoal is placed at x = 5m and y = 8.98m. The equation for the 
perimeter of the shoal is given by 

(x - 5)2 + (y- 8.98)2 = (2.57)2 

and for the bathymetry is given by 

(8) 

-h + ^82.81 - (x - 5)2 - (y - 8.98)2 - 8.73 (9) 
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Figure 7: Significant wave height distribution along transect E-E 

where h is the water depth away from the shoal. 

Four different directional sea test conditions (Test 3, Test 4, Test 5 and Test 
6) were run with a TMA spreading function (Bouws et al. , 1985) in frequency, 
and a wrapped normal directional spreading function (Borgman, 1984) in di- 
rection. The water depth away from the shoal (h in (9)) was 40cm, and the 
water depth on top of the shoal was 3cm. All four tests had similar frequency 
spreadings except that the energy variance in Tests 3 and 4 were lower, and the 
frequency spectra for the four test cases is given in Figure 3. In all the four 
cases the waves were breaking on top of the shoal, with more waves breaking 
for Tests 5 and 6. Two different directional spreadings were used (Figure 3), 
with the mean angle normal to the wavemaker (6m = 0°). Tests 3 and 5 have a 
narrow directional spread (±11°), while Tests 4 and 6 have a broad directional 
spread (±45°). 

The initial significant wave height (Ho,), peak period (Tp), mean angle (6m) 
and the range of directional spreading for the four different test cases are given 
in Table 1. Data was collected at a sampling rate of 50Hz for 655 seconds (32768 
sample points) at all the gages. 

DATA TO MODEL COMPARISONS 
Significant wave height information was obtained from the data using a zero- 

upcrossing method, while from the model it was obtained from the statistics 
assuming a Rayleigh wave height distribution. Reflections from the beach at the 
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Figure 8: Significant wave height distribution along transect D-D 

far end of the basin (see Figure 2) are a matter of concern but have been ignored 
here since the reflected wave field could not be separated from the incident wave 
field. In each case the input frequency spectrum to the model was directly 
measured from the wave data. The input directional spectrum was taken to be 
the same directional spreading function used to generate incident waves for the 
respective test cases (Figure 3). 

A wave refraction pattern for the peak frequency (Figure 4) shows that the 
focusing is quite severe on top of the shoal, and that some of the wave rays are 
moving at angles greater than 90°. Since the model can predict wave condi- 
tions accurately only within a range of wave angles of ±45°, some discrepancies 
between model and data results are expected in this region. 

For each test case, all significant wave height comparisons have been nor- 
malized by the respective initial significant wave height (Hos) given in Table 1. 
Figure 5 gives the wave height comparisons along transect A-A. The model tends 
to overpredict the wave height distribution near the region of focus. This is prob- 
ably due to the severe focusing in this region (Figure 4), which the model cannot 
properly simulate. Since the focusing is taking place inside the surf zone, an- 
other probable cause for the discrepancy could be the limitations of the breaking 
model, and a different breaking model might give more accurate results. 

Comparisons along the six transverse transects are shown in Figures 6 — 10. 
In all the cases the model predicts large wave heights at the side walls. This 
is because the no flux boundary condition at the side wall causes the waves to 
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Figure 10: Significant wave height distribution along transect B-B 

form an antinode there for each wave component, which when superimposed 
lead to large significant wave heights. On top of the shoal (Figure 6) and along 
transect E-E (Figure 7) where the waves are breaking and focusing, the same 
energy discrepancy that was seen in Figure 5 is observed, but the spread of 
the wave heights is simulated reasonably well by the model. The comparisons 
further behind the shoal (Figures 8 — 10) on the other hand are extremely 
good. In general we see that the wave height distribution behind the shoal 
is more smoothed out for the broad directional test cases (Tests 4 and 6) as 
compared to the narrow directional test cases (Tests 3 and 5). An interesting 
observation is that behind the shoal the wave height distributions are more a 
function of the type of directional distribution of the input spectrum, instead 
of being a function of the energy content of the spectrum. Before the focusing 
takes place (Figure 6), the wave height distributions for Tests 3 and 4, and Tests 
5 and 6 are quite similar, while after focusing (Figures 6 — 10) Tests 3 and 5, 
and Tests 4 and 6 have similar wave height spreadings. This effect can also be 
seen clearly in Figure 5, where the wave height distribution till x = 5m is a 
function of the energy content of the spectrum, and beyond that depends on the 
directional spreading of the spectrum. 

Though the model gives reasonable significant wave height comparisons, it 
is unable to predict wave-wave interactions since it is based on a linear super- 
position of monochromatic wave components. These interactions lead to the 
formation of higher harmonics in nature, and become more pronounced with 
increased nonlinearity. A comparison of model spectra to data spectra on top of 
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the shoal (Figure 11) shows this disparity quite clearly. The higher harmonics 
(second peak) in the data have considerable amount of energy compared to the 
primary wave field (first peak), all of which are not predicted by the model. 
These higher harmonics are seen in the data on top of the shoal and in the 
region of focus where the wave field is highly nonlinear. 

CONCLUSIONS 

A parabolic model for simulating the evolution of wave spectra over a gently 
sloping bottom has been tested with experimental data. Wave height compar- 
isons have shown that the model works reasonably well in simulating wave height 
distributions for breaking random waves. Some discrepancies exist in the region 
of focus which could be due to the parabolic limitations of the model. Discrep- 
ancies could also be due to limitations of the breaking model, and in predicting 
non-linear effects. To get a better idea as to whether the discrepancy between 
the data and the model on top of the shoal is due to the limitations of the 
numerical model, or errors in the experimental data, comparisons need to be 
made to a model which will be able to simulate waves with no limitations on 
the range of angles and also predict the generation of higher harmonics on top 
of the shoal. 

Nonetheless, we find that the spectral model works well in simulating trans- 
formations of a random wave field over an irregular bathymetry, even for broad 
directional spectra. Although certain aspects of the frequency spectrum cannot 
be obtained accurately from the model, it can be used to obtain useful estimates 
of significant wave heights. 
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CHAPTER 2 

A Method for Estimating Standardized Bimodal Directional Spectra 

Ryuichi Fujiwara1 and Masahiko Isobe2 

Abstract 
Random sea waves are described by directional spectra which sometimes have 
bimodal distributions. Frequency spectra are often expressed in standardized 
forms which contain several parameters. This makes it easy to accumulate and 
analyze a large number of data obtained in various fields and to specify 
incident wave conditions in designing practice. In the present study, a method 
is proposed for estimating directional spectra in the form of a standardized 
bimodal distribution. The validity of the method is verified by numerical 
simulation for a three-component array (water surface elevation and horizontal 
two components of the water particle velocity). Furthermore, several 
applications to field data are shown. 

Introduction 
Many of methods have been proposed for estimating directional spectra : 

e.g. DFTM (Barber, 1963), parametric method (Longuet-Higgins et al., 1963, 
Panicker and Borgman, 1974; Mitsuyasu et ah, 1975), MLM (Capon, 1969), 
EMLM (Isobe et ah, 1984), MEP (Kobune and Hashimoto, 1986) and BDM 
(Hashimoto and Kobune, 1988). In the last few years, it has become possible to 
estimate directional spectra accurately and stably. Degrees of freedom of 
estimated directional spectra, however, are too large to derive a standard form 
except for parametric method. 

In recent years field observations have been carried out in deep area for 

1 Senior Research Engineer, Hydraulic Engineering Laboratory, Technical 
Research Institute, Toyo Construction Co. Ltd., 3-17-6 Naruohama, 
Nishinomiya,    Hyogo 663, Japan 
2 Dr. Eng., Professor, Department of Civil Engineering, University of Tokyo, 
7-3-1 Hongo, Bunkyo-ku, Tokyo 113, Japan 
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investigating directional spectra property. To utilize the data in designing 
practice, it is important to express directional spectra in a standardized form 
which has a limited number of parameters. This makes it easy to accumulate 
and analyze a large number of data, and then to specify incident wave 
conditions in designing coastal and ocean structures as is done for frequency 
spectra. 

In the present study, a method for estimating directional spectra with a 
standardized bimodal distribution is proposed by taking into consideration, the 
statistical variability of the Fourier coefficients which have Gaussian 
distributions. 

Theory 
(l)Bimodal directional spectrum 

A bimodal directional spectrum is expressed in a standard form which is 
a superposition of two unimodal distribution functions. The unimodal 
distribution function employed is proposed by Mitsuyasu et al. (1975). Then the 
directional spectrum,  S(f,8), is expressed by Eq.(l) : 

*(/.0)-i?(/)2",<71^(/Y'}c°swiP^l       (i) ^r{25( (/) + !} 

where, Pj(f), fyif) and S,-(/) are, respectively, the power spectrum, the peak 
wave direction and the directional concentration parameter of each unimodal 
directional spectrum, T the gamma function, / the frequency, and 6 the wave 
direction. To estimate the directional spectrum for a certain frequency /, the 
unknown parameters are Px(f), P2(f), d^f), d2(f), S,(/) and 52(/).For 
simplicity, we omit "(f)" hereinafter. Next, by the following relationship, we 

transform the spectrum parameters to P ,   ot,  0,,  62,  S1 and  52 which are 

denoted by  A,,  A^,  A3,  A4 ,  A5 and  A6, respectively: 

P = aP + (l-a)P = PL+P2 (2) 

A component directional distribution function should have the 
following two properties: first, it has only one peak and varies smoothly; 
second, it can express both narrow and broad banded distributions. 
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(2)Definition of cross-power spectrum 
The general relationship between the cross-power spectrum, (j>mn, of m-th 

and n-th quantities in the irregular wave field, and the directional spectrum, 
S(f,6), is derived by Isobe et al (1984) as: 

K, = f0" Hm(f ,6)Hn(f ,6) cxp{-ik{xn - xm)}s{f ,d)dd (3) 

where k is the wave number vector, xm and x„ the measuring locations, Hm the 

transfer function from the water surface elevation to the m-th quantity    and 
denotes the complex conjugate. 

(3)Definition of likelihood 
When the directional spectrum, S(/,0), are expressed in a standard form, 

the expected cross-power spectrum, <pmn, becomes a function of prescribed 
parameters, A; (i=l, 6). The maximum likelihood method is employed to 

determine the most probable values of these parameters. The likelihood, L, is 
defined by Isobe(1990) as: 

L(i'];#).{p(AW)xp(^)x-x(i'])x-x(^))" 
i /MM 

(4) 

^-^24'M'1 (5) 

where p(A^) is a joint probability density function of the Fourier coefficients, 
A^ the Fourier coefficients of the time series, A/   the frequency interval, and 

|0| the determinant of the matrix,  (j)mn and    A    denotes the quantity obtained 

from measured data. 
The likelihood takes the maximum value, Lmax when the expected cross- 

power spectrum corresponding to the assumed directional cross-power spectra 
agrees with the measured one: 

eM 

L-=j^n\ (6) 

Therefore, we can define a degree of fitting by computing the ratio,    L/Lmit, 
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(4) Most probable values of parameters 
The most probable values of the parameters A,, in Eq.(4) are obtained by 

maximizing the likelihood, L, through the relationship between </>mn and A,.. 
The most probable values of the parameters are determined so that all the 
partial derivatives of L with respect to directional spectrum parameters vanish: 

*LmyyJL*bL„0 
<w,   kk*h, fa, 

(7) 

Substitution of Eq.(4) with Eq.(7) yields 

d(l>kl 

<?A, 
= 0 (8) 

The solution of Eq.(8) are obtained numerically by using the Newton- 
Raphson method. First, the left-hand side is defined as a function of the 
parameters  A,: 

f,M- -tf+2E^„mti[^ (9) 

The values of X)'*1' at the (j+l)-th iteration of the calculation is expressed in 

terms of the previous values,  A/,as follows: 

A O+i) _ i 0) xy> - Mi 
dK Sv (10) 

w il) 

where  df.JdXv is expressed by Eq.(ll) : 
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%i 

M'22 -tf + SS^oi 
M    M    M    M    •} j,       JJL 

V V V vrmifm 

<?2fe 
<?A,.,o>A,. 

MM 

M    M 

(11) 

- 0/*0»' + 

Application to three-component array 
A three-component array is composed of the water surface elevation and 

horizontal two components of the water particle velocity. The main reason for 
choosing this array is that it is able to detect bimodal directional spectra 
(Isobe, 1990). Other reasons are: since it is a point sensor, it is easy to 
implement in the field; and since cross-power spectra of this array are 
represented theoretically as real values, the theoretical development becomes 
simple. 

By applying Eq.(3) to a three-component array, the cross-power spectra, 
$mn > nave real values as: 

<b   = P 

K  = PHu{amu COs6l + I1 ~ «K2 
COS02> 

K - PH^cxm^me, +(l-a)m12sin02} 

tu = PH2
u{a(y2 + mncos29,) + (l-a){y2 + m21cos2ei)} 

<t>m = PH2
u{a{y2 - m2l cos2e,) + (l - a\y - m22 cos202)} 

<Puv  = PHl{(Xm2\ Sin 2ei + (l " a)W22 Sin 202> 

where 

ml2=S2/(S2+l) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 
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m21 = 5,(5, -1)/{2(51 + 1X5, + 2)} (20) 

m22 - 52(52 -1)/{2(52 + lX52 + 2)} (21) 

and Hu is the transfer function from a water surface elevation to horizontal 
component of a water particle velocity. Subscripts, 77, u and v represent the 
water surface elevation and horizontal two components of the water particle 
velocity, respectively. 

Numerical calculation 
(1) Procedure 

Numerical simulation is performed to verify the validity of the present 
method. The method to estimate the directional spectrum is independent of the 
wave frequency, the simulation is performed under a fixed frequency. The 
procedure is summarized as follows: 

(D Define a true directional spectrum,  5(/,0) as Eq.(l). 

© For a given data set, compute the cross-power spectra,  <f>mn, 

using Eq.(12) to Eq.(17) 
(3) Calculate the estimated directional spectrum parameters using Eq.(10). 
® The estimated directional spectrum is compared with the true one. 

(2) Simulated cross-power spectrum 
The simulated cross-power spectra for the three-component array are 

given by in Eq.(12) to Eq.(17). In the present study, we created sets of 
cross-power spectra by using the Mitsuyasu-type directional distribution 
function with the directional spectrum parameters given in Table 1. 

(3)InitiaI values for numerical calculation 
For the three-component array, estimated directional spectrum by 

EMLM (Extended Maximum Likelihood Method) is able to represent the 
bimodal distribution (Horikawa ed.,1985). The following three parameters are 
available to estimate in the iteration procedure. 

First, directional splitting parameter,  y' jy , are defined as follows: 
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Table 1: Values of the directional spectrum parameters 

p 
(m2-s) 

Si s2 
(deg.) 

02 

(deg.) (l-a)la 

1.0 

100 
100 

0 

10 
20 
30 
60 
90 

120 
150 
160 
170 
180 

1.0 

0.5 

0.2 

0.1 

50 
10 

50 
100 
50 
10 

10 
100 
10 
5 
1 

5 50 
10 

1 10 

)2 

3mM(, m20 + m02 )
2~4(mf0+m2

m^ I m,2„ + mn, )(/w,„ + m„2) + /Wo,, | (m20 - wt 10 T '"01 A    20 ^ '"02 j 2)
2+4^ 

(22) 
where  y  is the long crestedness parameter, and mpq are the normalized cross 

power spectra defined as follows: 

mw = 4>nr, 

m20=tu/Hu2 

m02 =(l>m/Hu
2 

nho=KlH» =^-)/
//

u 

•oi =4v/#* =<^/#„ 

"hi-^lHl-KlHl (28) 

if small amplitude wave theory is used to evaluate Hu, errors due to nonlinear 

(23) 

(24) 

(25) 

(26) 

(27) 
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effect or inaccurate will be included. Therefore, the following definition of the 
transfer function is used: 

HU = V&.+OM,, (29> 

Secondly, intersecting angle,  A, of the two peak directions is defined as 
follows: 

A = 2cos"1  I K'"*" " "u^a)2 + ("to"1" " """"a)2 (30) 

|{('«io2 -woi2)-Woo(/n20 -m02)| +4(w10w01 -/»„„/«!!)2 

Thirdly, the bias of wave energies in the two directions is defined as 
follows: 

tanOV^) 
tan(A 12) 

where 8m is the mean wave direction, 0'c, the median wave direction defined as 

follows: 

Q, m       A 2(y   -m^) | (32) 
(«io - mm) ~ (rnmmw - mmm02) 

Now, the initial values of 0, ,   02 and Of are given as follows: 

(^)o=(ec'±^)-(A + 62)/2 (33) 

(02)o=(0;±«51)-(A + <52)/2 (34) 

(«)o =(1-'-,)/2 (35) 

where ^ = 10° , 20° and 30* and <5, = 0° , 10° , 20°   and 30° are tried to obtain 
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the largest value of L, For 5j and S2, initial values are derived under the 
assumption that degrees of directional concentration are the same. First, S is 
derived by Eq.(37) from  yx which is calculated by Eq.(22) and    Eq.(36), and 

(Si)o and (^2)0 are given as 0.5S . Also, (P)o is given as  6   . 

(y'/y)2=(Vr)V (36) 

ri=(25+l)/(s2
+5+l) (37) 

(4)Directional spectra 
Before examining the present method, a few remarks should be made 

concerning the solution by the three-component array. The directional spectrum 
parameters cannot be determined uniquely by the three-component array, since 
the number of independent cross-power spectrum is less than that of directional 
spectrum parameters. Thus, even when the likelihood is equal to Lmax, the 
estimated values of the directional spectrum parameters are not always equal to 
the true values. The directional spectrum for these parameters, however, agrees 
well with the true directional spectra. Moreover, it is observed that, when both 
Si and S2 are greater than 5, and a is between 0.3 and 0.7, the estimated values 
of the directional spectrum parameters almost agree with the true values. 

The following figures show the result of closer examination of the 
present method. Figure 1 shows examples of estimated directional spectrum 

parameters :  6X = 0° ,  ft, = 90° , and (1- a )/ a (=P2/Pi)=1.0, 0.1. The abscissa 

represents the wave direction, and the ordinate represents the normalized 
directional spectrum. Also, the results of EMLM are included in the figure for 
comparison. The results of estimation agree well with the true directional 
functions. 

The accuracy of the method, however, becomes poor as the difference 
between Si and S2 becomes large. Nevertheless, the accuracy of this method is 
higher than that of EMLM. Figure 2 shows examples in which S1/S2 =0.1, or 10 

and  0J =0° and  ft, =90° 

Figure 3 shows examples for small intersection angles or small 
(1- a )l a . The results estimated as unimodal directional spectra are also 
included in the figure for comparison. These estimated distribution agree well 
with true values. In these cases, assumption of bimodal spectrum is almost the 
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same as that of unimodal spectrum. 
1 1 1 1 1 1 1 1 T—T~T" 

90   180 
6>(deg.) 

(a) 5,=10,52=l(),P2//
>i=10 

90   180 
<5>(deg.) 

(b)5,=10,52=10,P2/P,=0.1 

i yfV-i i 

-180  -90 90   180 
<?<deg.) 

(c)Sl=50,S2=5Q,P2/Pl=U) 

180  -90   0   90   180 
0(deg.) 

(d)51=50,52=50,P2/i
5,=0.1 

90   180 
eUleg.) 

(e)S,=10,S2=5,/y/>,=1.0 

90   180 
tf(deg.) 

(051=50,52=25,^^=1.0 

Figure 1      Directional spectra computed by the estimated directional 

spectrum parameters(l) :  0, = 0° and  ft, = 90° 

(5)Directional spectrum parameters 
Figure 4 shows the accuracy of the estimated directional spectrum 

parameters. The estimated values of P ,a, fyand ft, agree well with true 
values. The accuracy of estimated 5t and S2, however, becomes poor in 
comparison with the other parameters. 
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1.2 
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_ 0.8 
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 Trim 

r " i i—i i -I - 

- 

' // 

t 

i 111 

y—> 

-180     -90 0 90        180 
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180     -90 0 

(b)5,= 1,52=10,^^=1.0 

90        180 
<9(deg.) 

(a)5,=50,52=5,/y.Pi=1.0 

Figure 2      Directional spectra computed by the estimated directional 

spectrum parameters(2) :  Bx = 0   and  62 = 90 

90        180 
<5>(deg.) 

90        180 
(9(deg.) 

(a)5,=10,52=5,P2/Pi=1.0 (b)51=50,52=25,/>
2/JP,=1.0 

Figure 3      Directional spectra computed by the estimated directional 
spectrum parameters(3) : (1- a)/a =1.0 

Application to field data 
Figure 5 shows the arrangement of three-component arrays in the 

observation field in east coast of Japan facing to the Pacific Ocean. The water 
depth at the measurement points are about 20m. A tree-component array 
consists of an ultrasonic wave gage and a two-component electromagnetic 
current meter, and all the devices are packed together in one container. A 
pressure-type wave gage is also packed in the same container to increase the 
reliability of measurement. 

Point A is affected by reflected waves from upright caissons; however, 

phase lags are considered to be random between incident waves and reflected 
waves because of a fairly large distance from the caisson. Point B, on the other 
hand, is not affected by reflected waves. Figure 6 shows examples of the 
estimated directional spectra at Points A and B. It is clear that the directional 
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Figure 5      The arrangement of the three-component array 
in the observation field 



28 COASTAL ENGINEERING 1996 

spectrum have a bimodal distribution at Point A because of the reflected waves. 
Therefore, significant wave height, H'1/3, of the incident waves was estimated 
from the wave energy contained in the range of incident wave direction: 

H'w = Hi/3/^ + KR >  KR = ^ER/EI (#1/3: total significant wave height, E\ and 

ER\ incident and reflected wave energy). The range of the incident wave 
direction is defined as Figure 6. Figure 7 shows the relationship between H'v3 

at Point A and Hy3 at Point B. Good agreement suggests that the directional 
spectra are reasonably estimated. 
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Figure 6 
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height at Point B 
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Conclusion 
The following conclusions are obtained in this study. 

• A method is proposed to estimate a bimodal directional spectrum expressed 
in a standard form. 

• The validity of the method is verified by numerical simulation for a 
three-component array which is easy to be implemented in the field. 

• Application to field data yields reasonable results. 
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CHAPTER 3 

THE EFFECTS OF CURRENTS ON ESTIMATIONS OF 
DIRECTIONAL WAVE SPECTRA 

Yasuyuki Nakagawa1, Hiroichi Tsuruya1, Noriaki Hashimoto1 

Abstract 

To investigate the effects of currents on estimations of directional wave spectra, the 
problems with the existing methods for obtaining directional wave spectra are 
discussed when they are applied to wave fields in the existence of currents. The 
characteristics of distortion of the estimated spectra by current effects are examined 
through numerical simulations and analyses of experimental data. Both the numerical 
and experimental tests with wave gages, show that the directional spread of estimated 
spectra becomes narrower than that of the actual wave field and the value of the 
spectral peak is overestimated for the case of adverse currents. The extent of these 
distortions depends on the relative speed and direction of the current and waves. The 
relation of the error and these factors is summarized in the present study. 

Introduction 

Several methods have been developed for estimating directional wave spectra. 
These techniques, however, are generally restricted for the analysis of directional 
random sea waves in the absence of currents. When conventional methods are applied 
to wave fields with currents, misinterpretations of the actual phenomena may result. 
Methods are, therefore, needed to evaluate how currents will modify conventional 
directional spectral analyses so that corrective measures can be taken. This paper 
discusses the limitations associated with the existing methods for computing directional 
spectra of waves on currents. The effects of uniform currents on spectra are then 
estimated using numerical simulation techniques and these results are compared with 
the estimated directional spectra of wind waves propagating on uniform currents in an 
experimental channel. 

1 Port and Harbour Research Institute, 3-1-1 Nagase, Yokosuka 239, JAPAN. 
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Estimation of Directional Wave Spectra on Currents 

(1) Existing methods 
The basic equation for estimating directional wave spectra is described as the 

simultaneous integral equation, 

2it 

x|cos|&(xm„ cosB + ymn sin6)|-/'sin|^(xOT„ cos8 + ymn SLtvQyt\i<S(f,Q)dQ, 

where <&mn(f) is the cross power spectrum between the m-th and n-th wave motion 
parameters, H(f,Q) is the transfer function from surface elevation to other wave 
motion parameters and * denotes their complex conjugates. S(f,Q) is the directional 
spectrum, xmn = xm- xn, and ymn =ym- yn. 

Based on some assumptions and approximations to directional distribution 
functions in Equation (1), the existing methods try to determine the unique solution of 
a directional spectrum with a limited number of wave motion parameters (See e.g. 
Hashimoto et al. 1994). In the process of getting a solution with these methods, the 
wave numbers and the transfer functions of wave components with arbitrary wave 
frequency are evaluated by using linear wave theory, and do not consider the presence 
of currents. Therefore, simply applying the existing methods to the analysis of the 
combined wave-current field may not produce accurate results. The following points 
have to be noted when analyzing such cases. 

(2) Dispersion Relation in Currents 
When the analysis is carried out with wave records measured at separate locations, 

e.g. a measurement with an array of wave gages, the wave number has to be put into 
Equation (1) corresponding to arbitrary frequency. In order to do this, the existing 
methods use the following equation as a dispersion relation, 

co2 = (2nf f = gk0 tanh k0h , (2) 

where ko is the wave number, and h is the water depth. The subscript 0 denotes in the 
absence of currents. This relation is, however, not appropriate in the wave field on 
currents. For the simple case, assuming the propagation of waves in a uniform current 
in space and time, the relation becomes, 

(to -Uckc cos8r)  = (2nf -UckccosQr)   = gkc tanhkch , (3) 

where Uc is the speed of the uniform current, and Qr is the relative angle between the 
directions of current and wave propagation. The subscript c denotes in the presence of 
currents. This equation shows that, the wave number for a wave of given frequency 
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depends on the direction and the speed of the current. Figure 1(a) shows this 
dependence of the change in wave number with the relative direction of the current. 
Here the wave period is assumed to be 10 s, the water depth 100 m and the speed of 
the current 1.0 m/s. In the region where adverse currents are dominant, around Qr = 
180°, the wave numbers become larger than that of the wave of the same period and 
depth condition in the absence of a current. The computation of wave numbers with 
Equation (2), therefore, can not describe the distribution of the wave number correctly 
in the current field. This is one source of inaccuracies in present methods. These 
deviations of wave numbers are also governed by the speed of currents in relation to 
the wave celerity as shown in Figure 1(b). In the figure, where a negative current 
speed means adverse current, the deviation of the wave number increases with the 
magnitude of the current speed. The effect of the currents is significant for waves of 
higher frequency. 

90 180 270 360 
Relative angle(#r), degrees 

(a) Variation of wave numbers in relation to the relative angle 
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-      ^^^                T-20s 

i 

i        .        i    .   ,        i        .        i i 
-2 

Current speed(Uc), m/s 

(b) Variation of wave numbers in relation to current speed 

Figure 1. Deviations of wave numbers by the effect of currents 

(3) The Transfer Functions 
As a set of data for the analysis, several wave motion parameters measured at the 

same location are also used for the computation of directional wave spectra. In this 
case, the appropriate transfer functions from free surface elevation to other wave 
properties must be evaluated for the estimation procedure with the existing methods. 
For example, the transfer function to the horizontal particle velocities induced by the 
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wave motion is expressed as, 

H If 6) = 8k0coshko(h + z) 
(o      coshkQh 

(4) 

where z is the vertical coordinate with positive value taken upwards from the mean 
water level and ko is determined by the relation of Equation(2). Assuming again that 
the current is uniform, the expression becomes, 

#c(/,e)- 8kc coshkc(h + z) 

(to - Uckc cos6 r)     cosh kch 
(5) 

where the relation between frequencies and wave numbers, kc, is based on Equation 
(3). Since the wave numbers are modified by the currents, as mentioned in the previous 

-0.5 

-| 1 1 1 r 

Adverse 
current 

\ 

J U I I L_ 

-7-1 1 1 1 p 

\ Following 
\    current 
\ 
\ 
\ 
\ 
\ 

_t 1 1 1 L_L \ 
0.5 1 1.5 

Hc(z)/H0(z) 

(a) Horizontal water particle velocities 

-0.5 

7K 
Adverse 
current 

_i 1 _t_ 

\ 

-1 1 1 1 T~~ 

\ 
\ Following 
\       current 

\ 
\ 
\ 
\ 
\ 

•   •   •   A 
0.5 

Hc(z)/H0(z) 

(b) Hydrodynamic pressure 

1.5 
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section, the transfer function also changes depending on the relative speed and 
direction of the current to the direction of wave propagation. The deviation of the 
transfer function of horizontal water particle velocities with frequency in the adverse 
and following current cases are shown in Figure 2(a) as a ratio of the function in 
currents, Hc(z), to that in no current, H 0(z). In the figure, it is seen that the deviation 
of the functions are maximum at the bottom, and the trend decreases towards the 
surface, and reverses just below the free surface. This means that estimations based on 
data of horizontal water particle velocities may be different depending on the depth of 
the measuring instruments such as a current meter. 

In the case of the transfer function of the hydrodynamic pressure it is expressed, in 
the absence of currents, as, 

cosh£0/? 

It can be shown that the hydrodynamic pressure transfer function in a uniform current 
is identical to Equation (6), with wave number and frequency governed by Equation 
(3). Their ratio is compared in Figure 2(b) for the same condition as Figure 2(a). The 
maximum deviations by currents are at the bottom in the same manner as the 
horizontal water particle velocities. The transfer function ratio in a following current is 
greater than one and less than one in an adverse current, at all depths. Therefore the 
estimation, by existing methods which do not consider these differences, may also lead 
to inaccurate results of the directional wave spectrum. 

Numerical Simulations 

(1) Procedure of Simulation 
To investigate the effects of currents on the directional spectrum estimation, a 

series of numerical simulations was performed by using an existing estimation method, 
known as Extended Maximum Entropy Principle method, EMEP by Hashimoto et al. 
(1994). The numerical tests were conducted in the same manner as the examination of 
another estimation method, Extended Maximum Likelihood Method, EMLM by Isobe 
et al. (1984). Prior to the estimation of the directional spectrum in the simulation, the 
cross power spectra of wave motions with target frequency are computed by numerical 
integration of the basic equations expressed by Equation (1). The directional spreading 
function is given arbitrarily as a model function. In the present study, since the 
objective wave field is supposed to be in uniform currents, the dispersion relation 
expressed by Equation (2) is used to obtain the cross power spectra. Based on the 
computed cross power spectra for the assumed wave field with currents, the analyses 
with the existing method are used to estimate directional spectra. Since the presence of 
currents is ignored at this stage of the estimating procedure, the estimation results may 
be distorted from the model function due to the incompatibilities of the existing 
methods, as mentioned in the previous section. In the following sections, some 
estimation results and their comparisons with the model function are demonstrated. 
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(2) Results of Simulation 
A 10 s wave propagating in a uniform current of 1.0 m/s, in a water depth of 100 m 

was used as the target wave field for the simulation. The model function is expressed 
here as a conventional cosine-powered function, 

G(e) = cos2^-^j (7) 

where S is the spreading parameter and Bw the principal wave direction. The estimated 
directional spreading functions by the EMEP for the above condition are shown in 
Figure 3. A star array consisting of four wave gages is assumed as the simulated 
observation condition. In the case of adverse currents to the principal wave 
propagation, the estimated directional spectrum shows a narrower distribution and 
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higher peak value than the model function which is represented by the solid line. The 
opposite trend appears in the following current case. When the direction of wave 
propagation and the current direction are at right angles, the peak of the estimated 
function is shifted downstream of the current but the effect of this current is 
considerably less than the adverse and following current cases. The over- and under- 
estimation of the peak of the directional distribution in the adverse and following 
current cases, respectively, are shown in Figure 4. In relation to the change in the 
wave numbers by the effect of currents shown in Figure 1(b), the error in estimation 
results increases with the speed of currents and is greater for higher frequency waves. 

Similar results have been obtained for the case of the three measured quantities; sea 
surface elevation and two components of horizontal water particle velocity at the same 
location. These results are shown in Figure 5(a), with the water particle velocities 
assumed to be measured at the free surface. Figure 5(b) shows the estimated result for 
the same condition as in Figure 5(a) except now the depth at which the particle 
velocities were measured is 20 m. It should be noted that the trend of the error in the 
estimated results (Figure 5(b)) are opposite to the results obtained in Figure 5(a). For 
example when the spectrum is estimated for the following current case using water 
particle velocities measured at the surface, the estimated peak is lower and the shape is 
wider than the model. For the same current scenario using water particle velocities 
measured 20 m below the surface, the estimated directional spectrum has a higher peak 
and is narrower than the model. This is ascribed to the deviation of the transfer 
functions and their vertical distribution in the presence of currents as shown in Figure 
2(a). The ratios of the transfer functions for adverse and following currents cross unity 
at a depth beneath the surface. This introduces a distortion of the estimated directional 
wave spectra depending on the depth at which the wave motion parameters were 
measured. 

In shallow water regions near coasts, it is possible to use a measurement system at 
the sea bottom with sensors that measure hydrodynamic pressure and horizontal water 
particle velocities for directional spectra analysis. Assuming such observation 
conditions, directional wave spectra were estimated in cases for a wave period of 10 s, 
water depth 30 m and a current speed of 1.0 m/s. The results are shown in Figure 6. 
For reference, another estimated result is shown in Figure 7 where the free surface 
elevation and horizontal water particle velocities at the surface were used as a 
measurement system for the same conditions as for the previous case in Figure 6. By 
the comparison of these figures, it is clear that the errors in Figure 6 are extremely 
large. The reason of the large errors is that the deviation of the transfer functions for 
the wave properties are maximum at the bottom as explained in the previous section. 

(3) Simulations with Consideration of Currents 
As shown in the previous section, when the existing methods are applied to the 

wave field with currents, the estimated directional spectra are distorted by the effects 
of the current. Under the assumption of a uniform current, if the current speed is 
known, the wave numbers and the transfer functions can be modified appropriately by 
using Equations (3) and (5). The results of simulations using these modifications for 
the same following current conditions as Figure 3 are shown in Figure 8 by the dots. 
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It can be seen that the simulated results show almost complete agreement with the 
model. Simulations for adverse and crossing current scenarios were also conducted 
using Equation (3) with equally good agreements to the model. 

In order to reduce the calibration error of field data measured at the same location, 
it was proposed by Isobe et al. (1984) to use the ratio between the power spectra of 
different wave properties instead of using theoretical expressions like Equation (7). 
The following expression was used for wave data to include surface elevation and the 
two components of horizontal water particle velocities, 

H{<o). 
Suui^ + Swfo) 

Sm(w) 
(8) 
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Here Suu(w), Sw(a>) and <SVI(CD) represent the power spectra of horizontal water 
particle velocities, u and v and the surface elevation, r|, respectively. The estimation 
result of the directional spectra for the same conditions as in Figure 3 are shown in 
Figure 9, where Equation (8) is used for the determination of the transfer function. In 
each case, the degree of distortion is substantially diminished. The reason for this good 
agreement with the model function may be explained with Figure 10. In this figure, the 
transfer functions approximated with Equation (8) in the following and adverse current 
cases are indicated by the horizontal lines. Although they may not approximate the 
model transfer function in all directions, they come very close to the true transfer 
functions for the direction where the wave energy is highly concentrated. That is, for 
the estimation of directional spectra, the complete agreement with the theoretical 
function is not required for the directions where the wave energy does not exist. 
Equation (8) makes it possible to get reasonable transfer functions near the peak of the 
directional wave spectrum. Therefore, the analysis with Equation (8) is very effective 
in estimating directional spectra for wave fields with currents when the wave 
directionality is narrow. 
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Analysis of Experimental Data 

Estimations of directional spectra have also been carried out using the experimental 
data of directional waves in a wind-wave channel at the Port and Habour Research 
Institute (PHRI). The channel is 30 m in length, 1.5 m in width, and has a water depth 
of 0.5 m as shown in Figure 11. The waves were generated by wind blowing into the 
channel at a speed of 10.4 m/s at 40 cm above the still water level. Uniform currents 
were superimposed on the waves in following and adverse directions to the waves. For 
this analysis, surface elevations were measured with four wave gages installed at the 
location as shown in Figure 11. The sampling frequency was 50 Hz and the sampling 
duration was 2.5 minutes. The frequency power spectra of the wind waves on the 
currents are shown in Figure 12. The difference in peak frequencies of the spectra are 
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caused by the change in the effective fetch length (Kato and Tsuruya, 1978). By using 
these data, the analysis of directional spectra was estimated by EMEP. Figures 13 and 
14 show the results of estimated directional spectra near the peak frequency, for 
following and adverse currents, respectively. The dashed lines represent the estimated 
spreading function and the solid lines represent the results with the modification of 
wave numbers per Equation (3). In the following current case, Figure 13, the function 
estimated by EMEP predicts a wider distribution than the modified estimation. Under 
adverse current conditions, Figure 14, the estimated distribution has a narrower shape 
and a higher peak than the modified case. The trend of the results are the same as those 
obtained by the numerical simulations. 
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Conclusion 

Numerical simulations of directional wave spectra estimations for wave fields with 
currents have shown that the degree and trend of the distortion of wave spectra by the 
currents depends not only on the relative speed and direction of the waves and current 
but also on the measuring system of the wave properties. To reduce the errors of these 
estimation results, modifications of wave numbers and transfer functions by the 
theoretical relations for currents have been confirmed to be effective in uniform current 
cases. The transfer function defined as the ratio of each power spectra is particularly 
useful in reducing the error of estimated directional spectra in the presence of currents 
when the directionality of the waves is narrow. From analyses of experimental data 
with a wind wave channel, similar distortion trends to those estimated by the numerical 
simulations have been observed. 
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CHAPTER 4 

A METHOD FOR ESTIMATING DIRECTIONAL 
SPECTRA IN A FIELD OF INCIDENT AND 

REFLECTED WAVES 

Hiromune Yokoki'and Masahiko Isobe2 

Abstract 

A method for estimating the directional spectrum as well as the reflection 
coefficient in a incident and reflected random wave field is developed for 
practical use. In the method, the directional spectrum is assumed to be ex- 
pressed by a circular normal distribution which includes three parameters. 
Then the parameters are estimated by the maximum likelihood method. 
The present method is applied to laboratory data, and the parameters are 
estimated for two kinds of wave gauge arrays. A measure of accuracy of 
the estimated parameters is also proposed. 

Introduction 

Recently it has become usual in the design of coastal, harbor and ocean structures 
to take into account the randomness of sea waves with respect to wave direction as 
well as to wave frequency. Directional wave spectra can describe the randomness 
of sea waves as the distribution of wave energy among the wave frequency and 
direction. However, there are a lot to be studied in the estimation of directional 
spectra, especially in a field composed of incident and reflected waves. No existing 
method can estimate the reflection coefficient accurately enough for practical use. 

In this paper, we propose a method for estimating the directional spectrum in 
a short-crested random wave field by introducing a standard directional function 
which is expressed by the circular normal distribution function (Yokoki et al, 
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Figure 1: Definitions of variables 

1992, 1994). The parameters in the function are determined by the Maximum 
Likelihood Method (Isobe, 1990). 

Then we apply the method to laboratory data. The estimated results confirm 
its applicability to the exsiting data. 

A method is also proposed for measuring the accuracy of the estimated pa- 
rameters by means of the root-mean-square values of the errors. We propose the 
appropriate configurations of wave gauge arrays for estimating the directional 
spectrum parameters accurately. 

Theory 

Cross-power spectrum 

In a wave field which consists of incident and reflected waves, the cross-power 
spectrum, $pq(a), between the water surface fluctuations at points p and q is 
represented as Eq. (1) (ex., Horikawa, 1988; Isobe and Kondo, 1984): 

^PI(
(T

)   =    L S{k, a) {exp(ifcaip) + r exp(ikxpr)} 

{exp(—ikxq) + r exp(—ikxqr)} dk (1) 

where S(k,a) is the directional spectrum, k the wave number vector, xp the 
measuring position vector, xpr the point symmetrical to xp with respect to the 
reflective wall (y-axis), and r the reflection coefficient (Fig. 1). 

We rewrite Eq. (1) by using the transformation of variables as follows. 
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k = (fccos #,                     ksm.9                     ) 
Xp         Xq —    \      P9 ^OS       P9 ?                        -*^pq SlH L/pg                        J 

*^pr        *^qr = (Rpq cos(7r - 0P?),   iip, sin(7r - 6pq)   ) 

*&pr         **}q —    \-*^pqr *~-0& {-Spqri                 ^pqr SI It ^J pqy                 J 

djp         'Eqr ==   y-^pqr C0S^7T        ^pqr j^-^-pqr SlIJ-^TT        ^pqr)) 

(2) 

The definitions of variables are also indicated in Fig. 1. Substituting Eq. (2) into 
Eq. (1), we obtain the expression of the cross power spectrum, $M(f): 

$ 
/•27T 

„(/)=/    S(f,0) 
Jo 

x [exp{ikRpq cos(0 — 0pq)} + r2 exp{ikRpq cos( T + ®vq)) 
+ r exp{ikRpqr cos(# — 0pqr)} + r exp{ikRpqr cos(# — -K + @pqr)}\ d0(3) 

where / represents the frequency connected with the wave number, \k\, by the 
dispersion relation, and r the reflection coefficient of the reflective wall. 

In the present study, we assume the directional spectrum, S(f,6), is expressed 
by using the circular normal distribution function, so that we can obtain the cross 
power spectrum analytically and the numerical calculation becomes faster. Thus, 
the directional spectrum, S(f,0), is expressed by Eq. (4): 

S(f,0) = P(f) 
1 

2xl„(a) 
exp{a cos(0 — 60)} (4) 

where To is the modified Bessel function of zero order. 
Then the relationship between the cross-power spectrum and the parameters 

is written as follows: 

«M/) = { 

</?(      a,0O,Rpq,   &pq I/)    ] 
+ r2ip(   a,0o,Rpq, T - 9pq |/) 
+ rip(    a,60,Rpqr,6pqr        |/) 
+ rtp(   afi0,Rp Opqr\f) 

(I + 6pqep)P(f) (5) 

<p(a,60,R,e\f) 

-       1        f2w       i 
~ 2TTI0(a) Jo    eXP{~ 

ikRcos(6 - 0)} exp{a cos(0 - 60)}d6 (6) 

where R and (9, respectively, indicate the length and the angle of the vector 
xp — xq, and Rr and 0T those of the vector xpr — xq. 

Finally, the cross-power spectrum, $p,(/), becomes a function of five param- 
eters: the degree of directional concentration, a; the peak wave direction, B0\ the 
reflection coefficient, r; the frequency spectrum, P(f), of the incident wave; and 
the ratio, ep, of the noise component to the power at the point p. 
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Most probable values of parameters 

The five directional spectrum parameters including the reflection coefficient should 
be determined so that the cross-power spectrum, $P9(/), in Eq. (5) would ap- 
proximate the observed cross-power spectrum, $m(f). In the present study, the 
parameters are determined by the Maximum Likelihood Method (MLM). The 
likelihood L is defined by Isobe (1990): 

i (MM 

"-(2x^)M|*T-P(-gg*«*-J W 
where Af is the interval of the frequency, M the number of measuring points, 
and \$\ the determinant of the cross-power spectrum matrix, $pq. 

The maximum likelihood method implies that the most probable values of the 
parameters, A;, are the solutions of the equation: 

Equation (8) is expressed as a nonlinear simultaneous equation through some 
algebraic calculation (Yokoki et a/., 1994) as follows: 

M   M   ( MM \   flrf, 

EE -*? +E£*«?***;? hf = 0 
j=l (=1   k p=i 9=1 )    UA* 

(9) 

The directional spectrum parameters, A;, which satisfy Eq. (9) for all i (i — 1 ~ 7) 
are the most probable values. 

The modified Marquardt method (ex. Fletcher, 1971) is adopted instead of 
the Newton-Raphson method to solve Eq. (9) iteratively, and thus the solutions 
are obtained more robustly and quickly. 

In the modified Marquardt method, the values of A,- + ' at the (k-fl)-th iter- 

ation is expressed in terms of the previous values, A,- ', as follows: 

A(*+D = A(*) _ [A + ^(fc) {E + diag(A)}]_1 /<*> (10) 

where A is the vector expression of A,-, A = [A{j] = [dfi/dXj], f = [fi], fi is 
the left hand side of Eq. (9), diag(A) the diagonal matrix of A, and E the unit 
matrix. 

If Eq. (9) is strongly nonlinear, the parameter fi increses during in the itera- 
tions, and finally Eq. (10) reduces as follows: 

Ar>«Af) - f i+|£ V //*> (ii) 

If fj, is small, Eq. (9) reduces to the same form as the Newton-Raphson method. 
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Figure 2: Layout of positions of wave gauges 

Table 1: Incident wave conditions 

Case No. #1/3 

(m) 
Tl/3 

00 
0o 
(°) 

•'max 
Array of 

wave gauges 
4151 0.04 1.25 180 75 I 
4191 0.05 1.00 180 10 I 
4152 0.04 1.25 180 75 II 
4192 0.05 1.00 180 10 II 

Application to Laboratory Data 

Laboratory data 

To verify the validity of the present method, we applied it to experimental data. 
Figure 2 shows the layout of wave gauges in the multi-directional wave basin, 
where the water depth is uniformly 50cm, the reflective wall (y-axis) is vertical 
and no wave absorber is installed. The water surface elevations were measured by 
two kinds of wave gauge arrays: The array I is linear and normal to the reflective 
wall, and the array II parallel to the reflective wall. 

Multi-directional incident waves were generated by using the Bretschneider- 
Mitsuyasu spectrum proposed by Mitsuyasu et al. (1975). The incident wave 
conditions and the corresponding wave gauge arrays are listed in Table 1. 
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Figure 3: Estimated values of parameters (No. 4151) 

Estimated parameters 

Figure 3 shows the estimated values of the parameters by the array I composed 
of the wave gauges A, B and C, for which the incident wave condition is No. 4151 
in Table 1. Figure 4 shows the estimated values for the incident wave condition 
No 4191. The dashed lines in the graphs for the power, P(f), indicate the fre- 
quency spectrum of the incident waves. From these figures, we can see that the 
array I estimates the reflection coefficient and the peak wave direction accurately 
around the peak wave frequency, but not the directional concentration. 

Figures 5 and 6 show the estimated values of the paramters by the array II 
composed the wave gauges F, G and I, for which the incident wave conditions are 
No. 4152 and 4192 respectively. These figures show that the peak wave direction 
and the directional concentration are accurately estimated by the array II, though 
the reflection coefficient cannot be estimated accurately. 
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Figure 6: Estimated values of paramters (No. 4192) 
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Table 2: Incident wave conditions and reflection coefficient 

Accuracy of Estimated Parameters 

Definition of accuracy of parameters 

In this section, we show how to evaluate the performance of wave gauge arrays 
for estimating the directional spectrum parameters. We proposed Eq. (12) as a 
measure of the accuracy of the estimated parameters: 

1 
Err(A,-) = r N, 

i       N,otai _ 

total    j=\ 
(12) 

where A;^ is the estimated values of the parameter, A; in the j-th sample, A; is 
the (given) true value, Ntota\ is the total number of samples, and A,- is the value 
by which the error is normalized. 

Equation (12) is regarded as the normalized root-mean-square value of the er- 
ror. We used Eq. (12) to evaluate the perfomance of the array for the twenty-seven 
incident wave conditions shown in Table 2. In all cases, the incident directional 
wave spectra are calculated by using the Bretschneider-Mitsuyasu frequency spec- 
trum, and the directional function proposed by Mitsuyasu et al. (1975). The 
significant wave height, H1/3, is 0.1m and the significant wave period, T1/3, is 
1.0s. 

Errors were calculated for the parameters estimated by the various arrays 
shown in Fig. 7: two kinds of linear arrays, and the three kinds of triangular 
arrays. The errors are calculated for each array by changing the distance, Dp, 
from the reflective wall and the interval, D, of the wave gauges. 

Calculated accuracy 

Figure 8 shows calculated errors in the peak wave direction, #0, the directional 
concentration, a, and the reflection coefficient, r. 

We can see from Fig. 8 that the linear array (1) and the triangular array 
(3) cannot estimate the peak wave direction accurately, and the linear array (2) 
cannot estimate the reflection coefficient accurately, either. In other words, the 
linear array parallel to the reflective wall and the triangular array can estimate 
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Figure 7: Arrays of wave gauges 

the peak wave direction accurately, and the linear array normal to the reflective 
wall and the triangular array can estimate the reflection coefficient accurately. 
No particular trends relationship was found for the the directinal concentration. 

Concluding Remarks 

Major concluding remarks of the present study are as follows: 

1. A method is derived for estimating the directional spectrum in a field of 
incident and reflected waves using the cicular normal distribution function. 

2. The method is proved to be valid for data in laboratory experiments. 

3. The performance of wave gauge arrays is estimated through the root-mean- 
square error of the estimated paramters. 
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CHAPTER 5 

ACTIVE ABSORPTION OF 

MULTIDIRECTIONAL WAVES 

Hemming A. Schaffer1) and Jesper Skourup2) 

Abstract 

The development of a control system for active absorption of multidirectional 
waves is described. The present work is an extension of a two-dimensional 
flume system to include the wave propagation direction. The hydrodynamic 
feedback necessary for the active absorption is taken to be the surface elevation 
measured at each segment of the multidirectional wavemaker. A frequency- 
direction domain transfer function relating the paddle position to the measured 
and desired elevations is derived. For practical applications a two-dimensional 
digital filter is used for a time-space realization of the generation/absorption 
procedure. Experimental verification is made in a numerical wave tank using 
a Boundary Element Model. The numerical setup includes a moving boundary 
representing a segmented wavemaker. This ensures a realistic reproduction of 
evanescent wave modes, which can be important for the system performance. 
The numerical tests show that a quasi three-dimensional system consisting of 
an array of absorbing wavemakers developed for wave flumes is far better than 
having no active absorption. The present fully three-dimensional absorption 
system is shown to further reduce spurious reflections to around one third in 
the examples treated. Although the system is capable of simultaneous wave 
generation and active absorption, only the absorption ability was used in these 
preliminary tests. 

1. Introduction 

Spurious wave reflection remains an important problem in physical as well as 
numerical model testing of coastal and offshore structures. Open boundaries 
are often modelled by passive absorbers using e.g. physical perforated plates 
and numerical sponge layers. In numerical models the absorption performance 
is often poor for very oblique waves and unwanted diffraction into the sponge 
layer is a problem for waves travelling along such boundaries. In physical models 
spurious re-reflection from the wavemaker can lead to considerable distortion 
of the incident wave field or even to spurious resonance in the model. 

2) International Research Centre for Computational Hydrodynamics (ICCH) 
at J) Danish Hydraulic Institute, Agern Alle 5, DK-2970 H0rsholm, Denmark 
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Figure 1 Absorption coefficients for active absorption tests in a numer- 
ical wave flume using 2D-AWACS. The full curve gives the 
theoretical performance. Water depth lm. 

This work primarily regards the problem of active absorption from a physi- 
cal model point of view, but the system developed is also relevant for numerical 
modelling. The performance of the system is actually analysed using a numer- 
ical wave tank. 

Recently, the original electric system used for active absorption in flumes 
at the Danish Hydraulic Institute was revised, leading to a digital Active Wave 
Absorption Control System called AWACS. The theoretical background and 
preliminary performance results are given in Schaffer et al. (1994). Since then, 
enhancements of the recursive filters involved have further improved the re- 
sults. Applying the technique used in the AWACS, Skourup and Schaffer (1995) 
demonstrated that the absorption performance could be investigated using a 
numerical wave flume based on a Boundary Element Model (BEM). Figure 1 
compares numerically determined absorption coefficients (found by analysing 
surface elevation time series from the numerical simulation) with theoretical 
values (given by the theory behind the active wave absorption system). Similar 
results were obtained from physical model tests and it appears that the BEM 
is well suited for a numerical test of an active absorption system for multidi- 
rectional waves, as pursued in this work. 

The most simple way of introducing active absorption for a segmented 
multidirectional wavemaker is to apply a system developed for a wave flume to 
the control of each segment. This was done by e.g. Hirakuchi et al. (1992) 
using the flume system of Hirakuchi et al. (1990). However, this method only 
works well for weakly oblique waves. The trouble is that the system overreacts 
for oblique waves resulting in spurious wave generation. 

When generating waves by the snake principle it is well known that for a 
fixed wave height, oblique waves require a smaller stroke than normally emitted 
waves. Specifically, the transfer function relating the wavemaker paddle stroke 
to the amplitude of the progressive wave is proportional to cos 8 where 6 is the 
angle of emission (zero for normally emitted waves). Since active absorption is 
the reverse process of wave generation (i.e. reversing time), this cos 6 should also 
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be accounted for in the absorption of oblique waves. When the hydrodynamic 
feedback to the control system is taken as the elevation measured on the paddle 
front the presence of evanescent modes can be important. In this case the 
simple cos ^-variation of the involved transfer function is changed to a more 
complicated one which not only includes a ^-dependent amplitude but also a 
^-dependent phase shift. 

The flume AWACS has two inputs and one output. At each time step 
the inputs are the elevation of the desired incident waves and the elevation 
measured at the paddle of the wavemaker. The output is the position of the 
wavemaker paddle. The two inputs are combined in a simple manner reducing 
the system to a single-input-single-output system. For the multidirectional wave 
case a general multiple-input-multiple-output system is in principle required. 
The input represents desired incident waves and the hydrodynamic feedback, 
e.g. surface elevation measured on each paddle, and the output is the position 
of each paddle. Using a number of flume systems in parallel (which is the 
equivalent of making the approximation cos# =1) the multiple-input-multiple- 
output system is simplified to a number of parallel single-input-single-output 
systems. However, if 6 ^ 0 is to be accounted for, each paddle should at least 
be influenced by the hydrodynamic feedback at neighbouring flaps. Such a 
system is developed allowing for any number of directions to be represented at 
each frequency. Analysis of the system performance is made using the BEM to 
simulate the physical wave tank including the moving boundary representing 
the segmented wavemaker. 

Since the 2D-AWACS is the basis for the present 3D system the next chap- 
ter gives a short review. In Chapter 3 the theory for multidirectional active 
wave absorption is derived and Chapter 4 gives some basic ideas for the prac- 
tical inclusion of directional information. The general approach taken for the 
3D-AWACS is shown in Chapter 5 and verification by experiments in a numer- 
ical wave tank is given in Chapter 6. Finally, summary and conclusions are 
presented in Chapter 7. 

2. Review of the 2D-AWACS 

The active wave absorption control system for wave flumes (2D-AWACS) pre- 
sented by Schaffer et al. (1994) is based on a frequency domain expression for 
the wavemaker paddle position which may be formulated as 

Xa = (2AI-A0)F0;        Fo = -^— (1) 

in which "*" denotes complex conjugation and i is the imaginary unit. Here Aj 
and AQ are the complex amplitudes of the desired incident wave elevation and 
the elevation measured on the wave board. Fo is a complex transfer function 
based on a real transfer function CQ and some imaginary transfer functions 
Cj. Here Co, which is sometimes called the Biesel transfer function, relates the 
amplitude of the generated wave to the amplitude of the paddle motion in 
the case of pure wave generation. The rest of the series in (1) is imaginary, 
and it relates the amplitude of the evanescent modes at the wave board to the 
amplitude of the paddle motion. For a piston type wavemaker we have 

„ 4sinh2A:i/*_ 

2k jh + sinh2A;j7i 
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see e.g. Schaffer (1996) for results for different types of wave paddles. Here kj 
is the j'th solution to 

u>2 = gkj t&nhkjh (3) 

which is the linear dispersion relation generalized to complex wave numbers. It 
has one real solution, say fco, and an infinity of purely imaginary solutions kj, 
j > 1, where ikj > 0. 

Practical application in the time domain is made by use of the recursive 
digital filter 

M N 

Vn = ]P akUn-k + ^ faVn-k (4) 
fc=0 ifc=l 

where the input u„ is 2r]i — 770 evaluated at time t = nAt and the output vn 
is the wavemaker position, X(nAt). The transfer function of this recursive 
filter was fitted to match the transfer function FQ over a wide frequency range 
by optimization of the filter coefficients (ai^bk) under stability constraints (see 
e.g. Antoniou, 1979). With these coefficients (4) provides the instantaneous 
paddle position for irregular as well as regular waves. The system only needs 
the instantaneous elevations of the desired incident-wave elevation, r\i and the 
elevation measured at the wave board, 770 • No a priori knowledge on the waves 
to be generated or absorbed is required. 

3. Absorption theory — frequency-direction representation 

Let T]j(x,y,t) denote the elevation of the desired incident wave (i.e. the wave 
emitted from the wavemaker), let 770(2/, £) be the elevation measured on the 
paddles of the wavemaker and let the position of these paddles be X(y, t). Here 
(x, y) is a Cartesian coordinate system with x = 0 on the wavemaker. 

In a linear representation the wave field to be absorbed or generated can 
be described as a superposition of a number of unidirectional monochromatic 
wave components. Thus, in this section active absorption is examined in the 
frequency domain concentrating on just one frequency and one wave propaga- 
tion direction. Let Aj, A0, and Xa be complex amplitudes and let c.c. denote 
the complex conjugate of the preceding term, then we have 

X ^{Xj^-*^ + z.z.) (5) 

=^{AIe*u*-k''-h**) +c.c.} (6) 

i{j4oe,'<fc"-*»»)+c.c.} (7) 

2 

2 

Vo = 

where (kx,ky) are the components of the wave number vector. Since waves 
impinging on the wavemaker will typically be reflections from some beach or 
structure their complex amplitude will be denoted AR and their re-reflections 
from the wavemaker are termed •/!/£#. Thus, the waves emitted from the wave- 
maker are due to both the paddle motion and re-reflections: 

A/ = iXae0 + ARR (8) 

Here eo is a frequency and direction dependent transfer function defined below 
and i is the imaginary unit representing a 90° phase shift. When no reflections 
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are present there will be no re-reflections and (8) reduces to an expression 
for pure wave generation. On the other hand, when pure active absorption is 
wanted then Aj = 0 and thus the paddle generates progressive waves cancelling 
the re-reflections. The elevation measured on the paddle front includes both 
reflections and re-reflections as well as the waves generated by the movement 
of the paddle including the evanescent modes due to the mismatch between the 
shape of the paddle and the vertical structure of a progressive wave: 

oo 

A0 = iXa ]P ej + AR + ARR (9) 
i=o 

Assuming full reflection at the wave paddle, we further have 

AR = ARR (10) 

Eliminating (AR,ARR) from (8)-(10) and solving for Xa yields 

Xa = (2AT-A0)F;        F = -J— (11) 

j=0 

in which "*" denotes complex conjugation. This simple relation is the 
frequency-direction basis for the control of simultaneous generation and active 
absorption. For practical application this needs to be transformed to a time- 
space domain representation as shown in Chapter 5. The transfer functions 
constituting F are 

-c0 
,2 ;bCo forJ=° 

A/1 - kVk ,    , 
V        1 (12) 

/ Cj for j = 1,2,... 

.V1+ *-'/!*? I 
where {kj, CJ, ej) are real for j = 0 and imaginary for j = 1,2,.... This is for 
the normal case, where [ky < k), so that eo corresponds to progressive waves. 
If (&j, > k), then ej is imaginary even for j = 0 and all modes are evanescent. 
For the two-dimensional case (11) reduces to (1). The transfer functions given 
by (12) do not account for spurious wave generation due to finite segment width 
of the directional wavemaker. 

In addition to the frequency variation (11) also depends on the wave di- 
rection. Thus, the task is now to formulate this in the time domain somehow 
including the directional information. Our first ideas on how this could be done 
are still useful for illustrating the more general approach finally adopted. These 
ideas are given in the next chapter. 

4. Basic ideas for inclusion of directional information 

In this chapter the discussion is simplified by disregarding evanescent wave 
modes and considering monochromatic, unidirectional, oblique waves. Under 
these assumptions (11) reduces to 

Xa = (2Aj - A0) ^ (13) 
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where the factor cos 6 makes the only difference from the flume case. Thus, 
for a known wave direction the correct time domain response can be obtained 
by replacing 2rjj — rjo by (2??/ — rj0) cos 9 in the instantaneous evaluation of the 
position of each paddle. Skourup (1996) used a numerical wave tank to show 
examples where this worked very well. However, generally 9 is not known and 
an online determination of cos 9 is needed. Including the variation along the 
wavemaker in the amplitudes, (13) becomes 

*.-K-A)£ (") COS0 

ic0 

where 

(Xa(y),A0(y),AI(y)) = (Xa,A0,AI)e-ik^; ky = ksin6 (15) 

The idea is now to differentiate this expression in order to obtain some kind of 
directional variation. The n'th derivative 

j^ fa - i0) = (ifc sin 9)n fa - i„) (16) 

provides a directional variation in terms of sin" 6, but since a cosine was the 
goal, we use the expansion 

N 

cos 9 = Y^ °2" sin2" e (17) 
n=0 

where ain are expansion coefficients and N is the order of the expansion. Using 
(16) and (17), we get 

N 
hn   d2n 

fa -A0)COS9=Y~Q-^ fa - *) (18) 

where 
&2„ = (-l)n«2n (19) 

In principle (18) provides the input for the absorption system. In a time domain 
representation instantaneous elevations would replace the amplitudes. These 
elevations would then be given by their discrete values in time and in space 
along the wavemaker, typically with a spacing equal to the segment width of 
the wavemaker. A second derivative would then e.g. be evaluated by a central 
difference including three points: the elevation at the actual segment and at the 
two neighbouring segments. Generally, the evaluation of the 2n'th derivative 
would involve (at least) 2n + 1 points i.e. n neighbouring points to each side. 

Since we have avoided nonlinear relations (e.g. for expressing the cosine 
in terms of sines) the formulation is not restricted to one direction at one 
particular frequency. Application to irregular waves requires that the frequency 
dependent factors l/k2n are replaced by time domain recursive digital filters, 
approximating l/k2" for their frequency domain transfer function. Since k ~ u 
in shallow water (and even ~ w2 in deep water) l/k2n represents a low pass filter 
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of increasing order for increasing n. This filter just balances the amplification 
at high frequency caused by the differentiations in (18). For the general case 
of irregular waves the procedure outlined above involves a separate fitting of 
the coefficients &2n and coefficients for the recursive filters representing l/k2n. 
Furthermore, it relies on the neglect of evanescent modes and altogether it is 
more suited for explaining the principles than for practical application. 

In conclusion to this chapter, differentiations of the elevations along the 
wavemaker are in principle able to provide the directional information required 
for active absorption of oblique waves. Since differentiation is equivalent to 
convolution with a set of filter weights it appears natural to formalize this in 
terms of a digital filter in space regarding the segmentation of the wavemaker 
as the spatial discretization. Since, for irregular waves, recursive filtering was 
already used with respect to the time variable, the general approach calls for a 
two-dimensional digital filter in time and space. 

5.  General approach to the time-space realization 

We now return to the general case including the evanescent modes i.e. 
without a restriction to rather shallow water. Equation (11) in Chapter 3 gives 
a frequency-direction recipe for simultaneous generation and active absorption. 
Inspired by the above ideas we now take a general two-dimensional filter ap- 
proach to the practical time-space realization of this recipe. The input to the 
system is a combination of desired and measured elevations and the output is 
the paddle position. Both input and output are regarded as functions of the co- 
ordinate along the wavemaker, y, and of time, t, sampled at (nAt,mAy). The 
two-dimensional Fourier transform relates (t, j/)-space to (u!,ky)-space. Thus, 
we need to regard the target transfer function F from (11) as a function of 
(u>, ky) instead of (u>,6). From this point of view we can use a two-dimensional 
digital filter for practical time-space application: 

M2      Mx N2      Ni 

Vn,m =     2^j     2-^aklUn-k,m-l +     2__,    2^^klVn-k,m-l (20) 
;=-M2 *=0 l=-N3 k=l 

Here the input u„im is 2T]J — rj0 evaluated at (t, y) = (nAt, mAy) and the 
output vnttn is X(nAt,mAy). Like the filter given in (4) for the flume case, 
this filter must be causal in time as the future is unknown. Thus, the counter 
k only takes non-negative values. However, this restriction does not apply in 
space, and thus the counter / runs through negative as well as positive values. 
The transfer function of this recursive filter was fitted to match the transfer 
function F(u, ky) over a wide range of frequencies and directions by optimiza- 
tion of the filter coefficients (akl^ki). Generally, the stability constraints for 
two-dimensional recursive filters are very complicated. At present, we omit the 
recursive element with respect to the spatial part of the filter, i.e. restricting 
ourselves to N2 = 0 in (20). Furthermore, M% = 1 is used which means that at 
each time step the evaluation of the paddle position is only influenced by the sig- 
nals at neighbouring segments. With our choice of (At, Ay) = (0.0255,0.5m) 
this allows information to travel with a speed of Ay/At = 20m/s along the 
wavemaker. Since F is an even function of k„, we get a^j = a^-.;. It can be 
shown that by these restrictions the formulation basically contains the spatial 
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Figure 2 Top view of the numerical wave tank with a distorted rect- 
angular grid. Wave generation at the west boundary, fully 
reflecting walls on the two sides and an absorbing segmented 
wavemaker on the oblique boundary. 

derivatives from the preliminary analysis leading to (18). Only now the coeffi- 
cients are found directly by fitting to the general transfer function F from (11) 
including evanescent-mode effects. 

6. Experimental verification in a numerical wave tank 

Skourup et al. (1992) developed a three-dimensional Boundary Element Model 
solving an integral equation for the potential flow problem in combination with 
an explicit time stepping procedure for updating the boundaries of the compu- 
tational domain, including the free surface. Applications to a numerical wave 
tank equipped with a moving boundary to simulate a segmented wavemaker was 
described by Skourup (1996), who considered active absorption of oblique waves 
where the propagation direction was known a priori. In the present work this 
facility is used for a performance test of the 3D-AWACS as if it was a physical 
wave tank. However, the flexibility available in a numerical wave tank is used in 
the experimental setup as shown in Fig. 2. Longcrested regular waves are gener- 
ated at the west boundary and propagate unaffected by the perpendicular side 
walls until they reach the oblique eastern boundary simulating the absorbing 
segmented wavemaker. The computations were made on a distorted rectangu- 
lar grid fitting the boundaries. Different orientations of the oblique boundary 
was used to obtain a variety of different angles of wave attack relative to the 
absorbing wavemaker. Regular waves at two different frequencies and at angles 
of attack ranging from zero to 60 degrees were investigated. We first look at 
a frequency / = QAHz at which the 2D-AWACS has an almost ideal perfor- 
mance, cf. Fig. 1. For a wave attack of 45 degrees Fig 3 shows the instantaneous 
picture of the free surface after 12 periods of simulation time. Three different 
conditions were used on the oblique boundary to show the difference between 
having no absorption at all (Fig. 3a), using independent 2D-AWACS's for each 
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Figure 3 Waves of frequency OAHz generated at the west boundary 
reflected or absorbed at the oblique boundary using a) no 
boundary movement b) partial absorption using 2D-AWACS 
c) better absorption using 3D-AWACS. Water depth lm. 
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Figure 4 Reflection coefficients (%) for regular waves of frequency 
OAHz versus angle of attack for a) 2D-AWACS and b) 3D- 
AWACS. The full curves give the theoretical performance. 
Water depth lm. 

segment (Fig. 3b), and using the 3D-AWACS (Fig. 3c). The pronounced cross- 
wave pattern for the fully reflective case (Fig. 3a) is significantly improved by 
use of the 2D-AWACS (Fig. 3b). Further improvement is obtained by using the 
3D-AWACS. 

In order to quantify the performance, time series of surface elevation and 
components of vertical velocity at a point in the vicinity of the absorbing wave- 
maker were analysed assuming the presence of three wave components: 1) One 
of direction 8 impinging on the absorbing wavemaker 2) its (small) reflection 
and 3) its re-reflection from the side wall. In the postprocessing of the numeri- 
cal data the angles of these three components were known and their amplitudes 
were calculated and used for estimation of the (small) reflection coefficients 
from the absorbing wavemaker. The markers on Fig. 4 show this reflection 
coefficient for angles 8 ranging from vanishing obliqueness, 8 = 0 to 8 = 60 
degrees. The performance of the 2D-AWACS is shown in Fig. 4a, while Fig. 4b 
gives the results for 3D-AWACS. The full curve gives the theoretical variation 
of the coefficient. For both systems this can be determined from the theory be- 
hind the 3D-AWACS. Again it appears that the 2D-AWACS is far better than 
having no absorption at all, i.e. the coefficients are small compared to 100%. 
The use of the 3D-AWACS further reduces the reflection to approximately one 
third. 

The second frequency to be studied is / = 0.7Hz at which the absorption 
coefficient of the 2D-AWACS has a local minimum, i.e. the poorest performance 
within a wide frequency range. Figure 5 shows the resulting reflection from the 
absorbing wavemaker. For the 2D-AWACS (Fig. 5a) the trend is the same as 
for / = OAHz that increasing obliqueness gives increasing reflection. However, 
for the 3D-AWACS, the performance is actually best around 8 = 30 degrees. 

For these preliminary tests the aspect ratio of the boundary elements was 
rather high near the absorbing wavemaker in case of large 8. This gave unre- 
liable results at / = 0.7Hz and 8 > 40 degrees, explaining why these data do 
not appear in Fig. 5. 
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Figure 5 As Fig. 4, but for a frequency of 0.7Hz. 
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7. Summary and conclusions 

The development of an Active Absorption Control System for multidirectional 
waves called 3D-AWACS has been outlined. The theoretical basis has been 
derived in the frequency-direction domain and practical realization has been 
shown to be possible by use of a two-dimensional digital filter operating in 
the time-space domain, where the spatial coordinate runs along the absorbing 
wavemaker. 

The preliminary performance of the system has been tested in a numerical 
wave tank including a moving boundary to simulate the segmented absorbing 
wavemaker. Comparative tests with a quasi three-dimensional system consist- 
ing of an array of two-dimensional absorption systems (2D-AWACS) in parallel 
shows that the 2D system is very much better than no active absorption and that 
the 3D-AWACS can further reduce spurious reflection significantly. Although 
the system is capable of simultaneous wave generation and active absorption, 
only the absorption ability was shown in these preliminary tests. 
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CHAPTER 6 

TIME-AVERAGED WAVE FIELD EVOLUTION IN COASTAL ZONE 
Jianlu Xu1 and Rodney J. Sobey2 

1. Introduction 
Flow circulation and the field variation of wave height and setup are important 

data in coastal engineering practice. This paper presents a wave-averaged model for 
simulating wave transformation and associated mean flow circulation in coastal 
regions. It is intended for applications where interest centers on the evolution of 
wave-averaged parameters such as wave height, setup and wave-induced current, and 
where the resolution of wave phase is unnecessary. 

2. Governing Equations 
An analysis technique used in turbulent shear flow is adapted to develop the 

governing equations for wave height, wave setup and mean flow. Variables are 
decomposed into a slowly varying mean flow and a fluctuating residual which 
includes both wave and turbulent components. For example, a general velocity vector 
is decomposed into a wave-averaged velocity vector (u,v,w) and a fluctuating 
velocity vector (u, v, w ). 

Subsequently the conservation equations of mass, momentum and energy are 
averaged over a wave period and integrated over water depth. The time-averaging 
introduces apparent stress- or Reynolds stress-style terms corresponding to the time 
scale of the wave period. The wave-averaged and depth-integrated continuity 
equation reads (Sobey & Thieke 1988). 

where x, y and z denote the Cartesian coordinates with z directed upward, t denotes 
the time, T] is the local wave setup, rjc is the local wave crest elevation, and h is the 
local water depth from a datum plane in the global SWL. Equation (1) is identical to 
the long wave continuity equation. 

The depth-integrated and wave-averaged x- and y-momentum equations are 

1. Hydraulic Engineer, Bechtel Environmental Inc. San Francisco, CA 94119, USA 
2. Professor, Department of Civil and Environmental Engineering, University of 
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where Sxx, Sxy, Syy are wave apparent stresses, and tbx and -% are the bottom shear 
stress components in the x and y direction, respectively. The wave energy equation is 
written as 

^-J[T(u3 + v3 + w^)dz + g^] + |-nM + I(^+^5 + ^)]dz 
2 at j,                       OK .h    p      2 

-— 1 (^- + i ^)dz = -— J -(u' + ^ + w2^-— I u2dz (4) 
ay.h_p_ 2    _5x*_2 _ ^-h 

.av  au.11.?—.   a>v(u2+v2+w2).   Sv^-i, 
<-K: + ^T> I uvdz"^T t     n  ^'T I v2dz-Dbf-Dwb ax   ay .h       ay .h        2 ay „h 

where Dbf and D,* are energy dissipation due to bottom friction and wave breaking, 
respectively. 

3. Closure Solution Surfaces 
Equations (l)-(4) contain wave setup, mean flow velocity and wave apparent 

stresses, among other unknowns. The number of the unknowns far exceeds the number of 
governing equations. This is the apparent stress closure problem familiar in turbulence. 
As our closure hypothesis, the Reynolds stress-style terms are established as a function 
of wave height, wave period and water depth from Fourier approximation wave 
theory. For simplicity, the closure variables are defined in the propagation direction of 
plane waves. In addition, a two-layer flow structure is assumed with the kinematics 
above wave trough(surface layer) being dominated by wave motion and the mean 
flow current being confined below the wave trough(bottom layer). The closure 
parameters for the local layer-averaged wave apparent stresses are, e.g., defined as 

I 1c —   — 
Ss = — J [-Ap + p(w2 - u2)]dz     for the surface layer (5) 

1    %   — — 
Sb = 1 p(w2 - u2)dz     for the bottom layer (6) 

h-TW-h 
where r^ is the local wave trough elevation, and Ap is the local pressure residual due to 
the partial submergence of a point above the wave trough during a wave period. Sixteen 

closure variables^*, u,, U•, U5
2, Ub, Ss, Sb,Ns, Nb, Ws, Wb, if, Fs, Fb, K, 

and Ep) are similarly established and these closure variables are normalized by angular 
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wave frequency co and the acceleration due to gravity, g. For example, & and Sb are 
normalized by p-co2/g2. Following the above procedure, closure solution surfaces are 
established with water depth ranging from deep to shallow and wave height upto the 
breaking limit. 

Upon substituting the closure parameters into Equations (1) to (4), a closed 
system for the wave height, H, wave setup, ~rj, and mean flow velocity, Ub and Vb, is 
developed. The integral, dimensionless continuity equation reads 

? + i[(Hu»COS(l>) + (h+:n + Tltr)Ub] + |-[(HUssin(t) + (h + ^ + Titr)Vb] = 0    (7) 
ot    ox oy 

The integral x- and y-momentum equations are 

|-[HUscos<|) + (h + n + Titr)Ub] + ^-[HU2cos2<t) + (h + :n + Tltr)Ug + (h+^] 
at , ox. £ 

+A[Hu2^ + (h + ^ + Titr)UbVb]=_;n5 + l:[H(SS 
+ sin2<t'N») (8) 

oy 2 ox    ox 

+(h + ^ + TiJ(Sb + sin2(|)Nb)]-|;[^(HNs + (h + ^ + Titr)Nb)]-y 

-[HTJssin(|)+(h + n + Titr)Vb] + — [HTj'cos^ + Ch + n + riJUbVb] 
ot ox    _ 

+|"[Hu2sin2d» + (h+^ + ntr)vS + (h+^] = ^|^-^{[^(HNs (9) 
oy 2 oy   ox       2 

+(h + ^ + Tv)Nb]} +-|-[H(SS + cos2<|)Ns) + (h + n + Ti^XSb + cos2<|)Nb)] -— 
dy p 

And the integral wave energy equation is 
i a —   P   
--5T Pi* + HWS + (h + TI + iv) Wb] +—{cosct)[H(Fs + Ks) + Fb (h +1\ + %)]} + 
2 ot ox 

cos2«|)HNs-^ + (NbCos2(|)+^)(h + ^ + 11tr)^ + ^-|:[Wb(h + ^ + Titr)] + 
ox 2 ox       2 ox 

2      dy      ox 2       ox      oy 

|-{sin^[H(Fs + Ks) + (h + ^ + Tltr)Fb]}+(h + ^ + T1tr)(Nb^ + ^)^ + 
oy 2        2     oy 

^k|-[(h + n + Titr)Wb] + HNssin2(t)^ = -^-fwU?-fwba)H2 

2 oy oy        3n 

where H is the wave height, <|> is the direction of wave propagation from the x-axis, fw is 
the bottom friction factor and f»bis a dimensionless factor for predicting energy dissipation 
rate due to wave breaking. 

4. Simulation of Mean Wave Parameters in One Spatial Dimension 
In a one-dimensional space with x denoting the direction of wave propagation, the 

integral continuity equation reads 

5I+^-[HUs + (h + ^ + 11JUb]=0 (11) 
ot    ox 

The dimensionless integral momentum equation becomes 
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|-[HUs + (h + Ti + rltr)Ub] + |:[HU? + (h+T1 + Tltr)U
2

b] = 
at _ OK 

.(h + ^^ + AfHs. + Ch + n + ^Sb]-1^ 
ox    ox p 

and the dimensionless integral wave energy equation becomes 
1    a   r\   

--[Ep + H Ws + (h + r\ + Tifr) Wb] +^r[H Fs + (h + r) + T^) Fb] 
Z Ot OK 

= ~(KSH) - HNs^ - [(Nb + %(h + ^ + iv)]^ (13) 
OK OK 2   OK 

-^[Wb^ + ^ + ^J-^-fwU^-f^QH2 

2 ox 371 

4.1 Characteristic Equations and Numerical Solution 
The integral equations (11)-(13) can be written into a quasilinear system 

§ + A.§   =    S(x,t,q) (H) 
at ox 

where q is a dependent variable vector, 

q = [H,^Ub]
T (15) 

S is a source or sink vector, and A is a 3x3 Jacobian coefficient matrix. The 
propagation of the information described by Equation (14) can be characterized using 
the eigenvalues of the coefficient matrix, A. The eigenvalue of a matrix is defined as 

det[M-A] = 0 (16) 

where det denotes the determinant, X is the eigenvalue, and I is a 3x3 unit matrix. 
Equation (16) is generally a third order polynomial in X. If all three roots of the 
polynomial, Xi, X2 and X3, are real and distinct, the system is hyperbolic. For a 
hyperbolic system, each eigenvalue denotes the propagation speed of some particular 
information. It is advantageous to obtain the numerical solutions of Equation (14) by 
the method of characteristics since the corresponding characteristic equations are 
ordinary differential equations. 

The characteristic equations are established by combining the original system 
equations with an eigenvector of the coefficient matrix as follows 

V[7~ + A|-]q>VS i=l,2,3 (17) 
Ot OK 

where J{ is the left eigenvector such that 

li-[X\-K\ = 0 (18) 
Equation (17) can be written as ordinary differential equations 

A~ = lVS i=l,2,3 (19) 
dt 

along the characteristic curve 

±=*+Ar*. (20) 
dt    dt 3c 

The numerical solutions, say at a point "o" and at time level n, can be obtained by 
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solving three characteristic equations integrated over the characteristic curves 

?i-(q"0-q;:1) = At-z?i-s       y=i,2,3 (21) 

where At is the time step, x1; x2 and x3 denote three points traced back from the point 
"o" through three characteristic curves over one time step. Numerical stability requires 
that the Courant condition is satisfied 

At-|A.| 
I    In 

Ax 
<1 (22) 

where Ax is the spacing step and \X\    is the maximum eigenvalue throughout the 

entire simulation period and over the entire computational domain. 
To provide some insight into the characteristics of this system, eigenvalues and 

the corresponding eigenvectors are computed for three typical coastal conditions as 
shown in Table 1. T is the wave period, and L is the local wave length. 

Table 1 Characteristics for Three Typical Coastal Conditions 
Case H 

(m) 
T 

(sec) 
h 

(m) 
h/L CL 

(m/s) 
Cg 

(m/s) 
Eigenvalue 

(m/s) 
Eigenvector 

*i ii ^ 

A 1.0 10 100 0.64 31.32 7.80 
31.32 0.01 0.50 1.00 

8.32 1.00 -0.01 -0.01 
-31.32 0.01 -0.50 1.00 

B 1.0 10 10 0.11 9.90 8.02 
10.00 0.28 1.00 0.61 
7.85 1.00 -0.19 -0.10 

-9.90 0.01 1.00 -0.61 

C 1.0 10 2 0.04 4.43 4.45 
5.24 0.63 1.00 0.23 
3.84 -0.61 1.00 0.29 

-4.48 0.01 1.00 -0.26 
Cases A, B and C represent deep, intermediate and shallow water condition, 
respectively. The linear long wave speed CL=(gh)1/2 and wave group speed Cg 

estimated from Fourier approximation wave theory are included Table 1 for 
comparison with the eigenvalues. Based on the above investigation, the following 
observations are appropriate: 
• In each of the three cases, the three eigenvalues are real and distinct. Thus the 

system is generally hyperbolic. 
• In both Case A and Case B, the first and third eigenvalues are almost equal to the 

linear long-wave speed in magnitude. This is expected since the mean flow part 
of the system is similar to the shallow water wave equations, as stated in Section 
2. The characteristics corresponding to these eigenvalues are termed wave 
characteristics(Katopodes and Strelkoff 1979). 

• The second eigenvalue in each case is almost equal to the wave group speed. 
Thus the characteristics corresponding to this eigenvalue describes wave energy 
transfer, and they are accordingly termed energy characteristics(Xu 1996). 

• As implied in Equation (17), the eigenvector measures the interaction among the 
characteristic equations. In Case A, the first component of the eigenvectors for 
the wave characteristics is always much smaller than the second and third 
components,  while the first component of the eigenvector for the energy 
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characteristics is much greater than the other two components. This suggests that 
the wave energy transfer in deep waters is little affected by the mean flow 
circulation, and vice versa. From Case A to Case C, the first component i\ of the 
first eigenvector increases, suggesting that interaction between the mean flow and 
the wave energy transfer becomes stronger as the water shallows. 

• In all three cases, the first component of the eigenvector of the third eigenvalue 
(negative) is always much smaller than other two components. This indicates that 
the backward propagation of the information described by the wave 
characteristics is little affected by the forward wave energy transfer. 

4.2 Open Boundary Conditions 
Numerical simulation in coastal engineering normally focuses on only a small 

portion of a larger system. Open boundaries are present at the locations of truncation 
from the larger system. In the numerical model, open boundary conditions must be 
specified to allow information to cross the open boundaries unhampered, as would be 
in the real situation. 

For this case, three constraints are necessary and sufficient at the boundary. To 
permit interior information to propagate out of the domain, the characteristic 
equations corresponding to the eigenvalue denoting outgoing propagation should be 
used as part of the boundary conditions. In general, additional constraints would be 
required to supplement the characteristic equations for outgoing information. Ideally 
field data should meet such a need, but field data is only rarely available. Instead, 
additional (and artificial) conditions are generally called for. These extra boundary 
conditions coupled with the characteristic equations for outgoing information should 
be non-reflective or at most weakly reflective. 

In this study, the Hedstrom(1979) approximate open boundary conditions are 
used whenever necessary. Hedstrom's approximate boundary conditions for a three- 
equation hyperbolic system are briefly described here. Suppose that of the three 
eigenvalues, m(<3) eigenvalues denote outgoing characteristics. The boundary 
conditions 

2i»5 = ° (m<i<3) (23) 
at 

prevents back reflection of waves into the solution domain from the boundary if there 
are only simple waves going out.  In a linear case, the eigenvalues and eigenvectors 
are constant. The condition described by Equations (23) is equivalent to 

1{ • q =   constant (m < i S 3) (24) 
This is the Riemann invariant along the incoming characteristics, i.e., the projection of 
the dependent variable vector on the incoming characteristic curve is constant. 

Wave height is normally given at the offshore boundary as external forcing. Then 
only one of the Equation (23) conditions is needed, because the given wave height 
and the characteristic equation corresponding to outgoing waves would provide two 
boundary conditions. The extra condition corresponding to the wave characteristics 
should be used because the specification of wave height makes the condition 
corresponding to the energy characteristic redundant. 
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4.3 Application to Wave Propagation at Egmond Beach 
The cross shore bottom profile at Egmond beach(Derks and Stive 1984) is shown 

in Figure 1. The incident wave period and height are 8.7 seconds and 2.46m, 
respectively. The wave forcing is suddenly imposed at the offshore boundary and 
persists throughout the simulation. The system is assumed to be initially quiescent, 
with wave height, wave setup and current all zero at the beginning of the simulation. 

The computational domain is about 3000 m long, with a water depth at the 
offshore boundary of about 16 m. A uniform space step of 10 m is used with a 
corresponding time step of 0.7 second. 

0 500 1000 1500 2000 2500 3000 

Distance from Offshore Boundary (m) 

Figure 1 Bathymetric Profile At Egmond Beach 
The wave height, wave setup and undertow velocity at eight time levels are 

shown in Figures 2 through 4. After seven minutes, a steady state wave height profile 
is established. It takes about fourteen minutes for the wave setup and undertow 
current to reach an equilibrium state. As waves approach to the shoreline, the mass 
transport is predominantly shoreward, causing a significant water surface pulse 
(Figure 3) and shoreward mass transport. After waves reach the shoreline, seaward 
undertow current develops(Figure 4). The transient wave setup and undertow current 
are much greater than steady state wave setup and undertow current, suggesting that 
the transient dynamics in coastal process could be very important. The observed 
(Derks and Stive 1984) wave height and setup are also plotted in Figures 2 and 3 as 
the small circles. Good agreement is found for both wave height and wave setup. 

The above case study leads to the following conclusions: (1) the numerical 
scheme is appropriate for simulating the evolution of mean wave parameters in one 
spatial dimension; (2) the open boundary conditions work satisfactorily. 

5. Simulation of Mean Wave Parameters in Two Spatial Dimensions 
The integral governing equations in two spatial dimensions, Equations (7) 

through (10), can be written in the quasilinear form 
da     .    da     .    da 
— + A.. —+ AV —= S 
dt       *dx      y dy 

where q is the dependent variable vector, q =[H, rj, Ut,, VJ, Ax and Ay are the 

(25) 
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coefficient matrices, and S denotes the sink or source vector. Due to the limit of 
space for this paper, the complexity of the integral equations and, the introduction of 
closure variables, the exact expressions for the coefficient matrices and the sink terms 
are not presented here; see Xu (1996) for details. 

5.1 Characteristic Equations and System Properties 
Again the information propagation described by equation (25) can be 

characterized using the eigenvalues of the coefficient matrices, Ax and Ay. In two 
spatial dimensions, however, the eigenvalues are azimuth-dependent. If the azimuth 
on the x-y plane is denoted by a normal vector n [cos(0), sin(0)], then the eigenvalues 
for Equation (25) are defined as 

detr*. • I - A x cos(9) - A y sin(0)] = 0 (26) 

which in general is a fourth order polynomial in X. If the four roots of X are all real 
and distinct, the system is hyperbolic. The eigenvalues for the entire range of the 
azimuth form a family of characteristic surfaces with its normal vector defined as [-X, 
cos(0), sin(0)]. These characteristic surfaces are generally inscribed by a cone. The 
generation lines of the cone are termed bi-characteristics. The characteristic 
equations can be derived by linearly combining the system equations through the 
eigenvector of the coefficient matrices 
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jVa       xdx      y dy' 
';S j = 1..4 (27) 

where £j is the left eigenvector 

£;[\-I-Axcos(0)-Aysin(0)] = O (28) 

On the characteristic surfaces, the characteristic equations can be written with 
differentiations in two directions only, conventionally along the bi-characteristics and 
a cross-direction which is almost perpendicular to the bi-characteristics. Such 
characteristic equations are still partial differential equations. There are infinite sets of 
eigenvalues and characteristic equations at a point since they are azimuth-dependent. 

To appreciate the characteristics of this system, the eigenvalues are computed 
numerically for the following condition: wave direction (j>=7c/2, wave height=1.0 m, 
water depth h=10 m, mean water elevation T|=0, and mean flow velocities under 
wave trough Ub=0.5 m/s and Vb=0.5 m/s. The eigenvalues as a function of the 
azimuth in the range from 0 to 2% are shown in Figure 5. Also shown in the figure 
are the three eigenvalues of the shallow water wave equations under the same 
condition along with their analytical expressions. Of the four eigenvalues at each 
azimuth, two are identified by 7^,, denoting wave characteristics, one labeled by X„, 
referring to the energy characteristic, and the fourth by Xf denoting the flow 
characteristic(Katopodes 1979). The flow characteristics is an extra characteristic 
family in the two spatial dimensions. The magnitude of the eigenvalue of the flow 
characteristics is the same order of the magnitude as the flow velocity. The following 
observations are appropriate: 
• This system is generally hyperbolic because the four eigenvalues at any azimuth 

under the given condition are real and distinct. 
• Under the assumed condition, the eigenvalues of wave and flow characteristics are 

almost identical to those for the shallow water wave equations. The eigenvalue of 
the energy characteristics may be approximated by Cg cos((j) - 6), in which Cg is 

the plane wave group speed. 
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Figure 5 Variation Of Eigenvalue X With Azimuth 0 



TIME AVERAGED WAVE HELD EVOLUTION 77 

The eigenvalues A^and X~w of the wave characteristics are identical when 

considering the entire range of azimuth (0, 2%) since X+
w (8)=- X~w (9+TC). Only 

one of them, conventionally X+
w, is used in describing wave characteristics. The 

eigenvalues of the wave characteristics vary slightly with azimuth. Information 
spreads out at an almost uniform speed. 
The maximum eigenvalue is of particular importance to numerical simulation 
because it defines the domain of influence or dependence. The direction 
corresponding to the maximum eigenvalue is termed a principal direction (Xu 
1996). In the principal direction, the eigenvalues and characteristic equations of 
the shallow water wave equations in two spatial dimensions are the same as those 
in one spatial dimension 

5.2 Numerical Scheme 
The method of characteristics is used to obtain numerical solutions. The major 

issues in numerically simulating the evolution of mean wave parameters in two spatial 
dimensions are (1) evaluation of wave propagation direction, which is used in the 
closure of wave apparent stresses, (2) development of a numerical scheme 
recognizing that there are infinite characteristic equations, (3) open boundary 
conditions, and (4) evaluation of derivatives in the cross direction (cross-derivatives). 
Due to the limit of space here, the evaluation of wave direction is not discussed. 

The bi-characteristic method proposed by Bulter (1962) is adapted to develop a 
numerical scheme for the present system. This method is based on the combination of 
the characteristic equations along several bi-characteristics to minimize the 
coefficients of the cross derivatives. A total of six directions are involved in this case. 

n+1 

X / 
/ ?Jk / 

/              6   <B 

/ 11 «sC2 

1       / 

X 

Figure 6 Illustration of Bi-characteristics Scheme 
The six points traced back from point "p" by the respective characteristic velocity are 
labeled as 1 to 6 at time level n. Of the six points, 1,2,3 and 4 are on the wave bi- 
characteristics corresponding to azimuth 9=0, K/2, n and 3K/2, respectively. Point 5 
is on the flow path, and point 6 is along the wave propagation direction. The 
coordinates of the points 1 through 6 can be estimated by using the following 
expressions with sufficient accuracy (Xu 1996) 

^2,4,5 xp-UbAt; 
y^^yp-VbAt; 

xu=xp-(Ub+C)At; xe =x„ • A,eAtcos()> 
Yi.3 = yP - (vb +C)At;        y6 = yp - A.eAtsin<|> (29) 

where C is the long wave speed and <|> is the wave propagation direction. The values 
at these points are interpolated from the values at surrounding grid points. 
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The integration of the energy characteristic equation along 6-p gives 

/?Hp +/« Tjp +*|UbiP +*«Vb, ^I
H

6 + 4^6 + 4Ub,6 +^Vb>6 + [a6|^ 
•   .    oH        dr\    .   dr\        oTJb    r oUb oVb    .    aVb    0 n  A     (

30) 
ay        ox        oy ax ay ox ay 

Summing up the four wave characteristic equations along 1-p, 2-p, 3-p and 4-p and 
subtracting twice the continuity equation along 5-p gives 

( Z/1)HP +(s4 -2)rip +(i4)ub,p +(s4)vb,p = 
i=l,4 i=l,4 i=l,4 i=l,4 

[ Z'IHJ +(s4ni -2TJJ)+ s 4ub>i 
+24nvb;i + 

(ta;)f itlbof + ( M§ + ( Ed!)f + 
(31) 

i=i,4     ox     i=i,4     ay      i=i,4    ax     1-1,4     ay 

( Z'^H Zf,)^- + ( Zs,)^ 2*,)^ + ( IS,)]- At 
i=i,4      ax      i=i,4     ay       1=1,4      ax      1=1,4      ay      i=i,4 

Subtracting the wave characteristic equation along 1-p from that along 3-p gives 

(4 -/?)HP +(4 -4)nP +(4 -4)ub,p + (4 -4)vb,p = 
4H, - 4H3+4^ - 4% +4ub>1 - 4ub,3 +4vb;1 - 4vb,3 + 
[(a1-a3)^ + (b1-b3)|^ + (c1-C3)^ + (d1-d3)^ + (e1-e3)^     (32) 

ox ay ox ay ox 

+(fi-f3)^ + (8i-g3)— + (h1-h3)^ + S1-S3]-At 
ay ax oy 

Similarly, subtracting the characteristic equation along 2-p from that along 4-p gives 

(4 -/«)H +(/* -f\)\Ht\ -4)ub,p +(4 -4)vb,p = 
^jH2 -^H^ + ^2T|2 ~"'^2rl4 +^3Ub>2 

_^3Ub4 +*4Vb2 — '4^4 + 

[(a2 -a4)—-+ (b2 -b4)-—+ (c2 -c4)-± + (d2 -d4)-i + (e2 -e4)—=-     (33) 
ox ay ox ay ox 

+ (f2-f4)^ + (g2-g4)^- + (h2-h4)^ + S2-S4]At 
ay ox oy 

It can be verified that the coefficients of the cross derivatives through these 
combinations are much smaller than those without using such combinations. 
Equations (30) through (33) are used to obtain the solutions for H, r\, Ub and Vb. 

5.3 Open Boundary Conditions 
At an open boundary, some bi-characteristics lie outside the computational 

domain. So only some of Equations (30) through (33) can be derived. As a result, 
extra boundary conditions need to be specified. 

In the study of the characteristics of the shallow water wave equations, it is found 
that the characteristics along a flow path in a two dimensional space behave exactly 
the same as in a one-dimensional space(Xu 1996). Heuristically, the Hedstrom open 
boundary conditions introduced in Section 4.2 may be extended approximately to two 
spatial dimensional problems as long as the open boundary conditions are applied in 
the flow direction. 

If there are m outgoing characteristics, then the 4-m Hedstrom approximate 
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boundary conditions in the flow direction are formed as 

-     8*-«       j = m..4 
J     8t 

• 0 (34) 

5.4 Simulation of Oblique Wave Propagation 
To test the performance of the numerical scheme and open boundary conditions, 

the numerical model is applied to simulate oblique wave propagation. Waves are 
assumed to propagate into an initially quiescent square domain from the left lower 
corner at an angle of 45° with the x-axis. The water depth of the domain is 10 m, and 
the incident wave height is 0.5 m with a wave period of 10 seconds. A uniform grid 
with Ax=Ay=10m is used, coupled with a time step of 0.5 second. Wave height is 
gradually imposed at the inflow boundaries over three time steps. 

The computed wave height surfaces at six time levels are shown in Figure (7). 
At time 50 seconds, waves pass through the computational domain, and a steady state 
wave field is established. The solutions at the inflow and outflow boundaries are 
smooth at all six time levels, demonstrating that the imposed boundary conditions do 
not cause any appreciable numerical reflection at the boundaries. 

The propagation speed is estimated by dividing the distance by the time interval. 
The estimated speed of energy transfer is 8.25 m/s, which is close to the wave group 
speed estimated from Fourier approximation wave theory of 8.34 m/s. 

t=10s 

"§) 0.5 
'8 

I ° 

i 

0.5 

Z00      °0 
100      —***m3***~~      100 ioo 

x(m)    200     0     y(m) x(m)     200     0     y(ffl) 

100 
200 

t=20s t=30 s 

100   ~~-~—~—~     100 
x(m)200   °     y(-) 

t=40s 

x°(m)     20(r   0        y(m) 

0J _- 
200      0 ^—-_ ^-~-^-~ 200 

100  ^      100 
x(m) 20°   ° y(m) 

t=50s 

200 

x(m)       200    0 y(m) 

Figure 7 Evolution of Wave Height Envelops 
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6. Summary 
In this study, a wave-averaged depth-integrated model for the evolution of mean 

wave parameters was developed. This model is valid for both shoaling waves and 
surf zones provided that periodic motion is dominant over turbulence. The physical 
processes that this model can simulate include wave shoaling, refraction, diffraction, 
wave-current interaction and mean flow circulation, etc. The proposed numerical 
scheme can be used to obtain the numerical solutions effectively and with negligible 
reflection at open boundaries. The transient behavior in the evolution of mean wave 
field can be adequately modeled. 

It was clearly shown in this study that transient dynamics may be important for 
coastal evolution. The wave-driven current and mean water surface variation are 
significantly greater than the respective steady state values. Since the wave 
conditions in deep water are rarely invariant, the simulation of transient behavior is a 
significant feature of this model. 
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CHAPTER 7 

Quality Control of GEOS AT Wave Data for Engineering Applications 

M. Siddabathula1 and Vijay G. Panchang2 

Introduction 

Engineers are often confronted by a paucity of useful wave data needed for a 
variety of applications. Available information is presently derived from three sources: 
wave buoy measurements, wave model calculations, and ship observations. Of these, 
buoy measurements constitute the only reliable data source. However, they provide 
exceedingly sparse spatial resolution. (For instance, there are only about 45 wave 
buoys in operation in US waters (Franklin 1992)). Wave modeling (with models such 
as WAM and the Army Corps' Wave Information Studies) provide a data base of 
uniform spatial and temporal resolution, but despite many advances, wave modeling 
must still be considered an evolving field and model results are not fully reliable. 
Visual ship observations have been used to construct global wave climatologies (e.g. 
the US Navy Marine Climatic Atlas of the world). However, ship-reported wave 
observations are irregular and usually regarded as highly imprecise. 

This difficulty with traditional data sets may be overcome to some extent by 
using the large amounts of data collected in recent years by satellites (GEOS-3, 
SEASAT, Geosat etc.). The US Navy satellite GEOSAT has recorded ocean wave 
data for almost 5 years. Circling the globe about 15 times a day, GEOSAT gave the 
densest coverage compared with all existing data. After the initial 18 months of its 
mission (31 March 1985 to 30 September 1986), it was maneuvered into an exact 
repeat mission (ERM; November 1986 to January 1990), when the satellite executed 
17-day repeat cycles. Global oceanographic information for some 30 oceanographic 
parameters were recorded every second. These data have been processed by the 
National Ocean Service (Cheney et al. 1991a, b) and are disseminated to the user 
community on CD-ROM's. The data are in the form of "Geophysical Data Records" 
(or GDR's) for the ERM period and "Crossover Difference Records" (or XDR's) for 
the initial 18 month period. Significant wave heights (SWH) measured by an on- 
board altimeter were calculated as an average of 10 values recorded every second. 
About 50,000 measurements, made every 6.4 km along track, were reported daily. 

The quality of GEOSAT SWH measurements has been examined by Dobson 
et al. (1987) and others by comparing them with buoy data. The agreement has been 
found to be generally good. Of course satellite measurements do not always coincide 

* Programming Analyst, Valanki Information Systems, Somerset, NJ 07783. 
^ Associate Professor, Civil Engg Dept., University of Maine, Orono, ME 04469. 
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with buoy measurements in space and time, and allowing various windows of 
separation, they report the following differences (not "errors" but differences): 

Max Separation Average Separation Difference in SWH 
Distance Time Separation Time rms mean 
50 km 30 min. 35 km 15 min. 0.49 m 0.36 m 
50 km 15 min. 35 km 8 min. 0.1 m 
20 km. 30 min. 14 km 15 min. 0.2 m 

Table 1: Comparison of satellite and buoy wave heights (after Dobson et al. 1987) 

It is clear that when the two measurements coincide in space and time, the,difference 
between satellite and buoy measurements of significant wave heights are insignificant, 
at least for most practical uses. Dobson and Porter (1989) and Young (1994) have 
used these data for their global climatological studies. 

In spite of the above observations, there remains some uncertainty regarding 
the accuracy of GEOSAT SWH data as disseminated to the user community on the 
CD-ROM's, especially in regions close to land. No comparison has been made with 
wave data close to land. A closer inspection of the GEOSAT SWH dataset performed 
here indicates that it contains several erroneous values. Some of the reported 
measurements are extremely large and have the potential to adversely influence wave 
statistics calculated on the basis of this dataset (Panchang et al. 1997). In addition, the 
unintentional use of faulty data on the CD-ROM's is likely to hinder other applications 
of these data e.g. wave model/data comparisons. 

A rigorous assessment of the quality of the GEOSAT SWH data was therefore 
performed. As noted by Young (1994), quality control of satellite data is difficult; this 
work involved manual inspection of the satellite and buoy data on a track-by-track 
basis. This is necessary to eliminate erroneous records from the dataset and to 
prevent inclusion of similar erroneous records from future satellite missions. A 
computer program was developed in this study to (a) conveniently extract SWH data 
in any desired region from the CD-ROM's (since they use a format which is 
somewhat cumbersome for routine use), and (b) apply rigorous quality control criteria 
to the SWH data. 

Existing Quality Control Criteria 

Several quality control criteria were used during the processing of the satellite 
altimeter data prior to installation on the CD-ROM's (Cheney et al. 1991a, b). Laxon 
& Rapley (1987), Brooks & Lockwood (1990) and Hayne & Hancock (1990) also 
describe techniques to flag data of poor quality as measured by SEAS AT & GEOSAT 
satellites. However, these techniques apply to the sensory data records, i.e. the raw 
satellite data which are not generally available; even if they were, it would be 
extremely tedious for the user to reprocess the raw data. This study deals only with 
the data as presented to the end-user on the CD-ROM's. For assessing the quality of 
the these SWH's, the parameters given in Table 2 (out of the 34 oceanographic 
parameters presented in the GDR's) are of relevance to this study. 

During previous studies that have utilized Geosat wave data, some effort had 
been devoted towards quality control. For instance, Dobson and Porter (1989) 
discarded those GDR's which had the following criteria: (1) ah > 10 cm; (2) the 
height bias and satellite attitude were out of range, as determined from bit 2 in the 
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"Hags" parameter; (3) no value of attitude was available on the GDR (attitude = 0); 
(4) any one of the 10 per second heights was flagged as bad (as determined by bit 3 in 
the "Flags" parameter). See Table 2 for a definition of the symbols. 

Similarly, in a comparison of wave model and satellite data, Romeiser (1993) 
used the following criteria to discard measurements: (1) attitude is outside the interval 
between 0.25° and 1.2°; (2) AGC < 18 dB; (3) o0 < 6 dB; (4) aswh > 12 cm. In the 
remainder of this paper, the above criteria will be referred to as the D&P criteria and 
the R criteria, respectively. Young (1994) also has used certain quality control criteria 
in his global climatological studies using the ERM data. His criteria, however, are 
based on the examination of 50 consecutive records, which tend to eliminate large 
quantities of coastal wave data. 

Date, Time Provided in the Universal Time Constant format. 

Latitude Latitude in degrees (positive for north, negative for south). 

Longitude Longitude in degrees (positive for east, negative for west). 

H 1-second average sea surface height derived from 10 per second 
heights recorded. 

0h Standard deviation.from a linear fit to the 10 per second sea surface 
height values used in computing H. 

SWH Significant wave height as an average of 10 values recorded in one 
second. 

aswh Standard deviation of the 10 per second wave height values used in 
computing SWH. 

AGC Automatic gain control determined onboard the spacecraft at a rate of 
10 per second. Indicates signal strength at the altimeter receiver. 

aagc Standard deviation of the 10 per second values used to compute AGC 

o0 Backscatter coefficient computed from AGC. Also referred to as 
normalized radar cross section 

Flags A 16 bit integer, where each bit conveys information about the GDR; 
of these the following are relevant here: 

bit 0 = 1 if over water (based on a 1/12 degree mask) or 0 if over land; 

bitl = 1 if over water depth over 1000 m. 

bit2 = 1 if there is height bias reported 

bit3 = 1 if any of 10 per second values of surface height are bad, 
(marked 32767) 

Attitude Spacecraft off-nadir orientation angle estimated by ground processing 
of the return waveform trailing edge. 

Table 2: Partial list of GDR parameters (after Cheney et al. 1991b) 
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In a study of the GEOSAT wave data in the Gulf of Maine, it was found that 
the above criteria were inadequate. A rigorous examination was therefore performed 
of the satellite measurements in this region in conjunction with data from several 
buoys. The Gulf of Maine is particularly well-suited to this study because of the 
availability of 5 buoys which were operational during the satellite mission and their 
relative proximity to the satellite tracks (Fig. 1). The adequacy of the D&P and the R 
quality control criteria was examined and new criteria were developed as necessary. A 
computer program was then developed to automatically eliminate questionable data. 
The new criteria and the program were then tested against satellite data in the Gulf of 
Mexico (Fig. 2). 

Wave Data in the Gulf of Maine 

There are 14 tracks pertaining to the ERM period of the Geosat mission in the 
Gulf of Maine.   Ascending tracks are denoted here by Oa, la, 2a, 7a and 
descending tracks are denoted by Od, Id, 2d,. 5d (Fig. 1). However, the GDR's 
associated with tracks Oa, 7a, and Od were found to contain negligible quantities of 
data in the Gulf of Maine and were hence not used for assessing the quality of the 
SWH's. It must be noted that even during the ERM phase, the tracks were not exactly 
self-repeating. As determined from the GDR's, successive passes have a small lateral 
displacement. Therefore, the lines denoting the tracks in Fig. 1 actually represent a 
group of closely-clustered tracks. For assessing the quality of the satellite wave 
measurements, data for the following wave buoys were obtained from NDBC on CD- 
ROMs (Franklin, 1992): Buoy 44005 (42.7° lat, 68.3° long), buoy 44007 (43.5° lat, 
70.1° long), buoy 44008 (40.5<> lat, 69.50 long), buoy 44011 (41.10 lat, 66.6° 
long), and buoy 44013 (42.4° lat, 70.8° long). 

As seen in Fig. 1, the satellite tracks never coincide with the exact location of 
the buoys. Moreover, buoys provide SWH's every hour, while the satellite provides 
them every second. Therefore, there is never an exact overlap of the measurements for 
comparison. Automatic comparison of the measurements is thus not sufficient for 
quality control of the satellite data; differences in the measurements may be entirely 
attributable to the space/time offset. It was therefore necessary to perform a manual 
comparison, using as much data as possible as well as a significant level of individual 
judgment for accepting or discarding satellite data. A complete listing of the satellite 
data on a track-by-track basis along with the buoy data at the nearest half-hour in the 
vicinity of the satellite tracks is given in Siddabathula and Panchang (1996). 

Quality Control of Satellite Data in the Gulf of Maine 

We first performed a detailed examination of the data from the track 2d. The 
33 ERM tracks belonging to this class emanate from the west of the Bay of Fundy and 
proceed southwest past the Cape Cod (Fig. 1). A typical satellite pass in Gulf of 
Maine region reported 40 to 80 measurements. This variation was due to the fact that 
sometimes the satellite started tracking several seconds after emerging over water 
relative to the rest of the tracks in this class. Immediately after emerging over water 
from west of the Bay of Fundy, the satellite flew over a group of islands; similarly, 
proximity to land was also encountered near the Cape Cod area. Data from these 
tracks were examined in detail in conjunction with data from buoys 44005, 440007, 
440013 and 44008. Buoy 44011 was considered to be too remote for validation of the 
data from track 2d. 
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The D&P criteria would have detected a total of 99 erroneous measurements; 
this amounts to 5% of the GDR's (See summary Table 12). Detailed visual 
examination of these data revealed, however, a number of additional erroneous data 
records. The R criteria, on the other hand, eliminated almost 50% of the GDR's in this 
class of tracks (Table 12). There were instances (e.g. the track on 2 March 1987, 
Siddabathula and Panchang, 1996) where a complete track was flagged as erroneous 
by the R criteria while visual examination showed that the altimeter data did agree very 
well with buoy measurements (Siddabathula, 1996). It can therefore be inferred that 
the R criteria are too stringent for the 2d tracks. The D&P criteria (all but the third) 
were therefore used as a baseline. Errors which escape detection by the D&P criteria 
appear to fall in 3 categories for the 2d tracks. These are denoted as El, E3 and E4. 
These errors and ways to detect them are described below. 

Error type 1 (El): Consider the following record pertaining to the 2d track (a 
complete listing can be found in Siddabathula and Panchang, 1996): 

Date Time Latit. Longit. ah SWH a swh bitO bitl bit2 bit3 

(cm) (m) (cm)* 
870109 222251 41.677 290.117 365 0.29 27 1 0 0 0 
870109 222253 41.570 290.045 8 10.17 73 1 0 0 0 

Table 3: Subset of 2d track data for 9 Jan 1987 

At the closest half-hour, the buoys measurements were about 1.5 m (Table 4): 

Buoy Closest Distance from track (km) SWH(m) 
44005 58 1.5 
44007 99 0.3 
44008 97 1.5 
44011 248 2.5 
44013 94 0.2 

Table 4: Buoy-SWH data for 9 Jan 1987 in the Gulf of Maine. 

Clearly the satellite measurement of 10.17 m appears to be in error. This error would 
not have been detected by the D&P criteria. (Although detected by the R-criteria since 
aswh > 12 cm, this criterion, on its own eliminates too many acceptable GDR's, as 
seen in Table 7). This error appears to stem from a jump in the recording sequence, 
i.e. no measurement is reported for some time (1 sec in this ease, more in some other 
cases). This may be due to the altimeter shutting off for an interval of time or due to 
criteria that prevented any faulty data during this time from being installed on the CD- 
ROM's in the first place. Such errors were found more than 10 (tracks) times out of 
33 inspected. Wave heights seemed erroneous each time such a gap in sequence is 
detected. To automatically detect such faulty data, we have routinely eliminated the 
first reported record after a gap in the time sequence. 
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Error type 2 (E2): To be disregarded (Siddabathula, 1996). 
Error type 3 (E3): Consider the subset of 2d track data for 16 July 1987  shown 
in Table 5 (reproduced from Siddabathula and Panchang, 1996).    The SWH 
measurements reported by nearby buoys are shown in Table 6: 

Date Time Latit. Longit. ah SWH aswh bitO bitl bit2 bit3 

870716 114257 41.176 289.769 23 12.51 51 1 0 0 0 
870716 114258 41.122 289.733 141 2.53 25 1 0 0 0 
870716 114259 41.069 289.697 324 19.92 0 1 0 0 0 
870716 114300 41.016 289.661 39 17.80 79 1 0 0 0 
870716 114301 40.962 289.626 13 13.56 51 1 0 0 0 
870716 114302 40.909 289.590 10 12.33 42 1 0 0 0 
870716 114303 40.855 289.554 5 11.63 39 1 0 0 0 
870716 114304 40.802 289.519 6 7.55 22 1 0 0 0 
870716 114305 40.748 289.483 5 5.47 13 1 0 0 0 
870716 114306 40.695 289.448 4 3.33 7 1 0 0 0 

Table 5: Subset of 2d track data for 16 July 1987. 

Buoy Closest Dist from track (km) SWH(m) 
44005 59 0.8 
44007 99 0.2 
44008 85 0.8 
44011 248 - 
44013 94 0.4 

Table 6: Buoy-SWH data for 16 July 1987 in the Gulf of Maine. 

After careful inspection, it appears that SWH data in all GDR's except the last 
one are suspect. The first five SWH measurements in Table 5 are discarded by D&P 
criterion #1. It was also noted that the average SWH is about 1.5m - 2m in the 
remainder of the track (Siddabathula, 1996). With buoy data showing waves smaller 
than 1 m, it appears that the last 5 records in Table 5, with SWH of the order of 5.4 m 
to 12.33 m, are probably erroneous. Also, these records have an aswh > 12cm. The 

SWH measurement returns to normal once the aswh value falls below 12cm, which in 
this example, occurs for the last record. This phenomenon of consecutive erroneous 
SWH measurements occurred especially in descending tracks. It mostly occcurred at 
the beginning of the 2d tracks and in the proximity of Cape Cod area. 

This example is indicative of a typical descending satellite track near coastal 
regions. This error has occurred about 24 times (72%) out of total 33 tracks.  The 
threshold value of 12cm for aswh was chosen on the basis of visual inspection. For 
quality control, all GDRs with aswh > 12cm occurring immediately after a series (one 

or more) of GDRs with a land flag or a GDR with ah > 10cm were regarded as faulty. 

Error type 4 (E4): It was found that a GDR has an erroneous SWH measurement 

if ah is equal 10 cm. Consider the following subset of GDR's (Table 7): 
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Date Time Latit. Longit. oh swh aswh bitO bitl bit2 bit3 

881226 011611 42.737 290.844 4 2.35 0 1 0 0 0 

881226 011612 42.684 290.807 3 2.25 13 1 0 0 0 
- - - - - - - - - - ' - 
- - - - - - - - - - - 
881226 011618 42.365 290.583 2 2.29 0 1 0 0 0 
881226 011619 42.312 290.546 2 2.52 15 1 0 0 0 
881226 011620 42.259 290.509 7 2.17 12 1 0 0 0 
- - - - - - - - - - - 
- - - - - - - - - - - 
881226 011634 41.513 289.997 13 5.87 21 1 0 0 0 
881226 011635 41.460 289.961 10 4.09 0 1 0 0 0 
881226 011636 41.406 289.925 2 2,12 13 1 0 0 0 

Table 7:    Subset of 2d track data for 26 Dec 1988. 

The nearest buoy 44005, about 58 km from the satellite track, has reported an 
SWH = 2.6 m (not shown). It appears that while the last record in Table 7 represents 
a viable SWH value, the one above it (4.09 m) may be considered suspect. A closer 
visual inspection of complete listing of the data for this track indicate waves of about 
2m and the fact that aswh = 0 further justifies its elimination. This criterion can be 
considered as a refinement of the D&P criterion #1. It appears that in coastal regions, 
this threshold value for oh is necessary to eliminate errors which would escape all the 
above criteria as well as D&P criteria. This kind of error was observed 5-6 times in 2d 
tracks. 

In order to fine-tune the editing criteria, a detailed examination of data 
pertaining to 3d and Id tracks (Fig. 1) was performed. This led to 2 new criteria. 
Tracks belonging to the 3d class encounter close proximity (the shortest distance being 
15 km) with buoy 44005 in the middle and buoy 44008 at the outskirts of the Gulf of 
Maine. Similar proximity to buoy 44007 (near Portland) and buoy 44013 (near 
Boston) occurrs for track Id. Therefore data from these tracks were examined in detail 
in conjunction with data from buoys 44005, 44007, 44013 and 44008. There are 34 
tracks in the 3d class and 17 in Id class. The reason for the small number of Id tracks 
is perhaps its proximity to the coastline and the inherent lateral displacement among 
passes (as noted earlier), resulting in some passes falling largely on land. 

Error type 5 (E5): Consider the partial listing of 3d track data for 21 October 
1988 in the Gulf of Maine shown in Table 8. Some GDR's in Table 8 depict SWH's 
as small as 2 cm. These values do not appear to be consistent with the somewhat 
rougher sea state in the Gulf of Maine region as deduced from the wave buoy 
measurements in given in Table 9. These small wave heights are probably erroneous 
and escape detection by all the earlier criteria. This kind of error is found often, about 
10 times out of 34 tracks in the 3d tracks and 7 times out of 17 tracks in the Id class. 
Detailed examination revealed that satellite SWH's below 0.2 m are almost always 
suspect, when compared with the buoy measurements near the track and also with 
successive measurements in the rest of the track. A GDR is thus marked for 
elimination if the SWH < 0.2 m. 
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Date Time Latit. Longit. ah swh aswh bitO bill bit2 bit3 

881021 203208 42.990 292.5 3 32767 32767 0 0 0 
881021 203209 42.937 292.462 1 0.06 5 0 0 0 
881021 203210 42.884 292.424 2 0.02 0 0 0 0 
881021 203211 42.831 292.387 2 0.02 0 0 0 0 
881021 203212 42.778 292.349 2 0.08 8 0 0 0 
881021 203213 42.724 292.312 2 0.13 8 0 0 0 
881021 203214 42.671 292.274 3 0.15 7 0 0 0 
881021 203215 42.618 292.237 2 0.02 0 0 0 0 
881021 203216 42.565 292.2 1 32767 32767 0 0 0 
881021 203217 42.512 292.162 1 0.1 8 0 0 0 
881021 203218 42.459 292.125 2 0.15 8 0 0 0 
881021 203219 42.406 292.088 2 32767 32767 0 0 0 

Table 8: Subset of 3d track data for 21 Oct 1988 

Buoy# Closest Dist. from track (Km) SWH(m) 
44005 39 0.6 
44007 198 0.5 
44008 15 1.3 
44011 149 1.2 
44013 194 0.9 

Table 9: Buoy-SWH data for 21 Oct 1988 in the Gulf of Maine. 

Error type 6 (E6): Consider the following partial listing of 3d track data for 
reported on 4 July 4 1989 in the Gulf of Maine (Table 10). 

Date Time Latit. Longit. ah swh aswh bitO bitl bit2 bit3 

890704 144332 40.617 290.873 2 32767 32767 1 0 0 0 
890704 144333 40.564 290.837 2 32767 32767 1 0 0 0 
890704 144334 40.510 290.802 0 32767 32767 1 0 0 0 
890704 144335 40.457 290.767 3 32767 32767 1 0 0 0 
890704 144336 40.403 290.732 3 0.22 0 1 0 0 0 
890704 144337 40.350 290.697 2 32767 32767 1 0 0 0 
890704 144338 40.296 290.661 2 32767 32767 1 0 0 0 

Table 10:   Subset of 3d track data for 4 July 1989. 

In all likelihood, the 5th record in the above table is erroneous, even though the flags 
field and rest of the parameters (associated with the D&P criteria) do not indicate so. 
Although reasonable close to buoy measurements (Table 11), this altimeter record may 
be suspect because the GDR is sandwiched between the other faulty GDRs (having, 
for example, on board instrumentation error denoted by 32767). Also, the parameter 
aswh = 0 for this GDR, which is doubtful. Such values are therefore considered 
erroneous and a criterion (E6) is used to flag them. Automatic detection of such errors 
is done by checking whether there are one or more "32767" type GDR's or other 
faulty GDR's preceeding and following (thus sandwiching) the GDR in question. 
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Buoy# Closest Dist. from track (Km) SWH(m) 
44005 39 0.7 
44007 198 0.5 
44008 15 0.7 
44011 149 1.1 
44013 194 0.3 

Table 11: Buoy-SWH data for 4 July 1989 in the Gulf of Maine. 

In tracks belonging to other classes in the Gulf of Maine, the behavior of 
erroneous SWH measurements is similar to that of those associated with 2d, 3d and 
Id classes of tracks. A detailed analysis of data belonging to the other classes is 
therefore not presented. It can also be inferred that the cases discussed so far are 
representative of the editing criteria needed for data pertaining to satellite wave data 
covering any region in general. Table 12 gives a summary of the relative performance 
of each of the editing criteria applied to all the tracks in Gulf of Maine region. It is 
interesting to note that for tracks Id & 2a, the new criteira actually eliminate more 
GDR's than the R criteria which are generally too stringent. 

Data Extraction and Quality Control Program 

The Gulf of Maine study described above led to the following criteria which 
were found to successfully and optimally eliminate GDR's (as presented on the CD- 
ROM's) with erroneous SWH measurements:. 

1. ah > 10 cm. [D&P,RandE4] 
2. The height bias and satellite attitude were out of range determined from Flags field 

bit2.[D&P] 
3. Any one of the 10 per second heights was flagged as bad (Flags field bit 3). 

[D&P] 
4. First record reported after a gap in the time sequence. [ El ] 
5. All GDRs with aswh greater than or equal to 12cm until aswh falls below 12cm, 

occurring immediately after a series (one or more) of GDRs with a land flag or a 
GDR with ah greater 10cm. [E3, R] 

6. SWH < 0.2m. [ E5 ] 
7. Record sandwiched between one or more GDRs above and below with 

instrumentation errors (32767 in SWH or aswh field) or other faulty GDRs.[ E6 ] 

GEOSAT data (during the ERM phase) presented to users on CD-ROM's 
(Cheney et al. 1991b) are sequential in time. Data for some for 34 oceanographic 
parameters are presented at intervals of 1 second during the satellite's spirograph-like 
track. This format is cumbersome if only SWH data for a particular area are needed. 
(The complexity is greater for the XDR's). To facilitate efficient usage, a computer 
program was developed to read the satellite data from the CD-ROMs, to filter the data 
according to the above criteria, and to output a filtered dataset for any rectangular 
region specified by 4 latitude/longitude coordinates. 
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track Od Total % track 1d Total % 
Records 69 Records 417 
Landpoints(L) 69 100 Landpoints(L) 129 30.94 
D&P 0 0 D&P 29 6.95 
R 0 0 R 63 15.11 
Q.C.Program (E) 0 0 Q.C.Proqram (E) 73 17.51 

track_2d 
Records 
Landpoints(L) 
D&P 
R 

Total 
1982 

62 
99 

917 

% 

3.13 
4.99 

46.27 
Q.C.Program (E) 265 13.37 

track_3d 
Records 
Landpoints(L) 
D&P 
R 

Total 
2694 

0 
69 

942 
Q.C.Program (E) 191 

% 

0 
2.56 

34.97 
7.09 

track_4d 
Records 
Landpoints(L) 
D&P 
R 

Total 
1293 

14 
19 

271 

% 

1.08 
1.47 

20.96 

track_5d 
Records 
Landpoints(L) 
D&P 
R 

Total 
1265 

0 
6 

428 

% 

0 
0.49 

35.05 
Q.C.Program (E) 73 7.81 Q.C.Program (E) 46 3.77 

track 1a Total • % track 2a Total % 
Records 1163 Records 738 
Landpoints(L) 72 6.19 Landpoints(L) 205 27.78 
D&P 54 4.64 D&P 25 3.39 
R. 230 19.78 R 60 8.13 
Q.C.Program (E) 120 10.32 Q.C.Program (E) 78 10.57 

track 3a Total % track 4a Total % 
Records 3513 Records 3815 
Landpoints(L) 281 8 Landpoints(L) 120 3.15 
D&P 25 0.71 D&P 36 0.94 
R 465 13.24 R 519 13.60 
Q.C.Program (E) 136 3.87 Q.C.Program (E) 105 2.75 

track 5a Total % track 6a Total 
•%.' 

Records 3964 Records 1528 
Landpoints(L) 97 2.45 Lahdpoints(L) 0 0 
D&P 38 0.96 D&P 222 14.53 
R 457 11.3 R 368 24.08 
Q.C.Program (E) 131 3.3 Q.C.Program (E) 364 23.82 

Table 12: Relative performance of editing criteria applied to data in the Gulf of Maine. 

Validation of Data Extraction & Quality Control Program 

The quality control program described above was based on data in the Gulf of 
Maine region (Fig. 2). In order to test the reliabilty and usefulness of the new criteria 
and the program, the program was applied to satellite wave data in the Gulf of Mexico 
region, bounded by coordinates [24° N, 268.5°E], [31°N, 268.5° E], [31° N, 
274.25° E], [24.2° N, 274.25° E]. There are a total of 24 ERM tracks in the Gulf of 
Mexico region. Fig. 2 also shows the location of several buoys in this region. This 
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region is larger than the primary test site (i.e. Gulf of Maine). For the purpose of 
validation, data pertaining to 4 ERM tracks (each of which is a cluster of self-repeating 
tracks in the ERM phase of the satellite mission) falling in the study area were 
examined in detail. The satellite wave data are compared with measurements from the 
following 4 wave buoys in this region: 42001, 42003, MPCL1 and 42007. There are 
a total of 171 tracks, which fall into 4 track classes: 1, 2, 3, and 4 as shown in Fig. 2. 

It was found that the program was extremely effective in automatic elimination 
of questionable data. The D&P criteria would have eliminated only 270 erroneous 
measurements, allowing several errors to escape detection. The R criteria, on the 
other hand, would eliminate 2067 records, many of which contain acceptable wave 
measurements. (In some instances data for the entire pass was discarded by the R 
criteria, even though most measurements agreed very well with buoy measurements). 
Application of the program developed here eliminates 1422 data records. The relative 
performance is given in Table 13. (For additional details, see Siddabathula, 1996). 

Statistics for Gulf Of     Mexico 
data 

Statistics for Gulf of Maine data 

Records 17414 Records 22441 

Landpoints( L) 322    1.85 Landpoints (L) 1049 4.67 
D&P 270    1.55 D&P 622 2.77 
R 2067 11.87 R 4720 21.03 

Q. C. Progr. (E) 1422    8.17 Q. C. Progr.(E) 1582 7.049 

Table 13: Relative performance of editing criteria 

Concluding Remarks 

The Geosat wave data provide the most exhaustive ocean wave data ever 
obtained and the potential for using them for a variety of engineering applications (e.g. 
Panchang et al. 1997) is great. However the dataset available to the user community 
contain several erroneous wave measurements. Previous efforts at quality control have 
been largely driven by the synoptic use of these data and have led to criteria that either 
eliminate large quantities of acceptable data or allow erroneous data to escape 
detection. Unintentional use of these data can have an adverse influence on various 
applications. For example, Table 3 shows an SWH measurement of 10.17 rm which, 
as shown, is probably incorrect and can adversely influence wave statistics calculated 
with these data (e.g. Young, 1994; Panchang et al. 1997) or data assimilation for 
wave modeling (e.g. Lionello et al. 1992). 

A visual examination of all of the ERM SWH data in the Gulf of Maine on a 
track-by-track basis in conjunction with wave buoy data led to a set of new criteria 
which eliminated nearly all the erroneous measurements with minimal loss of 
acceptable data. A computer program was developed to facilitate SWH data extraction 
from the CD-ROM's and to perform automatic quality control for any region bounded 
by 4 latitude/ longitude coordinates. This program may be obtained from the authors. 

The criteria and the program were validated by application to satellite wave 
data in the Gulf of Mexico region. The overall results in Table 13 indicate that the 
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criteria were effective for quality control in the GDR's in both study areas. 
Application of the program developed here can prevent cumbersome visual inspection 
of SWH data by users (as done by Young, 1994; Romeiser, 1993). It may be also 
used for the Geosat Follow-On mission for post-processing the results of existing 
data-processing algorithms prior to installation on CD-ROMs for the users. 

Acknowledgments: This work was supported in part by NASA and NOAA (Gulf 
of Maine- RMR Program). 
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CHAPTER 8 

BOUSSINESQ TYPE EQUATIONS 
WITH HIGH ACCURACY IN DISPERSION AND NONLINEARITY 

P.A. Madsen , B. Banijamali*, H.A. Schaffer  and O.R. S0rensen 

Abstract 

Two sets of Boussinesq type equations with high accuracy in dispersion as 
well as in nonlinearity are presented. The first set, which is expressed in terms of 
the depth-averaged velocity, includes up to fifth-derivative terms in the momentum 
equation, while the second set, which is expressed in terms of the velocity at an 
arbitrary z-level, includes up to third-derivative terms in the continuity equation as 
well as in the momentum equation. Both sets of equations provide linear dispersion 
characteristics, which are accurate for wave numbers (kh) up to 6, and nonlinear 
characteristics which are superior to previous Boussinesq formulations. The high 
quality of dispersion is also achieved for the Doppler shift in connection with 
wave-current interaction. A numerical model based on the new equations in two 
horizontal dimensions is presented and verified with respect to nonlinear trans- 
formation of waves in shallow water and refraction-diffraction in deep and shallow 
water. 

1. Introduction 

The classical Boussinesq equations as formulated by e.g. Peregrine (1967) are 
known to incorporate only weak dispersion and weak nonlinearity. For many 
applications the weak dispersion is the most critical limitation and it has achieved 
considerable attention in the last 5 years, where a number of alternative lower 
order Boussinesq type equations have been presented with the purpose of improv- 
ing the linear dispersion characteristics (see e.g. Madsen et al., 1991; Nwogu, 
1993; Schaffer and Madsen, 1995). It has been demonstrated that the accuracy of 
the dispersion for larger wave numbers is sensitive to the choice of velocity equa- 
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tions, and with minor modifications the lower order Boussinesq type equations can 
incorporate significantly improved dispersion characteristics. A similar improve- 
ment of the nonlinear properties is more difficult to obtain and will be adressed in 
this work. 

This paper presents two sets of Boussinesq type equations with high accuracy 
in dispersion (n) as well as in nonlinearity (e). The first set, which is expressed in 
terms of the depth-averaged velocity, includes dispersive terms of order // and 
nonlinear terms up to order e5// (Chapter 3). The second set, which is expressed 
in terms of the velocity at an arbitrary z-level, includes dispersive terms of order 
ju2 and nonlinear terms up to order e3/*2 (Chapter 4). Using the technique suggested 
by Madsen et al. (1991) and Schaffer and Madsen (1995) we enhance the new 
equations and obtain excellent linear dispersion characteristics corresponding to a 
Pade [4,4] expansion of linear Stokes theory. A Fourier analysis also demonstrates 
that the accuracy of the nonlinear energy transfer is improved considerably com- 
pared to previous Boussinesq formulations. This allows for a much more accurate 
description of wave-wave interactions in irregular wave trains. Finally, it turns out 
that the high quality of dispersion is also achieved for the Doppler shift in connec- 
tion with wave-current interaction and it allows for a study of wave-blocking due 
to opposing currents. These aspects will be studied in a companion paper at this 
conference by Chen et al. (1996). 

A numerical model based on the new equations from Chapter 4 is presented 
in Chapter 5 and it is verified with respect to nonlinear transformation of waves in 
shallow water and refraction-diffraction in deep and shallow water. 

2. Derivation of Boussinesq type equations 

In the following presentation the adopted coordinate system is Cartesian with 
the x'-axis and y'-axis located at the still water level (SWL) and with the z'-axis 
pointing vertically upwards. The fluid domain is bounded by the sea bed at z'=- 
h'(x',y') and the free surface at z'=ij'(x',y',t')- Non-dimensional variables 
(denoted without primes) are introduced in the conventional way (see e.g. Nwogu, 
1993) by the use of a characteristic water depth (hg), wave length (10) and wave 
amplitude (a0) and we introduce the classical measures of nonlinearity and fre- 
quency dispersion by 6=80/110 and ^=ho/l0. 

With the usual assumptions of irrotational flow in an incompressible fluid, 
the nondimensional form of the governing equations and boundary conditions read: 

*a + H2V2<I> = 0 ,   -/t<z<en (la) 

$z + (i2V7rV$ = 0 ,   z = -h (lb) 
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*z - l*2^* + €VT
1 '

V
*) 

= ° >   z = er\ (ld) 

where $ is the velocity potential and V the horizontal gradient operator. 
The basic idea in Boussinesq-type derivations is to reduce the three dimensional 

description to a two-dimensional one and this is achieved by expanding the velocity 
potential as a power series in the vertical coordinate: 

Q(x,y,z,t) = 2 zn&n)(x,y,i) (2) 

by which <£(°)(x,y,t)=$(x,y,0,t). While traditional Boussinesq theory assumes 
H< <1 and e=0(n2), the present expansion allows for arbitrary e. 

The individual steps in the derivation of Boussinesq-type equations are as 
follows: Firstly, the velocity potential is determined in terms of spatial derivatives 
of $(°) by combining (2) with (la) and (lb). By the use of the gradient operator 
this also defines the horizontal velocity vector in terms of the velocity, u at the still 
water level. Secondly, the velocity potential is inserted in the dynamic free surface 
condition (lc), and by using the horizontal gradient operator a momentum equation 
is derived in terms of u. Thirdly, the horizontal velocity vector expressed in terms 
of u is substituted into the depth-integrated continuity equation. The resulting 
equations in terms of u can be found in Madsen & Schaffer (1996) and will not be 
given here. 

3. Equations in terms of the Depth-Averaged Velocity 

Traditionally, Boussinesq models are not based on equations formulated in 
terms of the velocity at the still water level. This is partly because of the rather 
complicated form of the continuity equation expressed in this variable and partly 
because of the relatively poor dispersion characteristics of these equations. A more 
common choice is the depth-averaged velocity U which is defined by 

i     £n 

U = —— fudz 
h+en "V (3) 

One of the obvious advantages of using this variable is that the continuity equation 
becomes exact and relatively simple, 
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t), + V-((h + er\)U) =0 (4) 

3.1. Formulation of momentum equations 

In order to formulate the momentum equation in terms of U we use the 
procedure as follows: Firstly, a relation in which U is expressed in terms of u is 
established by the use of (2) and (3). Secondly, this relation is inverted into a 
relation in which u is expressed in terms of U, by the use of successive substitu- 
tions starting at lowest order in n2. Now u can be eliminated from the momentum 
equation and replaced by functions of U. The resulting higher order momentum 
equations truncated at the order \ft take the form of 

Ut + vn + -V(tf2) + n2r£ + u.4r4 = 0(u6) (5) 

where 

r2   =  [A20   +   eA21   +  £2A22   +  ^A^] (6a) 

r7 = [A7
40 + eA7

41 + e2A7
42 + e% + e'A7* + e5A'45] (6b) 

Notice that Amn is used to express the Boussinesq terms, where subscript m 
accounts for the power of fi (dispersion) and subscript n for the power of e (non- 
linearity). The equations include full nonlinearity up to the truncated order of 
dispersion, i.e. retaining e3/*2 and e5//-terms, and involve higher order spatial 
derivatives incl. third and fifth-derivative terms. The actual expressions for the 
A^ -terms can be found in Madsen & Schaffer (1996) and will not be given here. 

We note that if only terms up to the order 0(e,^2) are retained we obtain the 
classical Boussinesq equations by Peregrine (1967) and if terms of order 0(e^2,ju4) 
are retained as well we obtain the higher order Boussinesq equations by Dingemans 
(1973). 

The final step in the derivation procedure is to apply the technique introduced 
by Madsen et al. (1991) and Schaffer & Madsen (1995) for improving the dis- 
persion characteristics of (4) and (5). This procedure is illustrated on a horizontal 
bottom in the following: Firstly, (5) is truncated omitting 0(/^4), the gradient 
operator is applied twice and the result is multiplied by a/rh2, where a is a free 
parameter of the order 0(1): 

ecu.2 h2V2(ut + Vn + -V(tf2) + u.2r7
2] = 0(u6) (7a) 
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Secondly, (5) is truncated omitting 0(ii2), the gradient operator is applied four 
times and the result is multiplied by /?/i4h4, where /? is a free parameter of the 
order 0(1): 

Pu4/*4V4(Vf + Vn + £V(172)] = 0(u6) (7b) 

We can now consistently modify (5) by subtracting (7a) and adding (7b), which 
yields an enhanced set of higher order Boussinesq equations truncated at 0(it6). 
The coefficients a and /? are yet to be determined. 

3.2. Fourier Analysis for weakly nonlinear waves 

Although the equations have been derived under the assumption of /x < < 1 and 
e=0(l), we shall analyse the imbedded linear and nonlinear characteristics by 
assuming that e<l while it is arbitrary. We look for analytical solutions of the 
form 

r) = a^cosidit-kx) + ea2cos(2u>t -2kx) /o„\ 

U = U^osiwt-kx) + eU2cos(2wt-2kx) /^N 

At first order (e°) non-trivial solutions require the dispersion relation 

o2  =  1 + a!c2h2 + pk*h4 

2h      l+fa+lW+fP+|-±W ** 1J.L4.iU2*24.fo4.«_ ±)u4u4 (9) 

which should be compared with Stokes relation for linear waves on arbitrary depth, 
i.e. tanh(kh)/kh. The ratio between the two expressions is shown as a function of 
kh in Fig 1. If we omit the enhancement of the higher order equations using 
(a,iS)=(0,0) the resulting dispersion relation (9) corresponds to a Pade [0,4] 
expansion in kh of the Stokes relation. For these equations the deviation is 
significant and in fact a singularity occurs for kh=4.2. This singularity shows up 
in numerical calculations as an instability even in the case of initially calm water, 
and actually makes (5) quite useless without the enhancement. On the other hand, 
by using the enhanced equations incl. (7a-b) with a=1/9 and /3=1/945 the result- 
ing dispersion relation (9) corresponds to a Pade [4,4] expansion. This is an 
extremely good approximation to the exact linear relation even for kh as large as 
6. The dispersion relation of lower order Boussinesq equations is obtained by 
ignoring the k4h4 terms in (9). With a=0 (Pade [0,2]) this corresponds to the 
classical equations of Peregrine (1967) and with a=1/15 it corresponds to the Pade 
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[2,2] formulation introduced by Madsen et al. (1991). Both cases are shown as a 
reference in Fig 1. 
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Fig 1       Relative phase celerity, c/cStokes, for various forms of the Boussinesq 
equations.   1: Pade [0,2]; 2: Pade [2,2]; 3: Pade [0,4]; 4: Pade [4,4]. 

Extending the Fourier analysis to second order we determine a2 in terms of 
a^/h times a transfer function. In this respect the target solution is 

stoi^ = i_Lfc/,coth(fcA)(3coth2(jUt)-l) 
4 h 

(10) 

according to Stokes second order theory. Fig 2 shows the variation of a2/a2Stokes 

as a function of kh. The curve corresponding to the new higher order equations is 
seen to be superior to the results obtained from the equations of Dingemans (1973) 
and Peregrine (1967). 

It is straight-forward to extend the Fourier analysis to second order sub- 
harmonics and super-harmonics and the results can be found in Madsen and 
Schaffer (1996). 
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Fig 2 Ratio of second harmonic, a2/a2
Stokes.   1: Peregrine (1967); 

2: Dingemans (1973)   3: Present e.g. eqs. (4) & (5) with (7a-b), 
a = l/9, (8 = 1/945. 

3.3 Ambient currents and Doppler shift 

Yoon and Liu (1989) introduced separate scaling of waves and currents and showed 
that additional terms were to be added to the classical formulation of Peregrine 
(1967) if a correct Doppler shift was to be obtained in connection with ambient 
currents. In the present work we analyse the new equations for the case of a strong 
but constant ambient current Uc and obtain the following dispersion relation, 

{a-kUcf 

k2h 
1 + ak2h2 + Pit4/i 41,4 

1 + U+-\k2h t-i 45 
41,4 k*h 

(11) 

This provides a correct Doppler shift including Pade [4,4] dispersion character- 
istics. Fig. 3 shows lines of 2 per cent wave number errors as a function of (F, 
h/L0), F being the Froude number (UcA/gh) of the current and L0 being the deep 
water wave length for the case of no currents. The application range of the Pade 
[4,4] curve is seen to be superior to the Pade [0,2] corresponding to Yoon & Liu's 
formulation as shown for comparison. 
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Fig 3       Waves on ambient currents.    1: Blocking curve according to Stokes 
theory. Tracks of 2 per cent wave number errors, (k-kStokes)/kStokes: 
2: Yoon & Liu (1989), Pade [0,2];  3: New equations (11), Pade [4,4] 

4. Equations in terms of the velocity at an arbitrary z-location 

In the previous section we have demonstrated that highly accurate linear dispersion 
and nonlinear characteristics can be obtained by formulating higher order equations 
including up to fifth-derivative terms in the momentum equation. In this section we 
shall, however, show that almost the same accuracy can be obtained with only 
third-derivative terms, if the lower order equations are formulated in terms of the 
velocity vector at an arbitrary z-location i.e. 

u = u(x,y,z,t) (12) 

This variable was introduced by Nwogu (1993). 
From the expression derived for the velocity potential we can establish an 

expression for u in terms of u. This relation is then inverted into a relation in 
which u is expressed in terms of u, by the use of successive substitutions starting 
at lowest order in \?. Now u can be eliminated from the original mass and momen- 
tum equations and replaced by functions of u and the resulting equations truncated 
at the order // take the form of 

r>, + V-(fi(* + eti) + n2I?) = 0(u4) (13a) 
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ut + Vn + -V(u2) + |i2rf = 0(n4) (13b) 

where 

r2
7/ = [A"20 + eA7^ + e^ + e3A2'3] (14a) 

T2   = [A20 + eA21+e2A22+e3A23j (14b) 

These equations, which were first derived by Wei et al. (1995), include full 
nonlinearity up to the truncated order of dispersion i.e. retaining e3fi2. If only 
terms up to the order 0{e,y?) are retained we obtain the equations of Nwogu 
(1993). With a specific choice of the z-location defining the velocity variable, 
Nwogu and Wei et al. achieved Pade [2,2] dispersion characteristics. 

Here we shall further enhance the equations (13a-b) to improve dispersion as 
well as nonlinearity. Again we apply the technique as described in section 3 and 
illustrate the procedure on a horizontal bottom: Firstly, (13a & b) are truncated 
omitting 0(m2), the gradient operator is applied twice and the results are multiplied 
by ix2h2 and two free parameters (a,0) which are of the order 0(1): 

au2/r2V2[a, + Vn + 1V(«2)] = 0(u4) (15a) 

PU
2
A

2
V

2
(TI, + V-(fi(A+eTi))) = (Ku4) (15b) 

We can now consistently modify (13a-b) by subtracting (15a-b), which yields an 
enhanced set of lower order Boussinesq equations. The detailed formulation is 
given in Madsen & Schaffer (1996). 

The linear dispersion relation of the enhanced equations reads 

a 
1 V2l,2    ,    J a _„_A It4fc4 

."1 = I 3j V V (16) 
k2h 1 + (a + p-y)k2h2 + p(a-y)k4h4 

where 

Y = £+!(if (17) 
h   2[h 

As shown by Schaffer & Madsen (1995) Pade [4,4] characteristics can be obtained 
by choosing one of four different sets of parameters. It turns out that one of these 
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sets is superior with respect to nonlinear properties, hence we recommend the 
parameter set 

"        ~      ' (18) 
18 

,   ft   ,     f-3-V23/35-2Vl9/7     28-2^133     105-3^/805 
(y,P,«) - .„ • -126       ' -1M0 

Extending the Fourier analysis to second order we determine a2 in terms of 
aj2/h times a transfer function. Fig 4 shows the variation of a2/a2Stokes as a func- 
tion of kh. We notice that the curve corresponding to the new enhanced equations 
is superior to the results obtained from Nwogu's and Wei et al's equations as 
shown for comparison. A full analysis of second order sub-harmonics and super- 
harmonics can be found in Madsen and Schaffer (1996). 
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Fig 4       Ratio of second harmonic, a2/a2
Stokes.   1: Nwogu (1993); 2: Wei et al. 

(1995);  3: Present e.g. eqs. (13a-b) with (15a-b) & (18). 

5. Numerical model and its verification 

A numerical model has been developed to solve the two-dimensional equa- 
tions formulated in Chapter 4. The equations are discretized in space by applying 
higher order central-differencing with the variables defined on a space-staggered 
rectangular grid while the temporal integration is performed by using a fourth 
order Adams-Bashforth-Moulton predictor-corrector method. More details about the 
numerical method can be found in Banijamali et al. (1997). 
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5.1 Wave transformation over a submerged bar 

One of the most demanding tests for Boussinesq-type models is the study of 
wave transformation over a submerged bar. In this case nonlinearity increases 
considerably during the propagation at the upward slope and results in energy 
transfer to the higher harmonics. As long as the depth is decreasing the higher 
harmonics will be bound or phase-locked to the primary wave train, but on the 
downward slope the harmonics will be released and propagate as free waves. This 
introduces the pecularity that a linear regular shallow water wave will be converted 
into a linear irregular deep water wave after the passage over the bar. This situ- 
ation calls for highly accurate dispersion characteristics and for this reason most 
Boussinesq models fail to predict the process. 

Beji and Battjes (1993) and Luth et al. (1994) presented a series of accurate 
measurements of wave transformation over a trapezoidal bar with an upward slope 
of 1/20, a downward slope of 1/10, a depth of 40 cm on both sides of the bar and 
10 cm on top of the bar (Fig 6a). The data have previously been used in an inter- 
comparison study in MAST-G8M, see Dingemans (1994). As one example from 
this test series we have selected the case of a wave period of 2.02s and a wave 
height of 2.0 cm. 

Fig 5 shows the measured time series of surface elevations at three locations: 
We notice the transformation from a sinusoidal, linear-wave profile at x-5.2m, to 
a profile of a strongly nonlinear wave at x=13.5m and back to a profile of a fairly 
linear wave at x=19.0m, where the significant frequency obviously has been 
doubled. 

68.0     68.5     69.0 71.0     71.5     72.0 

Fig 5 

69.5     70.0     70.5 

Time (s) 
Harmonic generation over a submerged bar. 
Measured timeseries of surface elevations at three locations 
Input: wave period=2.02s, wave height=0.02m, 1: x=5.2m; 
2: x=13.5m and 3: x=19.0 m. 

The energy transformation to higher harmonics is in fact seen more clearly in Fig 
6b-c, which is based on FFT analysis of time series from a numerical solution of 
the Boussinesq equations. Here we clearly notice the rapid growth of the second 
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(and third) harmonics at the upward slope and the release of these harmonics after 
the bar. 
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Fig 6 
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Harmonic generation over a submerged bar 
a) Spatial evolution of harmonics (third & fourth);  b) Spatial evolution 
of harmonics (first & second);  c) Bathymetry 
Markers are measurements. 

In Fig 7 we compare the measured time series at x=21.0 m with the numerical 
results corresponding to two different versions of the Boussinesq model: One using 
(y,a,/3)=(-2/5,0,0) leading to Pade [2,2] dispersion characteristics (corresponding 
to the model of Wei et al., 1995) and one using the parameter set of (18) leading to 
Pade [4,4] characteristics. 

The latter is seen to be superior and it provides a highly accurate result. 
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Fig 7       Computed and measured surface elevations at x=21m 
1: Eqs. (13a-b) with (15a-b) & (18), Pade [4,4]    2: Wei et al. (1995), 
Pade [2,2]    3: Measurements 

5.2 Nonlinear refraction-diffraction 

As a second demanding test for the Boussinesq model we study nonlinear 
refraction-diffraction over a semicircular shoal with depth contours varying 
between 0.4572m and 0.1524m as investigated experimentally by Whalin (1971), 

0.04 

30 35 40 

Fig 8 

15        20        25 

Distance (m) 

Whalin's nonlinear refraction-diffraction. Spatial evolution of first and 
second harmonics along the centreline. Input: wave period = 1.0s, wave 
height = 0.039m. Markers are measurements. 
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In the present work we focus on the case of incoming regular waves with period 
1.0s and wave height 0.039m. At the boundary the waves are linear but after the 
focusing on the shoal higher harmonics become significant due to nonlinear effects. 
An FFT analysis of time series in each grid point along the centreline has been 
computed and the resulting spatial evolution of first and second harmonics is 
compared with Whalin's experimental data in Fig 8. The agreement is found to be 
most acceptable. 
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CHAPTER 9 

WAVE KINEMATICS COMPUTATIONS USING BOUSSINESQ MODELS 

J. Bosboom12, G. Klopman12, J.A. Roelvink12, J.A. Battjes1 

ABSTRACT 

Existing Boussinesq models are extended to include the computation of the 
vertical structure of the horizontal velocity. A time-domain model is tested against 
laboratory measurements of the vertical profile of the horizontal velocity in 
regular waves; good results are obtained, especially in the near-bed zone. A 
spectral model, which includes a dissipation formulation to account for wave 
breaking, is tested against laboratory measurements of bottom velocities in 
(partially) breaking irregular waves. For moderately long waves, the comparison 
on velocity variance and skewness, which are relevant to sediment transport, 
yields good results. 

1.        INTRODUCTION 

The development of numerical models capable of reproducing the hydrodynamics 
field in the shoaling region and the surf zone is of particular interest to coastal 
morphological problems. From an evaluation of sediment transport formulations 
(Bailard, 1981; Roelvink and Stive, 1989), it appears that the third and fourth 
order oscillatory velocity moments (<M

3
> and < |«|3w> respectively), are the 

most important parameters in determining the magnitude of the wave-induced 
sediment transport. These moments are non-zero only for asymmetric (non-linear) 
motions such as occur in shallow water. Boussinesq equations, describing 
(weakly) non-linear, relatively long waves propagating in water of varying depth, 
are suitable for the description of these asymmetries. 

Many different forms of Boussinesq equations exist, which differ in frequency- 
dispersion and shoaling characteristics. Efforts have recently been spent on 

1) Netherlands Centre for Coastal Research (NCK), Department of Civil Engineering, 
Delft University of Technology, PO Box 5048, 2600 GA Delft, The Netherlands 

2) DELFT HYDRAULICS, PO Box 177, 2600 MH Delft, The Netherlands 
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improving the linear frequency dispersion with respect to the conventional 
Boussinesq equations. Reference is made to Witting (1984), Madsen at al. (1991), 
Madsen and Sorensen (1992), Nwogu (1993), Dingemans (1994b) and Schroter 
(1995). 

On the basis of these time-domain formulations, frequency-domain formulations 
have been developed leading to coupled evolution equations for slowly-varying 
complex Fourier amplitudes. Applications and verifications of spectral evolution 
equations valid for a mildly sloping bottom and non-breaking waves (Freilich and 
Guza, 1984) were reported in numerous papers (Elgar and Guza, 1985, 1986; 
Elgar et al., 1990; Freilich et al., 1990). Spectral evolution equations with 
improved frequency dispersion were presented by Madsen and S0rensen (1993). 
They concluded that the agreement between the evolution equations and the time- 
domain counterpart is most satisfactory, except for the peak values of the highest 
waves which are underestimated by the spectral evolution equations. 

Attempts have also been made to include a formulation for wave breaking in 
Boussinesq equations to extend their applicability to the surf zone. The concept of 
surface rollers (Deigaard, 1989) was incorporated in conventional time-domain 
Boussinesq equations by Schaffer et al. (1993). Eldeberky and Battjes (1996) 
supplemented the spectral evolution equations of Madsen and Sorensen (1993) 
with a spectral breaking term which accounts for the energy dissipation due to 
wave breaking (see, also, Battjes et al., 1993). 

Only few efforts have been spent on testing Boussinesq models against velocity 
data. Verification of conventional Boussinesq models (Brocchini et al., 1992 and 
Quinn et al., 1994) with a description of the breaking process according to 
Schaffer et al. (1993) against velocity data for waves breaking partially on a 
gently sloping beach showed fairly good agreement with measured vertical 
profiles, especially in the near-bed zone. Elgar et al. (1990) obtained accurate 
estimates of the velocity variance and skewness in the shoaling region using the 
model of Freilich and Guza (1984). 

The purpose of this paper is to verify the Boussinesq modelling of horizontal 
velocities under (breaking) waves, especially in the near-bed zone. We use a 
time-domain model (Dingemans, 1994a) for non-breaking waves and a spectral 
Boussinesq model (Elderberky and Battjes, 1996) assuming a parabolic expression 
for the calculation of the vertical structure of the horizontal particle velocities, as 
is consistent with the Boussinesq approximation. 
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2.        TIME-DOMAIN MODEL 

The time-domain equations with improved frequency-dispersion and good shoaling 
behaviour (Dingemans, 1994a) read in one horizontal dimension: 

*£+.* [(A + r)«] =0 
at    ox 

(la) 

du -du dt , d — +u—+g— = h — 
at      dx      dx dt 

, 1    ., d\hu)    1 . d2u {—+b)—-—-- — h—- 
2 dx1      6   dx2 

t-bgh 
dx2 dx 

(lb) 

where b is a fitting parameter for obtaining the best agreement with the frequency 
dispersion according to Stokes' first order theory. For b - 1/15 the phase 
celerity errors are minimized over the whole range of kh (see Madsen and 
S0rensen, 1992 and Dingemans, 1994b). 

Solution of Eqs. (1) yields values for the surface elevation and the computational 
(depth-averaged) horizontal velocity. The vertical structure of the horizontal 
velocity is related to the computational velocity through a parabolic expression 
depending on the vertical coordinate (Dingemans, 1994b): 

u(x,z,t) = u 1*. -h+z 
2 

(huh \h2-h2 
(2) 

where z = 0 corresponds to the undisturbed position of the free surface. 

The numerical integration is based on the scheme as applied by Beji and Battjes 
(1994), which is essentially based on the formulation by Peregrine (1967). The 
finite difference equations, in which central difference formulations are used both 
for time and space derivatives, are solved by using a predictor-corrector method. 

The extension to reconstruct the horizontal velocity profile is implemented by 
discretizing the second-order derivatives in the parabolic expression (2) using 
central differences in space. A low-pass filter is applied to the values of u to 
obtain stable estimates of the second-order derivative u^ and (hu)M. 

3. VERIFICATION OF THE TIME-DOMAIN MODEL 

Experimental data 
The model described above was verified against laboratory measurements of non- 
breaking monochromatic waves performed by Luth et al. (1994) in a wave flume 
with a submerged trapezoidal bar (see Fig. 1) as part of the EU-sponsored Large 
Installations Plan. The flume was 45 m long, 1 m wide and had a still water 
depth of 80 cm on each side of the bar. The incident wave conditions are T = 
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1.50 s and H = 0.06 m. Velocity measurements were carried out at different 
points in the vertical at 15.50 m and 21.72 m from the wave maker using two 3- 
beam, 2-component Laser Doppler Velocitymeters. 

wave 
generator 

x\vAV, V^ 'AUji^^ 

0,80 

pressure 
.transducer 

0,20 

0,60 

yA^xWAVAV/AWAVA^AVAM/AV/AV/Vs^AV/'A1* Si WAW& 

wave 
absorber 

yAVAV/'A'- 

6 
Fig 1    Experimental set-up, all dimensions in m, from Luth et al (1994) 

Computational parameters 
The time and spatial steps used in the" computation were approximately equal to 
1/150 of the incident wave period and wave length, respectively. At the seaward 
boundary, the Courant number c(At/Ax) was approximately one. 

Discussion of results 
Fig. 2 shows for both stations time-domain comparisons of the measured and 
computed bottom velocity as well as the velocity evaluated at a level close to 
where the depth-averaged velocity may be found (z ~ -0.4 h). For the measured 
bottom velocity in Fig. 2, the value at approximately 2 cm from the bed, just 
outside the boundary layer, was taken. The time-window in Fig. 2 was chosen in 
such a way that permanent wave profiles are obtained in the computations. Fig. 3 
gives the vertical profiles of the horizontal velocity profile for two different wave 
phases, corresponding to a crest and a trough in the computations. 

Fig. 2 shows that the asymmetry about the horizontal axis occurring on the 
seaward slope is well represented. The depth-averaged velocity at the crest is 
slightly overestimated by the Boussinesq model, while the agreement is very good 
for the trough values. It was found that the surface elevation exhibits a similar 
overestimation of the crest values. The bottom velocities are predicted quite well, 
with a small overestimation of the trough values by the model. 

Fig. 3 shows a fair agreement between the measured and computed velocity 
profiles, especially for the lower half of the profile. A small but systematic 
overestimation of the velocity is found, which is particularly evident for the crest 
values near the surface. 
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15.50 m 15.50 m 

36 38 
t(s) 

Fig. 2 Measured (solid line) and computed (dotted line) horizontal velocity um, evaluated 
at a level close to where the depth-averaged velocity may be found (top), and 
near-bed velocity ub, evaluated at approximately 2 cm from the bed (bottom), for 
x = 15.50 and 21.72 m respectively. 

4.        FREQUENCY DOMAIN MODEL 

Assuming slowly-varying complex Fourier amplitudes and uni-directional wave 
propagation, evolution equations for the complex amplitudes were derived by 
Madsen and S0rensen (1993) and extended by Eldeberky and Battjes (1996) with 
a formulation for dissipation of energy due to breaking which reduces the spectral 
amplitudes in the same proportion without affecting the spectral shape. Starting 
point of the derivation of the spectral evolution equations were time-domain 
Boussinesq equations (Madsen and Sorensen, 1992) valid for a slowly-varying 
bottom (| dh/dx | < kh). 

Madsen and Serensen (1993) formulated solutions for the free-surface elevation in 
terms of Fourier series with spatially varying coefficients: 

ft*,*) =   £   AP(
X

~> exp[/(oy-^(x))] , (3) 

where p indicates the rank of the harmonic, Ap is the complex Fourier amplitude, 
<j)p is the angular frequency and di/'/dx = kp(x) is the wave number in the linear 
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Fig. 3 Comparison of measured (triangles) and computed (dotted line) horizontal 
velocity vertical profile at x = 15.50 m and 21.72 m respectively, for two diffe- 
rent wave phases corresponding to a trough (left) and a crest (right) 

approximation. Note that w.p = -wp, ip_p = -\j/p, A_p = A* with '*' denoting the 
complex conjugate. The frequencies are determined by wp = pAco where Aco is 
the lowest frequency of interest. The wave number kp can be determined from the 
linear dispersion relation of the equations. 
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The evolution equations read, with p covering the interval from p = 1 to oo, 

^2. = -0, *M„ - ilg (F: + FI) - l-An , (4) 
dx s h   " p        p        2 F  p 

where the first term in the right-hand side of Eqs. (4) represents linear shoaling, 
the second and the third term represent the triad sum and difference interactions 
respectively and the last term is the dissipation term representing the contribution 
due to wave breaking. Here F is the total local rate of energy flux per unit width 
and D is the total local rate of random-wave energy dissipation per unit area due 
to breaking. Expressions for the terms Fp

+ and Fp and the shoaling coefficient j35 

can be found in Madsen and S0rensen (1993). The energy dissipation rate D can 
be computed using the energy dissipation model of Battjes and Janssen (1978) or 
comparable methods (e.g. Thornton and Guza, 1983); here we use the model of 
Battjes and Janssen (1978). 

In the linear approximation, the depth-averaged velocity is expressed in terms of 
surface elevation using the lowest-order approximation for the volume flux q in a 
progressive wave: 

u(x,t) « | «   £    p- Ap(x) exp[i(cy-tfp(x))] . (5) 

Note that in this way only the purely oscillating part of the horizontal velocity is 
predicted by the model; the time-averaged component of the velocity is eliminated 
upon linearization. 

In order to compute the horizontal velocity profile as a function of the depth, we 
use the parabolic profile for the constant depth situation (Eq. 2 with /z-derivatives 
omitted). Substituting Eq. (5) while neglecting all x-derivatives of Ap, kp and h, 
yields the following expression for the horizontal velocity profile in terms of 
Fourier series: 

u(x,z,t) = Y,  ~ Ap(x,z) 
p.-oo kpn 

\+ep [h*+zh + ±z2} exp[/(o>/-i£D(x:))].     (6) 

The evolution equations which are first-order ordinary differential equations are 
numerically integrated using a fourth-order Runge-Kutta method. The upwave 
boundary condition for the integration is a set of complex amplitudes Ap (p — 
1,2,3. ..P). 
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5.        VERIFICATION OF THE FREQUENCY DOMAIN MODEL 

Experimental data 
The prediction of horizontal velocities and velocity moments was verified against 
wave channel measurements of irregular (partially) breaking waves propagating 
over a concave sandy beach. The experiments were carried out within the 
framework of the EU-sponsored Large Installations plan (Arcilla et al., 1993; 
Roelvink and Renters, 1995). Two different experimental data sets (i.e. test la 
and lc) were used. The incident peak period Tp and significant wave height Hm0 

are Tp = 4.9 s and Hm0 = 0.9 m and Tp = 8.0 s and Hm0 = 0.6 m for tests la 
and lc respectively. In the experiments the low frequency energy is kept at a 
reasonable level by an active wave absorption system at the wave-maker. Surface 
elevations and velocities were measured at several locations along the wave 
channel. The velocity measurements were carried out at several distances from 
the bed. Since the spectral model only predicts the purely oscillating part of the 
velocity the time-averaged velocity component was filtered from the measured 
signals. 

In experiment la the wave breaking is strong. The monotonic sandy beach profile 
(Fig. 4) allows for wave breaking to take place over a large distance; the experi- 
ments showed a gradual decrease of the significant wave height at distances from 
100 m up to about 140 m from the wave board, beyond which the wave breaking 
gets strong. In experiment lc on the contrary, a barred beach profile is present 
(Fig. 5). The wave breaking is mild and is concentrated behind the bar, the crest 
of which is located around 138 m. 

The upwave boundary conditions used in the numerical computations are obtained 
from the measured surface elevations at 20 m by the use of a standard FFT 
algorithm. 

Computational parameters 
Besides the bottom geometry and the upwave boundary, the model input com- 
prises the breaking coefficient y = HJh in which Hm is the maximum wave 
height, the bandwidth A/, the number of frequency components P and the spatial 
step Ax. The spatial step was chosen Ax = 0.5 m and the breaking coefficient y 
= 0.85 in accordance with the y-value used by Eldeberky and Battjes (1996). A 
cut-off frequency of 1 Hz was used in the simulations. The length of the simu- 
lated time record was T = 2048 s for both experiments, resulting in a number of 
frequency components P = 2048 and a bandwidth A/ = 4.883*10"4 Hz. 

Analysis of time-series 
The comparison between measurements and computations was carried out on 
amongst others velocity variance and third order velocity moments, the latter 
being the most important variable in determining the magnitude of the net bed- 
load transport rate. In computing the variance and third order moment of the 
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bottom velocity it was assumed that the total oscillatory velocity signal u consists 
of a short wave averaged low-frequency component ulo and a short wave compo- 
nent ufa. The lowest short wave frequency was set to half the peak frequency. 

Assuming ul0 and uM to be uncorrelated, the velocity variance is given by: 

<u2>  = <ul>  + <ul> , (7a) 

where the < > indicate time-averaging over the short wave and wave group 
scale. 

Assuming in addition that uh < uhi, Roelvink and Stive (1989) demonstrated that 
the most important contributions of the oscillatory part of the velocity to the third 
order velocity moment are given by: 

<M
3
>  = <u2

MuM>  + 3<u2
hiulo> + ... . (7b) 

The first term in the right-hand side of Eq. (7b) is related to the short wave 
asymmetry, whereas the second term is associated with the interaction between 
the long wave velocity and the slowly-varying short wave velocity variance. 

For both the measured and the computed bottom velocity time series, the three 
terms in Eqs. (7a-b) were separately calculated and plotted. 

Discussion of results 
Fig. 4 shows that, except for the last station behind the bar, the short wave 
velocity variance is very well predicted, indicating that the spectral energy density 
for the higher frequencies is well reproduced by the model. The model slightly 
underestimates the total velocity variance for the stations closest to the bar. This 
can be seen to originate from the inaccurate reproduction of the long wave 
velocity variance for these stations. This may be the result of a standing low- 
frequency wave pattern present in the channel with a node in the low-frequency 
surface elevation and hence large velocity amplitudes around station 5, which are 
not reproduced by the model because of the assumption of uni-directional wave 
propagation. Another possible cause could be a too strong reduction of the low 
frequency energy by the wave breaking formulation. 

The third order velocity moment, which can be seen to be dominated by the short 
wave asymmetry, is largely underestimated by the model. This appeared to be a 
result of an underestimation of the peak values of the highest waves, which was 
already reported by Madsen and Sorensen (1993). The agreement is reasonable 
for the last two stations where strong wave breaking occurs. The long wave 
contribution is predicted rather well. Increasing the maximum frequency and the 
frequency resolution did not improve the numerical results. 
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Fig. 4 Comparison  of measured  (crosses)  and  computed  (diamonds) bottom 
velocity variance (left) and third order moments (right): long wave 
contribution, short wave contribution and total moment respectively; 
experiment la. Reprinted from J. Coastal Eng., Bosboom et al., 1996, 
with kind permission from Elsevier Science-NL, Amsterdam, The Netherlands. 
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Test lc shows an encouraging agreement between measured and predicted 
variance and third order moments (Fig. 5), especially up to the bar crest. The 
underestimation of the peak values was found to be less significant than for test 
la. The less good agreement beyond the bar crest, also found by Eldeberky and 
Battjes (1996) for surface elevation spectra, can possibly be ascribed to the 
relatively steep bottom beyond the bar crest (\hx\/kh = 0.52 for the primary 
wave) which is in contrast with the assumption of slowly-varying bottom (\hx\Ikh 
< 1). 

The velocity variance in test lc (Fig. 5) is predicted well. The difference between 
the total velocity variance determined from the computed and measured time 
series at the bar crest is for the larger part the result of the incorrect representa- 
tion of the long wave energy. As for test la, this is can possibly be ascribed to a 
standing wave pattern in the wave channel or to a too strong reduction of low- 
frequency energy by the breaking formulation. 

It can be concluded that for test lc the third order velocity moments compare 
very well with the measurements. For test la as well as lc, the short wave 
energy is predicted well by the model. The underprediction of the short wave 
asymmetry by the model in test la is therefore the result of an incorrect represen- 
tation of the phases of the harmonic components. This might be partly due to the 
larger degree of non-linearity as compared to test lc, such that the wave breaking 
already occurs at 100 m from the wave board and continues for a large propaga- 
tion distance. Besides, the peak period is smaller in test la which decreases the 
accuracy of the frequency dispersion as well as the validity of the assumption of 
slowly-varying complex amplitudes underlying the evolution equations. 

6.        CONCLUSIONS 

The modelling of horizontal velocities in non-breaking and breaking waves on a 
beach using Boussinesq-type models has been studied. Time-domain simulations 
of regular waves indicate that the use of a parabolic vertical distibution of the 
horizontal particle velocity yields realistic predictions, especially in the near-bed 
zone. 

Horizontal velocities in the near-bed zone in (partially) breaking random waves 
have been simulated using a frequency-domain Boussinesq model. A fair predic- 
tion of the velocity variance was found. For the test with the longer wave period, 
the third order velocity moments are predicted well by the model. The shorter 
wave test however, shows an underestimation of the velocity moments due to an 
underestimation of the crest values of the highest waves. This was seen to be the 
result of an inaccurate representation of the phases of the higher harmonics. 
Further research is necessary to determine whether the discrepancies result from 
the water-depth restrictions of the Boussinesq equations or from additional 
assumptions made in the derivation of the evolution equations. Further, attention 
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should be paid to the inclusion of higher-order derivatives in the spectral evol- 
ution equations and the mean velocity in the velocity computation. 
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CHAPTER 10 

EFFECTS OF MODE TRUNCATION AND DISSIPATION ON 
PREDICTIONS OF HIGHER ORDER STATISTICS 

James M. Kaihatu and James T. Kirby, Member, ASCE 

Abstract 

We investigate the effects mode truncation and dissipation characteristics have on predictions 
of wave shape statistics such as skewness and asymmetry. We demonstrate the effect of mode 
truncation by calculating wave shape statistics for data from a laboratory experiment using an 
increasing number of frequency components each calculation. We find that the values of skewness 
and asymmetry converge to a maximum as more components are retained, with the maximum 
values attained when components out to the Nyquist frequency are kept. We run a lowest order 
Boussinesq shoaling model and a nonlinear dispersive shoaling model with the data, retaining 
more components with each simulation. Both models show the same convergence characteristics as 
the data as the number of retained frequency components increases. The lowest order Boussinesq 
model, despite its shallow water formalism, yields skewness and asymmetry values closer to those 
of the data than those of the dispersive model. This is likely due to the phase mismatches in the 
dispersive model, which become large in deep water and thus violate the slowly-varying amplitude 
assumption. We also investigate the effect of spectral dissipation on these predictions. We run the 
lowest order Boussinesq shoaling model with different proportions of frequency-dependent 
dissipation and calculate wave shape statistics. We find that the distribution must take into account 
some aspect of (ff variation in the dissipation for reliable wave shape statistics. 

Introduction 

The Boussinesq equations (Peregrine 1967) are robust predictors of weakly 
nonlinear wave propagation in shallow water. The "consistent" frequency domain 
Boussinesq model of Freilich and Guza (1984) has been used in a number of 
studies (e.g., Elgar and Guza 1985; Elgar et al. 1990) concerning nearshore wave 
propagation; they have shown that this model does predict shallow water wave 
spectra reliably provided that kh«0{\), where k is the wave number and h the 
water depth. 
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In recent years, however, frequency domain models with fewer restrictions on 
the value of kh have been developed (e.g., Madsen and Sorensen 1993; Agnon et 
al. 1993; Kaihatu and Kirby 1995). These models, because of their dispersive 
nature, can be applied in greater water depths (and take into account a greater 
frequency range) than the lower-order Boussinesq-type models. Application of 
these models to laboratory data have shown their utility. 

A different test of these frequency domain models would be to evaluate their 
ability to replicate surface shape characteristics. This involves evaluating 
quantities such as skewness and asymmetry. These higher order statistical 
quantities track the free surface characteristics of waves, and thus lend insight 
into the effect nonlinear energy exchange has on the evolution of the wave shape. 

Elgar et al. (1990) have investigated skewness and asymmetry predictions 
from the consistent model of Freilich and Guza (1984) and compared these 
quantities to field data taken at both Torrey Pines, CA and Santa Barbara, CA in 
1980. Because of the lowest order dispersion characteristics of the model, the 
simulations required an upper frequency cutoff that was based on the relative 
magnitude of the dispersion parameter kh. This upper frequency was established 
prior to simulation and analysis so that no nonlinear interaction with frequencies 
beyond the cutoff could occur. They found good data-model agreement for 
relatively narrow banded spectra, but somewhat poorer agreement for broad 
banded spectra. This is primarily due to the spectral energy content beyond the 
cutoff frequency for the broad spectra data. 

No corresponding studies have been undertaken for the more dispersive 
frequency domain models, particularly as applied to field measurements. The 
ability of these models to simulate processes at frequencies beyond the small kh 
limit is particularly germane to this problem. Bowen (1994) showed that the 
calculation of skewness and asymmetry varied significantly with the number of 
harmonics of the spectral peak retained. He used his laboratory data of shoaling 
irregular waves on a slope to calculate these quantities with varying numbers of 
harmonics of the spectral peak, and found that the values of skewness and 
asymmetry converged to a maximum as the number of components retained 
increased. The maximum values of skewness and asymmetry were reached when 
the upper limit cutoff frequency reached the Nyquist limit. Bowen (1994) also 
noted that the differences between the values of skewness and asymmetry as the 
number of components increased were most marked in the breaking zone. This 
would likely be due to the increased nonlinear shifting of energy to the higher 
frequency components. The dependence of skewness and asymmetry on the 
number of retained components was not evident in the work of Elgar et al. (1990) 
due to the dispersion-based upper frequency cutoff for both model and data. This 
upper frequency cutoff is not a function of kh in the more dispersive frequency 
domain models, so a different criteria needs to be applied to determine this cutoff. 
Kaihatu and Kirby (1995), for example, use percentage of total variance. Other 
concerns, such as upper frequency limitations on pressure to surface conversions 
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(required when deducing free surface fluctuations from pressure records), can also 
affect the choice of cutoff frequency. 

In this study we wish to investigate the effect the upper frequency cutoff has on 
simulating these higher order statistics. We will first investigate skewness and 
asymmetry values gleaned from experimental data. This will also lend insight into 
the sensitivity of these statistics to cutoff frequency. We will then run two 
shoaling models and determine the effect that retaining various numbers of 
components has on the reliability of predictions of skewness and asymmetry. We 
will find that the nature of the model has a strong effect on the predictions. 

Skewness and Asymmetry in the Wavefield 

As waves in the nearshore shoal, nonlinear effects become more important. 
The wave crests become sharper and the crests flatter. This is represented as an 
increase in skewness (asymmetry about a horizonal plane). As the waves begin to 
approach breaking, the front face of the wave becomes steeper. This is quantified 
as an increase in negative asymmetry (in this context, referring to asymmetry 
about a vertical plane). 

Skewness is defined as: 

\2 

and asymmetry as: 

skewness j- (1) 

(ff(i3)) 
asymmetry = — (2) 

W 2 

where the brackets denote a time average, T) is the free surface elevation and H is 
the Hilbert transform. 

We will be working with the Case 2 data of Mase and Kirby (1992); full details 
of the experimental setup can be found therein. The tank consisted of a constant 
depth section (/i=47cm) of 10m length, and a 1:20 slope. A Pierson-Moskowitz 
spectrum was input at the wave paddle. For Case 2, the value of kh at the spectral 
peak in the deep portion of the tank was 1.9, a severe test of the dispersive wave 
models. In this experiment, the sampling rate At = 0.05.S with the data divided 
into seven realizations at 2048 points each. The Nyquist frequency was 10Hz. The 
evolution characteristics of this data are shown in Figure 1. This figure shows the 
spectra at several gages taken out to the Nyquist frequency. It is apparent that the 
high frequency tail increases in energy, particularly in shallow water. 

We use (1) and (2) to calculate the higher order statistics from the data. For 
each calculation we retain in turn 300, 500, 700, 900, and 1024 frequency 
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components (1024 components takes the calculation to the Nyquist limit). Plots of 
Hmts (root-mean-square wave height), skewness and asymmetry appear in Figure 
2. There is not much difference between the measured H,• values for different 
numbers of retained components; this implies that iV=300 retains a significant 
percentage of the energy content in the spectrum. However, the skewness and 
asymmetry values clearly indicate that the number of retained frequency 
components has a profound effect on the calculation of high order statistics, with 
an increase in the number of components evidencing a convergence to a 
maximum value. The differences are most apparent in the nearshore, as 
nonlinearity becomes more prevalent in the wavefield. Additionally, the skewness 
measure for the JV-300 case is clearly less than those for more retained 
components even in the offshore area, an indication that this number of 
components is insufficient to describe the evolution of the shape of the wavefield. 
This is in spite of the fact that #=300 retains sufficient energy for Hrm, 
quantification. 

Shoaling Models 

Now that we have demonstrated the effect the number of retained components 
has on the evaluation of skewness and asymmetry, we now wish to determine how 
this affects our ability to accurately model these effects. This is more germane for 
the dispersive models, since the linear characteristics of the higher frequencies 
could be more accurately modeled 

The consistent model of Freilich and Guza (1984) is: 

h,         in3k3h2 3ink("-i N~n   *       \ Anx+-^\ ~ g—K +~^~[£Ai\-i +2 E ^ An+lJ = -a„An (3) 

where A is the complex amplitude, and N is the index of the highest frequency 
component considered. The right hand side is a dissipation term that removes 
energy from the spectrum in accordance with the probabilistic dissipation 
expression of Thornton and Guza (1983). The distribution of that dissipation over 
the frequency range is discussed in a later section. The second term in (3) is the 
Green's Law shoaling term. 

The nonlinear finite-depth shoaling model of Kaihatu and Kirby is: 

Anx + 2Cg
An + S0>nCgn 

YRAiAn_,eIB+2NlSA;An¥,etv = -anAn        (4) 

where ^? and S are interaction coefficients, and: 

© = jki+kn_l -kndx (5) 
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V = \kn+l-kl-kndx (6) 

are referred to as "phase mismatches" since they determine the relative amount of 
detuning away from resonance in x. They have the capacity to become quite large 
in deep water, thus causing the nonlinear term to oscillate. The expansion 
technique used to derive (4) assumes that the amplitudes are slowly varying in 
space, an assumption which may be violated in deep water. 

We use the shoaling models to determine the effect of the cutoff frequency on 
the simulation of these higher order statistics. Both models utilized error-checked 
variable stepsize ODE integration schemes; the consistent model used the 
Bulirsch-Stoer method with Richardson extrapolation, while the dispersive model 
used a fourth order Runge-Kutta scheme. We note that the consistent model of 
Freilich and Guza (1984) is formally invalid in this water depth. The lack of phase 
mismatch in the model is due to the nondispersive nature of the 

Figure 1. Evolution of spectra in experiment of Mase and Kirby (1992). Top 
figure: h=41cm (solid), h=25cm (dashed), h=l5cm (dotted), h=1.5cm (dash-dot), 
h~2.5cm (dash-x) 
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dot), #= 1024 (top solid). Top figure: Hms- Middle figure: skewness. Bottom 
figure: - asymmetry. 
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nonlinear terms; in shallow water k„ --nku where ki is the wavenumber associated 
with the lowest frequency (o i in the spectrum. This causes the phase mismatches 
to become zero. The dispersive models, with the finite phase mismatches, have 
linear characteristics that work well in deep water, but have nonlinear terms that 
may oscillate fast enough in deep water to cause difficulty in replicating the wave 
shape. The phase mismatches are a consequence of the somewhat misordered 
derivation of the dispersive models. 

We ran the two models with increasing numbers of components (N-300, 500, 
700, 900 and 1024) to simulate the experiment of Mase and Kirby (1992). Then 
we filter the data similarly, and calculate H„ns and third moments. The 
comparisons between the consistent model and the data are shown in Figure 3. We 
were able to simulate the spectrum out to the Nyquist frequency with this model; 
it is relatively expedient compared to the more computationally intensive 
dispersive model (4). Even so, the consistent model with JV=900 and AM024 
requires substantial computational resources. Most runs were performed on the 
US Army Waterways Experiment Station Cray YM-P. The iV=900 and AM 024 
runs, however, required a Cray batch queue with a very low assigned priority; thus 
these were done, one realization at a time, on a Silicon Graphics Indy. 

Figure 3 shows that the consistent model greatly overpredicts the Hms values 
of the data. This is not surprising, since the model is clearly outside its area of 
validity; Green's Law, the linear shoaling mechanism in the consistent model, 
overpredicts the shallow water spectral amplitudes when initialized in deep water. 
In addition, the model results for all simulations agree, which indicates that 
N=300 is sufficient for describing the energy level in the spectrum. The skewness 
and asymmetry values, on the other hand, agree reasonably well with the data. 
This seems inconsistent with the fact that the consistent model is far outside its 
range of validity. Additionally, the model results show the same tendency to 
converge to a maximum value as N increases as shown by the data. 

The dispersive model (4) required significantly more computational resources 
than the consistent model. This is primarily due to the phase mismatches of the 
dispersive model; their size in deep water causes difficulty in solving the sets of 
equations. Available computational resources only allowed the ^=300 and iV=500 
cases to be run with this model. 

Figure 4 shows the comparisons between the statistics from the experiment of 
Mase and Kirby (1992) and the dispersive model (4). The Hrms comparison is not 
unexpected, since the dispersive model does have the ability to reliably model 
spectral shoaling from deep to shallow water. The third moment comparisons, 
however, look worse than those of the consistent model. This is somewhat 
surprising, since the dispersive model has linear characteristics that can be applied 
to deeper water. However, the likely cause of these deleterious comparisons are 
the phase mismatches. We define a normalized phase mismatch: 
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M = 
*1 ~^N-1 ~^N\ 

(7) 

The magnitude of M when iV=1024 is 25 in the deep portion of the tank. This 
magnitude of mismatch can induce oscillations which have deleterious effects on 
the replication of the free surface. Thus, these phase mismatches serve to keep the 
wave from attaining a realistic form. This is not evident in spectra comparisons 
shown in studies of dispersive frequency domain models (e.g., Agnon et al. 1993; 
Kaihatu and Kirby 1995) since these effects are averaged. 

One feature that is apparent with both the consistent and dispersive model 
simulations is that the model results underpredict the skewness and asymmetry 
values seen in the data for each particular cutoff frequency; this is true even at the 
Nyquist frequency. One reason for this underprediction for A?<1024 is that all 
frequencies of the data have undergone nonlinear energy exchange with all others, 
while the model simulations are limited to those below the cutoff. 

Effect of Dissipation Mechanism on Statistics 

Both models have a dissipation mechanism that removes energy in the 
spectrum based on a probabilistic decay function developed by Thornton and 
Guza (1983). This dissipation mechanism is: 

r / '2 
Jn 

v J peak 
a, •n\ (8) 

where: 

an0 = Fp(x) 

«ni = (^W-«no) 
fpeak E1^!1 

v   £/„2iA,i2 

v n=i y 

(9) 

(10) 

where fpeak is the peak frequency of the spectrum, /„ is the n'h frequency, F is a 
weighting factor, and/J(jc) is the simple dissipation model of Thornton and Guza: 
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Figure 3. Comparison of modeled statistics to data of Mase and Kirby (1992) 
using the consistent model of Freilich and Guza (1984). In each figure: AT-300 
(bottom solid line is data, bottom "x" is model), JV=500 (dashed line is data, "o" is 
model), JV-700 (dotted line is data, "*" is model), #=900 (dash-dot line is data, 
"+" is model), AM 024 (top solid line is data, top "x" is model). Top figure: H•. 
Middle figure: skewness. Bottom figure: -asymmetry. 
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Figure 4. Comparison of modeled statistics to data of Mase and Kirby (1992) 
using the dispersive model of Kaihatu and Kirby (1995). In each figure: N=300 
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3VJrB3^f, 5 
rms P(x)= "'T (ID 

where B and y are free parameters set to 1.0 and 0.6, respectively. The mean 

frequency / is taken to be the peak frequency. These values are close to those 
found by Thornton and Guza (1983). The proper value of F is a matter of some 
discussion; this weighing factor determines the dependence of the dissipation on 
frequency. Setting F-1.0 causes the dissipation to be equal across all frequencies, 
while setting F=0 weights the dissipation proportionally to (ff. Physical 
arguments for the proper value of F are presented elsewhere (Eldeberky and 
Battjes 1996; Kirby and Kaihatu 1996) and thus will not be presented here. The 
primary intent in this section is to discern the effect the particular value of F has 
on higher order statistics. 

Realizing that we will not obtain accurate predictions of these quantities (for 
the reasons described earlier), we instead look for the effect various values of F 
have on the trends of the skewness and asymmetry values as waves propagate into 
shallow water. We ran both the consistent model of Freilich and Guza (1984) for 
various values of F, using N-300. Figure 5 shows skewness and asymmetry 
results for the consistent model with F=0„ 0.25, 0.5, 0.75, and 1.0. The skewness 
results indicate that F-0.75 follows the trend of the data best, while the 
asymmetry results show that F=0.5 is most representative. However, what is more 
instructive are the comparisons between the simulations. The skewness values for 
F=0, F=0.25 and F-0.5 show a decrease at the last three gages. These values of F 
weight the dissipation higher towards higher frequencies, thus suppressing the 
nonlinear energy transfer to higher frequencies. The converse trend is evident in 
the asymmetry predictions. The F-0 has the most negative asymmetry for water 
depths up to 1.5cm, at which point the negative asymmetry unexpectedly 
decreases in the inner surfzone. The fact that the F=0 curve exhibits the most 
negative asymmetry until its sudden downturn is indicative of the sawtooth shape 
of the breaking waves, which are in line with an (ff distribution of dissipation. 
Kirby and Kaihatu (1996) discuss the physical basis behind this supposition. As 
mentioned before, the F=0.5 best matches the trend of the data for the entire range 
of water depths. The fact that the F-1.0 curves are not the best representations of 
the skewness and asymmetry trends indicates that some weighting of the 
dissipation toward higher frequencies is required to simulate this reliably, contrary 
to Eldeberky and Battjes (1996), who indicate that no such weighting need take 
place. In fact, it may be that if all components of the spectrum out to the Nyquist 
frequency were retained we can rely solely on the (ff representation of the 
dissipation distribution, and that retention of an0 in (8) is an artifact of the 
truncation of the spectrum below the Nyquist frequency. Additionally, the sudden 
downturn of both skewness and asymmetry from the model results in the inner 
surf zone may also be an artifact of the mode truncation; Kirby and Kaihatu 
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(1996) show a comparison of third moments between the Case 2 data of Mase and 
Kirby (1992) and the time-domain extended Boussinesq code of Wei et al. (1995). 
This comparison, which utilized the entire unfiltered data set in the model 
simulation, showed that the time-domain model can reliably replicate third 
moment statistics. 

Conclusions 

We used the data of Mase and Kirby (1992) and two nonlinear shoaling models 
to investigate the effect mode truncation and dissipation mechanisms have on the 
prediction of third order statistics. We found that the number of components used 
in the calculation has a strong effect on the skewness and asymmetry values; this 
was true for both the data and the model simulations. The consistent model of 
Freilich and Guza (1984), though formally invalid for the peak kh values of the 
experiment, actually modeled the third order moments better than the dispersive 
model of Kaihatu and Kirby (1995). This is due to the phase mismatches in the 
dispersive model; their size in deep water causes the nonlinear term to oscillate 
considerably, keeping the wave from attaining a realistic form. We also looked at 
the effect different weightings of frequency dependent dissipation mechanisms 
have on the predictions of these statistics, and found that these mechanisms must 
contain some frequency dependence to model skewness and asymmetry 
realistically. This is contrary to Eldeberky and Battjes (1996), who maintained that 
a constant distribution of dissipation over frequency is optimum. Further work in 
this area will focus on continued development of the dissipation models. 
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Figure 5. Skewness and asymmetry comparisons between the consistent model of 
Freilich and Guza (1984) and Case 2 data of Mase and Kirby (1992) for different 
values of F. In each figure: data (*); F-0 (solid); F=0.25 (dashed); F=0.5 
(dotted); F-0.75 (dash-dot), F=1.0 (dash-x). Top figure: skewness. Bottom figure: 
- asymmetry. 



CHAPTER 11 

FIELD OBSERVATION OF MOVEMENT OF SAND BODY DUE TO WAVES AND 
VERIFICATION OF ITS MECHANISM BY NUMERICAL MODEL 

Uda.Takaaki 1 .Yoshimichi Yamamoto 2,Naoki Itabashi 2 and Kosuke Yamaji 2 

ABSTRACT 

Bottom sounding data collected from 1983 to 1993 on the Shizuoka coast 
were analyzed. The results reveal the existence of a sand body moving 
downcoast at a velocity of about 233m/yr. It is the first time that this kind of 
phenomenon was observed in the quantitative sense including the spatial and 
temporal changes in longitudinal profile of the beaches, and this propagation 
mode is a very interesting phenomenon. In this study, sand movement 
shoreward and offshoreward of the detached breakwaters is modeled, and a 
model to predict successive contour line changes is developed, taking into 
account of time lag caused by the obstruction effect of longshore sand 
transport due to the detached breakwater. The new phenomenon observed on 
the Shizuoka coast is well explained by the present model. The propagation 
velocity of the sand body reproduced by this model is 230m/yr and it is 
well in agreement with the field observation value. 

I . INTRODUCTION 

Recently, beach erosion has proceeded at many coasts in Japan. 
According to the analysis of beach erosion, many of the beach deformations 
are caused by the imbalance of the longshore sand transport by the 
obstruction of continuous longshore sand transport due to breakwater, etc., 
decrease in sediment supply from rivers/sea cliffs, or change in wave field 
due to the construction of a large-scale harbor breakwater. In all these cases, 
the basic principle itself of beach deformation is already; known, but there still 
remain many unknown points regarding the quantitative evaluation of the 
longshore sand transport and an external force of the topographic change, 
especially the research is insufficient on the change in mechanism of the 
longshore sand transport associated with the installation of shore protection 
facilities against erosion such as detached breakwater and headland. This 
leads to the decreased accuracy in predicting the beach deformation when 
countermeasures against erosion are taken, and in order to enhance the 
accuracy of the prediction, this kind of problem must be clarified. 

Of the beach deformations due to the above three factors, this study 
~T)    Dr. Eng., Research Coordinator for Hydraulic Structures, Public Works Research Inst., Ministry 

of Const., Asahi 1,Tsukuba,lbaraki Pref. 305, Japan. (FAX.-^1- 298-64-1168). 
2)   Coastal Engineering Department, INA Corporation, Sekiguchi 1-44-10, Bunkyo-ku, Tokyo 

112,Japan. (FAX.+6 1-3-3268-8256). 
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focuses on the beach deformation due to a sharp decrease in sediment 
discharge from a river and the Shizuoka coast facing Suruga Bay is 
selected as the case study area. Through the analysis recent recovery 
process of the sandy beach due to the increase of the sediment discharge 
is discussed. As for beach deformation of the Shizuoka coast, Uda et 
al.(1994) found out that the sediment supplied from the Abe River was 
moved downdriftward by the longshore sand transport while forming a 
large mass of sediment (hereinafter called sand body) along the coastline. 
Tsuchiya(1995) also discussed erosional waves on the Shizuoka coast on 
the basis of the field data of Toyoshima et al.(1981). As for the shoreline 
change, this phenomenon is classified into the longshore sand waves 
recently discussed by Thevenot-Kraus(1995)or can be classified as a type 
of phenomenon in which the wave-like shoreline propagates alongshore 
while keeping its form. In addition, there are various names for the 
longshore sand waves. Sonu(1968) calls them cusp-type sand waves, 
Bruun(1954) and Grove et al.(1987) migrating sand humps, lnman(1987) 
accretion and erosion waves, and Verhagen(1989)simply sand waves. Of 
these studies, especially the accretion and erosion waves by 
lnman(1987)are produced when a coastal structure such as a groin is 
installed or the sediment supply from a river or the source of littoral drift, 
is sharply increased due to flood, and they propagate along the coastline 
while being accompanied by weak diffusion. 

On the Shizuoka coast, the erosion waves were produced from the 
beginning of the 1970s to around 1983 before the movement of the sand 
body, and propagated alongshore, and this is completely the same 
phenomenon as the erosion waves mentioned by lnman(1987). On the 
Shizuoka coast, seawalls, many wave dissipating armour units and 
detached breakwaters were installed on the eroded beach after the 
erosion waves were gone, and the foreshore was almost completely lost. 
Subsequently, the movement of the sand body started. Such a 
characteristic change has shown that the sediment was accumulated only 
when the leading portion of the sand body arrived. In all the past studies, 
the sand waves propagated alongshore on the coast with a continuous 
sandy beach. And in this respect, the longshore sand waves subject to 
this study are remarkably different from others. In this study, a soliton, 
instead of many waves, propagated alongshore while being accompanied 
by weak diffusion, and so this may be called by the movement of a sand 
body different from other types and its occurrence mechanism will be 
discussed. 

As to the theoretical study on the longshore sand waves, Thevenot* 
Kraus(1995) numerically solved a diffusion equation including the 
advection term on the shoreline change, and they well explain the 
propagation of the longshore sand waves on Southampton Beach, New 
York, U.S.A. But their study is on the predictive model of shoreline change 
and has not reached the level of predicting the three-dimensional beach 
deformation. On the Shizuoka coast a number of detached breakwaters 
have been installed, and they are considered to be closely related to the 
movement of the sand body, which suggests the necessity of modeling of 
the obstruction effect of littoral transport by the detached breakwaters. 
For this reason, in this study, contour line change model which can predict 
three-dimensional topographic changes by assuming the depth 
distribution of the longshore sand transport rate, is applied to the 
Shizuoka coast to clarify the movement of the sand body. 
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II . OBSERVATION OF MOVEMENT OF SAND BODY ON SHIZUOKA COAST 

(1) General 

The Shizuoka coast is located on the west shore of Suruga Bay and is 
a sandy beach extending 7.8km northeastward from the Abe river mouth, 
as shown in Fig. 1, Fig.2 shows the sea bottom contours off the Shizuoka 
and Shimizu coasts. On the Shizuoka coast as well as the Shimizu coast, 
it is very steep as 1/10 near the shoreline. In the offshore zone ranging 
from 10m to 30m depth, a continental shelf of mild slope of 1/150 spreads, 
but the bottom slope at the tip of the Mihono-matsubara sand spit is steep 
at about 1/5. 

During the Jomon Transgression of the sea level, it is considered that 
hill side of Mt. Kuno was eroded to supply sediment toward the Mihono- 
matsubara sand spit, but at the present sea level, the only supply source 
of sediment to the sand spit is the Abe River. In the Abe River, the river 
bed excavation was carried out extensively before 1967, causing sharp 
decrease of the sediment discharge of this river and then serious beach 
erosion was triggered from near the river mouth and spread out 
northeastward. Presently, the most severely eroded portion of the beach 
is approaching the tip of the Mihono-matsubara sand spit. Much sediment 
supplied from the Shimizu coast is transported from the northeast end of 
the Mihono-matsubara sand spit into submarine canyons. 

The study area ranges from No. 0, 7.8km away northeastward from the 
Abe River mouth, to No. 78 of the Abe river mouth, as shown in Fig. 2. The 
interval of the measuring line is 100m. On the Shizuoka coast, bottom 
soundings have been done along these measuring lines once a year. 
According to the sampling test of bottom materials conducted at 9 points 
in 1km intervals alongshore from the Abe River mouth on February 20, 
1989, the median diameter of the beach materials near the shoreline of the 
Shizuoka coast is around 7.5mm 
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Fig.1 Location of Shizuoka coast in Suruga Bay. coasts and alignment of measuring lines. 
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(2) Change in Shoreline Position and Longitudinal Profile on Shizuoka coast 

On the basis of the bottom 
sounding   data,   the  change  in 
shoreline position  by  selecting 
1989 as the reference year, is 
shown in Fig. 3. In the figure, No. 
78 is located next to the left bank 50m[^ 
of the Abe River mouth, and the 
origin of the longshore distance   -g- 
is set at 7.8km east-northeast   g" 
from the river mouth. On the top   :•§ 
of    the     figure,     approximate   g. 
locations     of    various     shore   g 
protection   facilities   (detached   i§ 
breakwater, seawall, groin, wave   S 
dissipating   armour   units    and   • 
jetty) are shown. a, 

The      main      change      in   §" 
shoreline position started  near   g 
the Abe River mouth, the source 
of   the    littoral    drift    on    the 
Shizuoka coast. In the beginning, Longshore distance(km) AdX^ 
the erosion concentrated on the        No,r^ir^^T^'rm5r^5^Wl& 

Hama Rlvlr as ttMK. Eft   Fig.3 Change in shoreline position on Shizuoka coast 
after 1990, the erosion  spread Creference year: 1983) 
fast northward of the jetty of the Hama River. Simultaneously with the 
northward spread of the accretion area, the shoreline retreated fast in the 
areas (e.g. section between No. 66 and No. 70 in 1987) where the 
shoreline had been remarkably advancing in the beginning, and as a 
whole, the aggregate of sediment (sand body) moved northward with mild 
deformation. In 1993, north of No. 38 where the leading edge of the sand 
body seems to have arrived, the shoreline hardly moved in comparison 
with the southern side, indicating that the beach was completely eroded 
and there is no sediment to move because the area is totally covered with 
seawalls and wave-dissipating armour units and no foreshore exists. From 
Fig. 3, the propagation velocity of the leading edge of the sand body 
between 1984 and 1993 is calculated to be 233m/yr. 

The profile change of the beach associated with this sand body 
movement is investigated in two sections : No. 67 between breakwaters in 
the area where the shoreline greatly advanced until 1988 but retreated 
subsequently, No. 62 without breakwaters. 

Fig. 4 shows the profile change of No. 67. Until 1988, the accretion 
took place in the area shallower than -4m, but subsequently the accretion 
occurred in a wide area shallower than 7m depth. Taking into account of 
the fact that the breakwaters were installed at a depth of 3m in this area, 
it is found that the accretion occurred shoreward of the breakwaters until 
1988, but after that the area was filled with sand, littoral drift started to 
pass through the offshore side of the breakwaters, causing the accretion 
in that area. In the period between 1983 and 1993, remarkable profile 
changes were seen mostly in the area shallower than -7m. 

As to the profile change of No. 62 shown in Fig. 5, much sediment 
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accumulated in the area shallower than -4m until 1989, but subsequently 
an erosion occurred. In this profile, too, the topographic changes were 
seen mostly in the area shallower than -7m, but the bottom fluctuation 
between -5m and -7m was small in contrast to the remarkable bottom 
changes between -5m and -7m at No. 67 located between breakwaters. 
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Fig.4 Change in longitudinal profile along 

measuring line No. 67 on Shizuoka coast. 
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Fig.5 Change in longitudinal profile along 

measuring line No. 62 on Shizuoka coast. 

(3) Littoral Drift and Propagation Velocity of Center of Gravity of Sand Body 

As to beach deformation of the Shizuoka coast, it was found that the 
sea bottom slope greatly changed with the accretion of sediment. As an 
index of the change in cross-sectional area, the change in cross-sectional 
area of the beach between +5m and -3m equivalent to the water depth at 
the shore end of the detached breakwaters, and between +5m and -7m 
equivalent to the critical depth for sand movement were determined and 
their spatial and temporal changes were investigated. 

The sand volume shallower than -7m was increasing with the elapse of 
years, but the longshore stretch where the remarkable volume change was 
observed was limited in each year. Therefore, the region shown in Table 1 
was selected in each year, and the volume change was calculated and the 
time change in sand volume together with the change in the foreshore 
area is shown in Fig. 6. From this, it is realized that on the average from 
1983 to 1993, the total sand volume increased at the rate of 10 X 104m3/yr, 
though   some   fluctuation   existed.   In   this   area,   as   a   whole,   the 



142 COASTAL ENGINEERING 1996 

Table 11ntegration region of sand volume and location of 
center of gravity of sand body. 

Measured year Integration region 
Longshore distance of 

accretion zone(m) 
Longshore d i stance (in) of 

center of gravity from No.78 

1984 No. 60~No. 78 1.800 471 

1985 No. 60~No. 78 1,800 508 

1986 No.55~No.76' 2.100 997 

1987 No. 55~No. 76 2.100 1.247 

1988 No. 55~No. 75 2.000 1.376 

1989 No.46~No.72 2.600 1,586 

1990 No. 46~No. 72 2.600 1,773 

1991 No. 38~No. 72 3.400 2.078 

1992 No. 39~No. 72 3,300 2,263 

1993 No. 38~No. 78 4.000 2,373 
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northeastward 
littoral    drift   is 
dominant,      and 
the only 
sediment supply 
source is the Abe 
River.    On    the 
northeast side of 
the   tip    of   the 
sand body, 
seawalls       and 
wave-dissipating 
armour        units 
have been installed, and no beach 
deformation has been observed, and „ 
in   fact,   the   littoral   drift   rate   is 5 
considered   as   0.   Therefore,   the ^ 
increase   rate   of   the   total   sand°. 
volume shown in Fig. 6 should be ^ 
equal to the littoral transport rate S" 
supplied to this area from the Abe « 
River mouth. Uda*Yamamoto(1994) s. 
estimated, on the basis of the time ° 
change in  beach topography, that 2 
the  littoral  transport  rate  on  the °- 
Shimizu   coast   was   about   13 X 
104m3/yr. Before the Shizuoka and 
Shimizu coasts were eroded, almost 
the same littoral transport rate was FiQ-6 Time change in sand volume and foreshore 
considered to exist over the entire area of the beach (reference year: 1983) 
area,   and   therefore   the   littoral 
transport rate in this area is also o    ' 
assumed to be about 13X I04m3/yr. ^ 
The littoral transport rate after 1983 £ 
is about 77%  in comparison with S 
this. "S 

The foreshore area and total » 
sand volume in the zone higher than 5 
Om and shallower than -3m shown in » 
Fig. 6 increased until 1989, but ^ 
thereafter they remained almost at " 
certain values, implying that -§ 
although the accretion seems to » 
have stopped in view of the change -1 

in sand volume shoreward of the year 

detached breakwaters, actually the    Fig.7 Movement of center of gravity of sand body. 
accretion continues in the offshore zone. 

Fig. 7 shows the time change of the longshore distance from No.78 of 
the center of gravity of the accretion area. In all cases except the period 
of 1983-1984, the center of gravity of the sand body moved monotonously 
northward and the average propagation velocity of the center of gravity is 
235m/yr. The fact that the propagation velocity of the center of gravity is 
identical in all three types of integration regions means that almost the 
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same propagation velocity of the center of gravity existed at any place. 
While the sand volume of the beach shoreward of the detached 
breakwaters saturated in 1989, the center of gravity moved with keeping 
almost the same velocity. This means that although the sand volume 
shoreward of the detached breakwaters does not change, it, as a whole, is 
also moving at the same velocity. Uda'Yamamoto(1994) estimated from 
the shoreline changes that the phase velocity of the erosion wave before 
the construction of the detached breakwaters was 0.5 to 0.8km/yr. In 
comparison with this value, it is realized that the propagation velocity was 
reduced to 0.47-0.29 times due to the installation of the detached 
breakwaters. 

III. REPRODUCTION OF PROPAGATION PHENOMENON OF SAND BODY BY 
CONTOUR LINE CHANGE MODEL 

(1) Contour Line Change(CLC) Model 

Uda-Kawano(1996) developed a model which can predict the spatial 
and temporal changes of the contour line by assuming depth change in 
littoral transport rate. This model is designed for a coast with a steep 
slope near the shoreline and without the existence of bar/trough 
topography and it can model the effects of coastal structures such as 
groin, seawall and breakwaters. But in the former study it was difficult to 
model the permeable detached breakwaters installed in the breaker zone. 
For this reason, here modeling of the permeable breakwaters is carried 
out. 

The Shizuoka coast has a steep slope near the shoreline and has no 
bar/trough, suggesting that the beach deformation is caused only by the 
action of the littoral transport even around the breakwaters. From this, the 
CLC model to predict the topographic changes due to the littoral transport 
may be applicable for reproducing the propagation phenomenon of the 
sand body. With the CLC model, it is possible to predict the three- 
dimensional topographic changes including the profile changes of the 
beach by assuming the depth change in littoral transport rate. 

The fundamental equations of the model is shown below. If the breaker 
angle of waves is assumed to be sufficiently small using the Savage 
formula, Eq.(1) stands. 

Q = F0(tan a   0-   £p_) (1) 
ox 

Where Q: littoral transport rate, F0: a coefficient of littoral transport rate 
dependent on wave energy flux, a„: breaker angle, x: longshore distance, 
and ys: shoreline position measured normal to x axis. Eq.(1) is 
established under the assumption that the beach profile makes parallel 
movement in time and space. 

Now a region is divided by n contour lines, and the littoral transport 
rate at each water depth corresponding to k-\ ... n is set to be qk and if a 
similar relationship is assumed to be satisfied between the contour line 
position yk and qk in analogy with Eq. (1), the following equation is 
obtained. 

?* = *o* (tan a 0 - -^—) (2) 

Where Fok = F„.juk, £>/* = 1. Eq. (2) assumes that the littoral transport 
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rate in each layer is governed by the relationship between each contour 
line and incident wave direction at breaking point. In the CLC model, 
therefore, the contour lines do not need to make parallel movement like 
the shoreline change model, and this makes it possible for the littoral 
transport to pass the offshore zone of the detached breakwaters. This is 
because even if the shoreline is perpendicular to the direction of the 
breaking waves, they are obliquely incident to the offshore contour lines, 
which makes it possible for the littoral transport to move. From the above, 
the littoral transport rate in the shoreline change model and the littoral 
transport obtained by integrating littoral transport rate in each layer in the 
CLC model are not equal except in the case of parallel contour lines. 

juk is a coefficient to give the littoral transport rate for each water 
depth and is calculated using Eg. (3) by giving the depth change of the 
littoral transport rate. 

Mk = IT" %(z)dz 11-1 Z(z)dz     (3) 
where z is the vertical distance with reference to the still water level as 
the reference, hr wave run-up height and hc critical depth for sand 
movement. The continuity equation of the littoral transport is given as 
follows : 

dx dt (*> 
where hk (k = 1 .. n) is the characteristic height of beach changes as given 
byEq.(5) 

hk =Zk -Zk_x (5) 

If the functional form of £(z) is given, juk is calculated by Eq. (3), and so 
the contour line change for each depth is calculated by simultaneously 
solving Eqs.(2) and (4). The depth change in littoral transport rate may be 
assumed to have such a distribution that it varies between the wave run- 
up height(/zr) and critical depth for sand movement^), so as to satisfy 
empirically the field and experimental data. 

Z'=Z/Hb ,        h'c=hcIHb (6) 

When    -hc ^  z  ^   hr 

Z(Zy = 2/ht
t
3(ht

c/2-Z'){Z*+h,
e)

2 (7) 

When    z < -hc    and    z > hr 

£(Z*) = 0 (8) 

In this model stabilization mechanism of beach profile is taken into 
account as described in detail in Uda-Kawano(1996). If the bottom slope 
between contours exceeds a critical slope on the foreshore the sea bottom, 
the local slope is reset by the critical slope and the position of the contour 
lines is adjusted so as to satisfy the eroded and accreted areas in the 
profile are equivalent. 
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In the calculation it is necessary to determine the wave height and 
breaker angle. There are various methods for predicting wave field. Here 
the numerical calculation method of the energy balance equation by 
Karlsson(1969) is used, including the refraction, shoaling and diffraction 
effects for irregular waves. Wave dissipation effect is calculated using the 
method of Takayama et al.(1991) and wave breaking was evaluated by 
Goda's breaker index. Since this study deals with the permeable detached 
breakwater, wave energy transport is set to be proportional to the square 
of the wave transmission coefficient of the detached breakwater. 

(2) Modeling of Detached Breakwater 

Without detached breakwaters, the depth change in littoral transport 
rate is given by Eqs.(7) and (8). Even when there are detached 
breakwaters, these equations are applicable if the breaking point is 
located shoreward of the detached breakwaters, but the dominant sand 
movement zone is narrowed because the breaker height is decreased. If, 
on the other hand, the breaking point is off the detached breakwaters, 
further modeling is required. This is because under such a condition that 
the breaking point moves off the detached breakwaters, and the cuspate 
spit has been already developed behind the detached breakwaters. Since 
the detached breakwaters are permeable, the cuspate spit does not 
become the tombolo to completely reach the detached breakwaters, 
leaving seawater surface between the cuspate spit and the detached 
breakwaters. In this case, the cuspate spit, like the groin, obstructs the 
longshore sand movement, but sand can still pass in the gap between the 
cuspate spit and detached breakwaters. 

Now, the depth change in littoral transport off the detached 
breakwaters is calculated by Eqs.(7) and (8) using the breaker height in 
the offshore zone, and the distribution of littoral transport rate shoreward 
of the detached breakwaters is calculated by multiplying the littoral 
transport rate given by these equations by the obstruction rate [s) of the 
littoral transport. Since it may be considered that the obstruction rate of 
the littoral transport is proportional to the cross-sectional shape of the 
cuspate spit, the following expression is assumed. 

s   =   1.0 -  ( -)"    (9) 
J'rfO 

Where the offshore distance 
from the seawall to the detached 
breakwaters \sydo and the distance 
from the seawall to each contour 
line (including the contour lines of 
the land portion) isy; (see Fig. 8). 

If the obstruction rate {e} of the 
littoral transport is equal to 1.0, the 
littoral transport rate passing 
behind the detached breakwaters is 
0, equivalent to that of the 
impermeable groin. At e- 0.0, the 
littoral transport rate passing 
behind the detached breakwaters is 
completely the same as that of the 
natural sandy beach. 

Fig.8 Definition of obstruction rate of littoral 
transport due to detached breakwater. 
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detached breakwater 
(depth in meter] 

n H]'£JTd d"T3T£lJ UJ~E 

3= o 
Longshore distance [km] 

Fig.9 Model beach for movement of sand body. 

(3) Application of Model 

In      Fig.      3,      the_ 
extension   of   the   area|[ 
where   the   remarkable o>300 

movement  of  the   sand§200 
body   was   observed   is to 
about 4km from the Abe "S 10° 
River mouth. As shown in § 
Fig.   2,   the   Abe   River 
mouth   forms    a    river- 
mouth     delta    with     a 
considerably    protruded 
shoreline,   and   in   this 
area   the   movement   of 
the sand body is not clear, whereas in the area with almost parallel 
contour lines on the northeast side of the mouth, remarkable movement is 
observed. From this reason, the parallel contour lines are simply assumed 
in this study. But the existence of the detached breakwaters is important 
for investigating the movement of the sand body, and so due attention 
must be paid to the modeling of the detached breakwaters. Fig. 9 shows 
the contour of initial topography. The slope near the shoreline is steep 
and the offshore is a flat bottom. Along this coastline, seawall and 
wave-dissipating armour units have been installed and the contour line 
cannot retreat from the initial position, and therefore the contour line 
shape given by the initial topography is regarded as the retreat limit. The 
validity of this assumption will be realized from the fact that in the profile 
change along the measuring line No. 62 as shown in Fig. 5, the shoreline 
advanced, but was again eroded and returned to the original concave 
profile vertically upward. In Fig. 9, 28 detached breakwaters of 80m long 
are installed at intervals of 40m. Actually the detached breakwaters on the 
Shizuoka coast have been installed over years, but here the detached 
breakwaters are installed at the same time to simplify the calculation. 

For the numerical calculation, the finite difference method is used, 
and the area shown in Fig. 9 is meshed at intervals of 10m. The wave 
transmission coefficient of the detached breakwaters is set at 0.4. 

As to the wave conditions, from the observation results of 1976 to 
1991 at the Irozaki Observatory of the Meteorological Agency, 3.0m 
significant wave with the occurrence rate of 2% is selected as the high 
wave to give a dominant effect on the topographic change, and the period 
is set at 9s from the correlation of the wave height/period based on the 
same observation results. In the calculation, the continuous period of the 
above mentioned high wave is set at 27 days per year so that the incident 
energy of the waves per year is approximately equal to the measured 
value. As to the wave direction, SSE is set based on the predominant wave 
direction observed at the Mochimune Fishery Harbor located 2.5km 
southwest of the Abe River mouth. The time step for the topographic 
change calculation is 10min. As the topography changes, the wave field 
also changes. The repetitive time interval must be set in consideration of 
the situation of the topographic change. Here the calculation aims at the 
prediction of the long-term and relatively mild topographic changes, and 
so the repetitive time was set at 3 days, sufficiently shorter than the 
annual order (27 days). 
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DATE Daily average of flood 
discharge [in Is] 

Maximum flood 
discharge [in ls\ 

Aug. 2,1982 1,129 

Aug. 3,1982 1,466 . 3,857 

Sep.12,1982 1,723 

Aug. 2,1983 1,731 2,981 

July. 2,1985 1,523 

Aug.10,1990 1,005 

Sep. 2,1991 1,396 2,511 

In   the   calculation,   hc   and   hr Table 2 Flood discharge of Abe River, 

were set to be 4.0m and 7.0m, 
and the contour line deformation 
is predicted at intervals of 1m. 

The boundary condition of 
sediment supply greatly depends 
on the flood. Due to the flood 
records since 1980 at a location 
4.7km upstream from the river 
mouth, floods of 1000m3/s or 
larger in daily average of flood 
discharge occurred seven times 
between 1980 and 1993 as 
shown in Table 2, and especially 
on September 12, 1982, the flood of the largest discharge 3857m3/s 
occurred, but thereafter large-scale floods hardly occurred. From this, as 
a boundary condition, the constant sand supply of 10 x 104m3/yr was given 
as the total littoral transport from %=4.0km and distributed to the littoral 
transport rate for each contour line by Eq.(7). On the other hand, the 
x=0.0km was set as the passing boundary. 

In Case 1, the power n (n = 1.0) of Eq.(9) is assumed as the obstruction 
rate of the littoral transport behind the detached breakwaters. In this case, 
the propagation velocity of the sand body becomes excessive in 
comparison with the measured value, and in Case 2, the power n = 1.6 was 
used. 

In the calculation of the topographic changes around the detached 
breakwaters using the present model under the above mentioned 
conditions, the contour lines around the detached breakwaters tend to 
locally protrude with the elapse of time, and there are some cases in which 
the condition that the breaker angle of waves is sufficiently small is not 
satisfied even after the wave refraction. In such a case, in order to 
enhance the stability of the calculation, even if the reproduction of the 
local shape of the leading edge of the sand body is somewhat sacrificed, 
the upper limit is set to be 30° for the angle [9) between the contour line 
and the wave crest line at the breaking point. 

(4) Results of the Calculation 

First the topographic change in Case 1 is shown in Fig. 10. Sand is 
supplied from JC=4.0km and from there sand passes through a group of the 
detached breakwaters located on the downcoast. Sand clearly moves as 
the sand body downdriftward, and sand supplied from the river mouth does 
not show rapid diffusion pattern. Although the mechanism of the sand 
transport is due to the littoral transport associated with wave breaking, 
the diffusion of sand is surpressed because of the existence of the 
detached breakwaters and instead of this, the sand body movement is 
observed. In this case, the propagation velocity of the leading edge of the 
sand body is 360m/yr, 56% higher than observed 233m/yr. 

It is considered as the cause that the obstruction rate of the littoral 
transport behind the detached breakwaters is too small(that is, the 
passing rate of littoral transport is excessive), and in Case 2, therefore, 
the obstruction rate of the littoral transport behind the detached 
breakwaters was increased by setting the power n in Eq.(9) as n = 1.6. The 
results are shown in Fig. 11. The beach changes are similar to those of 



148 COASTAL ENGINEERING 1996 
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Fig.10 Predicted beach changes (case ©) .     Fig. 11 Predicted beach changes (case @) 
_ .       .     ,     ,, ,. Offshore distance [m] 
Case   1,   but   the   propagation 0   50  100  ,50  2W • MO.. 
velocity of the leading edge of the 
sand    body    is    230m/yr,     in 
agreement with  the  233m/yr of 
the  observed  result.   Since the 
obstruction   rate   of  the   littoral 
transport    shoreward     of    the 
detached breakwaters increased, 
+2m      contour      line      futher 
advanced. 

In the topographic changes 
shown in Figs. 10 and 11, the 
profile changes on the updrift 
side of the littoral transport 
monotonously with time, and 
therefore it is sufficient to show 
the profile change at one section. 
Fig. 12 shows the profile changes 
of the   section   passing   at  the 
center      of      the       detached „„„.,.   JL    u    ,-,   u 
breakwaters shown by A-A' in Fig. 11.     Fig.12 Predicted beach profile changes 

It is clearly understood that in the beginning accretion concentrated 
shoreward of the detached breakwaters, and when the accretion in the 
zone between the detached breakwater and the seawall becomes full, the 
accretion advances off the detached breakwaters. As shown in the beach 
profile after 770 days, the cuspate spit is sufficiently developed, but even 
in this stage, the littoral drift pass over the foreshore behind the detached 
breakwaters. The accretion off the detached breakwaters well 
corresponds to the observed results on the Shizuoka coast shown in Figs. 
4 and 5. 
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IV. DISCUSSION 

In this study, the propagation phenomenon of the sand body was 
discovered through the analysis of the field data of the Shizuoka coast 
and investigated its occurrence mechanism by means of the CLC model. 
Occurrence of the sand body can be summarized as follows. First, the 
littoral transport sand is supplied from the updrift side of the coast 
provided with detached breakwaters, and when it passes through a group 
of the detached breakwaters, sand accumulates behind each detached 
breakwater. When the sand volume accumulated behind the detached 
breakwater becomes sufficiently large, the sand passes off the detached 
breakwaters and moves downdriftward, and in the meantime, time lag 
occurs. As a result, when many detached breakwaters are installed, the 
propagation phenomenon such as the sand body occurs and looks as if the 
solitary wave propagates. In comparison with the already clarified 
propagation velocity of the erosion wave in the eroded area on the 
Shizuoka coast, the propagation velocity of the sand body is smaller(0.47 
to 0.29 times), and this means that the detached breakwaters obstruct it. 
Presently, the Shimizu coast located northeast of the Shizuoka coast is 
exposed to severe erosion, but since the velocity of the movement of the 
sand supplied from the Abe River mouth to the Shimizu coast is greatly 
reduced, it will take about 30 years for the sand body to move 8.2km from 
the leading edge of the sand body of the Shizuoka coast to the remarkably 
eroded point of Shimizu coast (where detached breakwaters are installed 
as in the case of the Shizuoka coast). This indicates that the 
countermeasures against erosion on the Shimizu coast must be 
considered without expecting the sand supply from the upcoast over about 
30 years in the future. During this period the sand supply it is required will 
be minimal, and so to carry out beach nourishment until the sediment 
reaches the Shimizu coast in order to maintain the sandy beach. 

IV. CONCLUSIONS 

The main conclusions of this study is summarized as follows. 
(l)Observing the beach deformation in the period of 1983 to 1993 on the 
Shizuoka coast, it was found that the sediment aggregate (sand body) 
moved downdriftward while deforming. The propagation velocity of the 
center of gravity of the sand body was 235m/yr, 0.47 to 0.29 times the 
phase velocity of the erosion wave before the detached breakwaters were 
installed in the same area. 
(2) In this sand body area, the sediment of 10 x 104m3/yr was accumulated 
from 1983 to 1993. The sediment supply source of the Shizuoka coast is 
the Abe River only, and since it is considered that the outflow of sediment 
beyond the leading edge of the sand body is very small, this accumulated 
volume is equal to the sand volume supplied from the Abe River into this 
area. This drift sand volume is about 77% of the estimated sand volume of 
13 X 104m3/yr before the remarkable erosion occurred. 
(3)The contour line change model so far limited to the utilization for 
predicting the topographic changes at the natural sandy beach and around 
the groin, seawall, and breakwater was extended so that it can be also 
utilized for predicting the topographic changes around the permeable 
detached breakwaters installed within the breaker zone. This makes it 
possible for the contour line change model, so far limited to the 
application   to   steep-sloped   coasts,   to   be   utilized   for   predicting 
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topographic changes around all the structures normally installed on 
coasts. 
(4)By applying this model for reproducing the propagation phenomenon of 
the sand body observed at the Shizuoka coast, it is found to be 
attributable to the existence of the detached breakwaters installed along 
the coastline and the occurrence of floods of the Abe River, the sediment 
supply source to this coast. That is, when the drift sand flows from the 
upstream side, accretion develops first shoreward of the detached 
breakwaters, and when the shore-side area becomes full, accretion 
develops off detached breakwaters, making it difficult for the drift sand to 
pass through around the detached breakwaters, and this is the main factor 
for the propagation phenomenon of the sand body. 
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CHAPTER 12 

Wave Groups in the Surf-Zone: Model &: 
Experiments 

J. Veeramony and I. A. Svendsen1 

Abstract: Experiments were conducted with regular wave groups incident 
on a plane beach to analyze the behaviour of the groups in the breaking re- 
gion and in the surf-zone. The groups were composed of individual cnoidal 
waves. Emphasis was laid on obtaining measurements in the breaking re- 
gion and in the surf-zone. It was found that the location of the start 
of breaking of the individual waves was affected by the groupiness of the 
waves. The structure of the groups were also seen to be different inside 
the surf-zone, which changes the forcing for the long wave. The long wave 
motion is forced at the group frequency and can be resolved into two com- 
ponents, an incident forced wave, which varies along the tank and a free 
standing wave. The standing wave is generated because the free outgoing 
long wave is reflected at the wavemaker, where there was no absorption 
of waves. A conservation model was developed using the kinematic con- 
servation equation and the energy conservation equation. The dispersion 
relation was used to close the system of equations. Cnoidal theory was 
used in the shoaling region and bore theory was used in the surf-zone. It 
was found that the model accurately predicts the group structure and the 
individual wave location in the shoaling region, but does not do well in the 
surf-zone. 

1. Introduction. 

Wave groups have been long recognized as one of the primary driving mecha- 
nisms for long wave generation Kostense, 1984; Watson et al. 1994; Longuet- 
Higgins & Stewart, 1962; Symonds et al, 1982; Schaffer & Svendsen, 1988; 
Schaffer, 1993; List 1991). However, the lack of comprehensive data in the break- 
ing region and in the surf-zone has precluded the understanding of how the groups 
develop in that region. 

The first part of this study reports experimental results for the development 
of wave groups in the shoaling region and in the inner surf-zone. The experiments 
also provide information about the variation of the break point of the individual 

1 Center for Applied Coastal Research, Ocean Engineering Lab, University of Delaware, 
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waves in the group. The long wave motion will also be analyzed from the mea- 
surements (for further details on the experimental results, see also Svendsen and 
Veeramony, 1995). 

In the second part, we will focus on efforts to model the development of 
the wave groups on the basis of two conservation equations, namely kinematic 
conservation and energy conservation. The results of the model will be compared 
to the measurements described in the experimental part of the study. 

2. Experimental set-up. 

The experiments were conducted in a wave flume (figure 1) which is 30 m 
long, 0.75 m wide and 1.0 m deep. The water depth for the experiments was 
maintained at 0.4 m. The wave flume has a 1:35 beach, the toe of which starts 
at 11.85 m from the mean position of the piston type wavemaker. 

25.85 

Figure 1: Definition sketch of the experimental setup. 

The wave groups were composed of a series of five cnoidal waves, each of which 
was generated according to the method given by Goring (1978). The individual 
cnoidal waves were joined at the mean water line to form a group (figure 2). The 
height of the waves in the group was specified as 

I n 
t=l, ,,5 (1) 

where Hi represents the height of the ith wave in the group, Hm the mean wave 
height, and G = AH/Hm is the variation of the wave height in the group. 

In all, seven experiments were conducted. In this paper, discussion will be 
limited to three of those experiments, the parameters of which are shown in table 
1. 

Each experiment was repeated many times with different positions of the wave 
gages. It is therefore important to verify the repeatability of the experiments. 

Figure 3 shows the measured wave groups at three different locations for 
experiment W06. At the reference gage [Figure 3(a)], the variation from wave 
group to group is seen to be negligible. Inside the breaking region [Figure 3(b)] 
and inside the surf-zone [Figure 3(c)], there is seen to be some variability which is 
expected. To an extent, this is caused by the variations in the horizontal position 
of the waves in the group. 
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Figure 2: Schematic of the wave group generated at the wavemaker. 

Experiment 
number 

Hm/ho Tm\/g/h0 Groupiness 
factor G 

W01 0.167 7.43 ±10% 
W03 0.237 12.38 ±20% 
W06 0.25 7.92 ±50% 

Table 1:   Wave parameters at the wavemaker.   Hm is the mean height of the short 
waves, Tm is the period of the short waves and ho is the water depth at the wavemaker. 

To eliminate the effect of initial disturbances and surges in the tank, the data 
collection for each run was not started until 30 minutes after the start of wave 
generation. 

3. Wave breaking. 

One of the important questions is how the wave groupiness affects the indi- 
vidual wave breaking. There is no one method for the prediction of wave height 
or water depth at breaking, even for monochromatic waves. All current methods 
for predicting wave breaking are based on empirical formulations extracted from 
existing data. However, it is known that both the wave height and the wave 
height to water depth ratio have a maximum at or near the breaking point. In 
this analysis, we use the maximum of the wave height to water depth ratio as 
the definition of the break point, which can be expressed mathematically as 

H H 
(2) 
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Figure 3: The variability of the wave profiles at three different positions in the tank: 
(a), at the reference gage, x = 4.0 TO; (b), inside breaking region, t x = 20.9 TO; and 
(c), inside surf-zone, at x — 23.1 m, for experiment W06. Breaking occurs between 
x = 19.2 m and x = 21.4 TO. 

The wave heights, wave periods and phase speed obtained from the data, 
using the zero-upcrossing analysis was used to find other parameters such as the 
wave length and the slope parameter S = hxL/h, defined as the change in water 
depth over one wavelength L and hx is the bottom slope. 

The experimental data is compared with similar results obtained for regular 
waves by Svendsen & Hansen (1976). They found that the H/h ratio at breaking 
was very well predicted by the local value of S. Svendsen (1987) suggested the 
following empirical formula as a fit to the experimental data: 

hJb 
1.9 

Sb 

l-2Si 
(3) 

where the subscript b denotes the value at breaking.    Hansen (1990) gives a 
simpler approximation to the data for the range 0.25 < S < 1 as 

H 
= 1.055° (4) 

Figure 4(a) shows the result for W01, which has a groupiness of ±10%. It 
is seen that, for this case, the two empirical formulae predict the wave breaking 
height very accurately. Note that wave 3, which is the highest wave at the 
wavemaker, has the lowest ratio of (H/h)b, and wave 1, the smallest wave at the 
wavemaker has the highest ratio of (H/h)b- 

Figure 4(b) shows the results for W03 (groupiness of ±20%) and figure 4(c) 
shows the results for W06 (groupiness of ±50%). The empirical formulae again 
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Figure 4:  Variation of break point for W01, W03 and W06.  The curves shown are 
from Svendsen, 1987 ( ) and Hansen, 1990 ( ). The points shown are for 
the individual waves in the group, wave 1 (*), wave 2 (o), wave 3 (•), wave 4 (x) and 
wave 5 (+). 

predict the breaking height accurately although the spread in the breaking region 
is larger. The two smaller waves at the wavemaker have the largest (H/h)i, ratio. 

The variation in breaker height combined with variations in the position of 
the breaking determines the height of each individual wave in the surf-zone. 
The resulting surf-zone wave motion generally shows a shift in groupiness as 
demonstrated below. 

4. Structure of the wave groups. 

This variation in the start of breaking implies that the structure of the groups 
change as the waves propagate shoreward. To illustrate this, we look at the phase 
averaged wave groups at different locations in the tank, from the shoaling region 
through to the inner surf-zone. 

First, we look at the shoaling region (figure 5). The vertical axis shows the 
x-location and the horizontal axis shows the time. The solid line is the phase- 
averaged rj, the filled circles are the zero-upcrossing locations of the individual 
waves and the broken line show the location of the waves if they were traveling 
at speed y/gh. 

Wave 3 is the highest wave at the toe of the beach and the form of the group 
is essentially unchanged in the shoaling region. The individual waves are seen to 
travel slightly slower that the shallow water wave speed (\fgh). 

Figure 6 shows the groups around the breaking region. Up until breaking, 
wave 3 is the highest wave in the group. As the individual waves start to break, 
they lose energy and the wave height decreases rapidly. The highest wave, which 
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Figure 5: Development of the form of the wave groups for W06 in the shoaling region. 
x = 11.85 m is at the toe of the beach. 

breaks at the largest depth (although, as seen before, the ratio H/h is not the 
largest), loses energy rapidly enough that, at the end of the breaking region, it 
is no longer the largest wave in the group. Wave 2 is seen to be the largest wave 
in the group at that location. Also, the wave speed after breaking is seen to be 
larger than y/gh, which is expected. 

Figure 7 shows the development of the structure in the inner surf-zone. The 
waves groups have evolved such that the smallest wave at the wavemaker is the 
largest wave here and the wave height is the smallest for wave 4. Note also that as 
the waves approach the shoreline, wave 4 is captured by wave 5 around x = 25 m. 
For further details, see Svendsen & Veeramony (1995). 

5. Analysis of the long wave motion. 

The wavemaker only generates the amplitude modulated short waves. There- 
fore, the set-down wave associated with the wave groups is generated as the 
groups propagate shoreward, taking energy out of the short wave motion.   No 
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Figure 6: Development of the form of the wave groups for W06 in the breaking region. 
Breaking starts between x = 19.20 m and x = 21.60 m. 

attempt was made to verify whether the set-down wave has reached an equilib- 
rium value before the group reaches the toe of the beach. On the slope, the 
transformation of the groups represents a change in the forcing, which implies 
that the long wave motion changes continuously towards the shoreline. 

It was clear, from watching the long period motion of the shoreline, that, 
apart from viscous effects, the long wave motion was fully reflected from the 
shore and essentially, sent back out as a free wave. This wave is re-reflected 
from the wavemaker, and over time, this process creates a standing long wave 
component. Hence, the total long wave motion in the tank can be analyzed 
as a forced wave propagating shoreward and a standing free long wave, both 
at the group frequency. At each gage, therefore, the long wave motion can be 
represented by an expression of two such components 

m{xht) = ate)^*"'-"*) + bJ0 (-—(I - Xi) ] e"*"* (5) 
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Figure 7: Wave profile development for experiment W06 in the region near the shore- 
line where wave 4 in the group ceases to exist. (Vertical scale changed from Fig. 5 & 

Fig. 6). 

where a(x) is the amplitude of the forced wave which includes both the shoaling 
and the variation caused by the short wave forcing and b is the amplitude of the 
standing wave component. 

The coefficients a and b are determined from the data. The results of this 
analysis is shown in figure 8. Figure 8(a) shows the total long wave water surface 
elevation (•), r], at a time when r) due to the standing wave is zero (which is 
essentially the forced wave motion) and also the total long wave water surface 
elevation when rj due to the standing wave is maximum (o). Figure 8(b) shows the 
amplitude variation of the forced wave, obtained from the data shown in (a). It is 
seen that, after an initial increase, the energy in the forced wave decreases steadily 
up to the breaking region (a: = 19.2 m to x = 21.6 m). After breaking , energy is 
fed back into the forced wave which reaches a constant value inside the surf-zone. 
Figure 8(c) shows the standing wave water surface elevation, calculated from the 
data (•) and from the linear representation given in equation (5) ( ).   It 
can be seen that the standing wave is quite well represented by the zeroth-order 
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bessel function. 

Figure 8: Long wave motion in the tank for W06: (a) water surface elevation of the 
propagating long wave at time t — to, (b) amplitude of the propagating long wave as a 
function of the distance from the wave maker, (c) the standing long wave in the tank 
at t = to + TgjA ('•' is data and 'o' is the least-squares fit). 

6. Modelling of short wave properties. 

In this section, the short wave motion, described in the previous section, is 
modelled using the kinematic conservation equation and the energy conservation 
equation. The dispersion relation is used to close the system. Since cnoidal 
waves are generated by the wavemaker, the same theory is used in the modelling 
to evaluate the necessary coefficients. 

We limit our consideration to a 1-D wave motion and the basic assumption 
made about the waves is that they are slowly varying in space and time. The 
effect of the horizontal particle velocity, it;, of the long wave is assumed equivalent 
to that of a time varying current. 

For such a case, the kinematic conservation equation for the short wave motion 
can be expressed as 

dk,     d{cs + m)ks _ 
8t + dx ( ' 

where ks is the wavenumber of the short waves, c„, the short wave celerity and 
ui is the orbital velocity under the long wave. The equation for the evolution of 
the wave averaged short wave energy density is given by (see Phillips, 1980) 

ds   d[s(Ul + cg)} 
dt dx 

dui 

dx 
T JII  c       — L/ (?) 



160 COASTAL ENGINEERING 1996 

where cg is the group velocity for the short wave motion, SXx is the radiation 
stress and T> is the energy dissipation. 

The dispersion relation is given by cnoidal theory in the shoaling region and 
bore theory in the surf-zone as 

f i + JL(2-m-3ffc4) 
mh \ K(m) 1 

c 

gh H + 3*)f+(i-3£ + 3^)(f)5 

+ (l^-F + ^)(f 

for h > hh 

for h < h), 

(8) 

where m is the elliptic parameter, K(m) is the elliptic integral of the first kind, 
E{m) is the elliptic integral of the second kind, hi, is the depth at breaking and 
6 = r]c/H with rjc in the surf-zone given by (Hansen, 1990) 

6 = 0.5 + [Sb - 0.5] ( A (9) 

The short wave averaged energy can be written as 

£(x,t) = pgH2B (10) 

where B is the shape parameter, which can be expressed outside the surf-zone 
using cnoidal theory. Inside the surf-zone, the empirical formula suggested by 
(Svendsen, 1984) is used 

B = 
| (3m2 - 5m + 2 + (4m - 2)f) - (l - m - § 

B0(B0b, hx, j£) + 2W^r 

for h > hb 

for h < hb 

(11) 
where A is the area of the roller, T is the wave period and Hansen's (1990) 
expression is used for Bo. 

For simplicity, linear theory is used for Sxx. The energy dissipation is assumed 
to be negligible outside the surf-zone and inside the surf-zone can be calculated, 
using bore theory, as (Svendsen, 1984) 

V = 
pgx3 

4AT(i+ *£)(!+ £(«-!)) 
(12) 

The equations are solved in conservation form using the MacCormack predictor- 
corrector scheme. The criteria for breaking used in the model is the one given by 
equation (3). At breaking, a matching condition is required for each of the gov- 
erning equations. Continuity in frequency and energy flux are used as matching 
conditions at the break point. 

Thus, we are also assuming that the transition from a regular wave to a bore 
takes place over an infinitesimally small region.  Since the break point varies in 
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time, the matching conditions have to be evaluated at each time step. The model 
domain extends from the toe of the beach to the location where min(h + a;)= 0, 
where a; is the amplitude of the long wave. The wave envelope, which is the input 
to the model, is obtained at the toe of the beach using the Hilbert Transform 
(Melville, 1983). The zero-upcrossing points at the toe of the beach are also 
input to the model. 

7. Comparison between model and data. 

Figures 9-11 show the results of the comparison between the model results 
and the experimental data from W06. In each of these figures, the abscissa shows 
the time and the ordinate shows the location of the measurement, is the 
measured 77, is the predicted envelope of H(x,t), is the predicted 
speed of the individual waves and • is the upcrossing point of the individual 
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Figure 9:  Comparison between model and W06 in the shoaling region showing rj (— 
 ), zero upcrossing point (•), wave location from model ( ) and the envelope 
from model ( ). 
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Figure 10: Comparison between model and W06 shoreward from breaking, showing rj 
( ), zero upcrossing point (•), wave location from model ( ) and the envelope 
from model ( ).   Breaking region from data is between x = 19.10 m and x = 
21.40 m and in model is between x = 19.48 m and x = 22.30 m. 

In this experiment, the groupiness factor at the wavemaker was ±50%, the 
short wave period was 1.6 s and the mean wave height at the wavemaker was 
0.1m. In the shoaling region (figure 9), the wave envelope and and the wave 
speed are predicted extremely accurately by the model. 

The results for the breaking region are shown in figure 10. The prediction of 
the wave envelope is poor in the breaking region, although the prediction seems 
to improve as the shoreline is approached. It is seen from figure 10 and 11 that 
in spite of the fact that the wave speed in the model is represented by the bore 
velocity, the highly nonlinear kinematics, in particular in the inner parts of the 
surf-zone, is poorly predicted. This may in part be due to errors in predicting 
the precise breaking region (model predicts breaking between x = 19.48 m and 
x = 22.3 m whereas the analysis of the data gives the breaking region to be 
between x = 19.2 m and x = 21.4 m), in part due to fact that that the surf-zone 
is very wide and the waves near the shoreline are small. 



WAVE GROUPS 

W06 

163 

24.8 

24.6 

24.4 

Figure 11: Comparison between model and W06 in the inner surf-zone, showing r\ (— 
 ), zero npcrossing point (•), wave location from model ( ) and the envelope 
from model ( ). 

8. Conclusions. 

Experiments were conducted to analyze the behaviour of wave groups in the 
breaking region and in the surf-zone. 

It was found that the location of the individual wave break point is affected by 
the groupiness of the waves. The altered structure of breaking causes the group 
structure to be completely different inside the surf-zone. The long wave motion 
is mainly forced at the group frequency. These long waves can be resolved into a 
forced wave travelling shoreward and a free standing long wave. The amplitude 
of the incident forced wave varies along the tank, whereas the standing wave 
is shown largely to agree with a linear representation of a free standing wave 
system. 

The model is seen to predict the behaviour of the group very well until the 
breaking region. Inside the surf-zone, the breaking waves interact strongly with 
each other and with the long wave motion, which the model predicts poorly. 
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CHAPTER 13 

SIMULATION OF PROPAGATING NONLINEAR WAVE GROUPS 

Paul de Haas *' 2 , Maarten Dingemans1 and Gert Klopman1 

Abstract 

Propagating nonlinear waves can be computed with a time-domain numerical 
method based on a boundary element method. For the simulation of propagating 
wave groups a domain decomposition method is used to increase the efficiency of 
the model and to enable simulation over many wave periods. In the computations 
described in this paper several nonlinear formulations for an initial wave group 
signal are used to investigate their ability to describe a wave group of fixed form. 
A difficulty consists of the imposition of the boundary conditions at the unknown 
free-surface elevation. The nonlinear contributions to the first-order signal are 
related to the generation of free waves as computed by the model. 

1    Introduction 

Long-wave motion is usually split up between a bound part which is due to 
nonlinear difference interactions between short sea and swell waves and a free part 
which are waves that move with their own celerity according to an appropriate 
dispersion relation. It is known that when waves travel over an uneven bottom, 
energy in the bound component of the long waves is transformed to the free 
components. 

In this paper we present a two-dimensional (2DV) time-domain numerical 
method, based on a boundary element method, which computes the propagation 
of waves with the exact nonlinear boundary conditions over an arbitrary bottom 
geometry. It is therefore able to simulate the generation of free long waves due 
to an uneven bottom. A model problem used by Dingemans et al. [3], is used 
as reference for the computations presented here. Different formulations of the 
nonlinear wavegroup signal are tested for their suitability to describe a wave 
group of fixed form over a horizontal bottom.   Such a signal can then be used 

1 Delft Hydraulics, P.O. Box 177, 2600 MH  Delft, The Netherlands 
2University of Twente, Faculty of Applied Mathematics, P.O. Box 217, 7500 AE 

Enschede, The Netherlands 
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as an initial signal for problems with a bottom topography in order to study the 
generation of free long-wave components. 

Because the study of such problems requires large computational effort, the 
use of efficient numerical techniques is imperative. Here we will present a domain 
decomposition method which reduces the computational costs of the boundary 
element method considerably. 

This paper is organized as follows. First the numerical method is described 
in Section 2. In Section 3 the domain decomposition method is described and its 
efficiency is discussed. In Section 4 some nonlinear formulations of a wave group 
signal are discussed and used as initial signal for the computations. Finally some 
conclusions will be stated in Section 5. 

2    Numerical method 

In the mathematical model for nonlinear water waves considered here, the motion 
of the water is described by the usual potential-flow equations for inviscid irrota- 
tional fluid motion with a free surface on water of varying depth. It is described 
by the field equation for the velocity potential <j> (Laplace's equation) 

A<^ = 0, (1) 

and the boundary conditions on the free surface 8Q,FS 

Dt   ' n ~  dn > 

and on the bottom dfls 

d4- = 0, x G dflB. (3) 
on 

Appropriate in- and outflow boundary conditions are formulated on the lateral 
boundaries. 

The numerical method consists of a time marching scheme for the evolution 
of the free surface and its boundary conditions. At every time-step, Laplace's 
equation for the velocity potential has to be solved. This is done with a boundary 
element method (BEM). In the BEM, Laplace's equation is solved by writing it as 
a set of integral equations over the boundary (one equation for every node). These 
integral equations are first discretized. Then, by using the boundary conditions 
a system of linear equations is built and subsequently solved. Insertion into 
equations (2) of the solution obtained in this way, provides the time derivatives 
which are needed for the time marching scheme. 

Boundary element methods are very suitable for solving Laplace's equation 
on such domains because they only require a discretization of the boundary of 
the domain. Compared with field discretization methods, the advantages of a 
BEM are a much smaller amount of grid points and a natural description of 
the evolution of the free surface. See [1] for a description of a three-dimensional 
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method. The computations described here were performed with a code developed 
for two-dimensional simulations based on the work of these authors. 

For the computation of large-scale wave problems the solution algorithm for 
Laplace's equation is the bottleneck. It involves both the discretization of the 
boundary integral equations and the solution of the resulting system of linear 
equations. The time marching scheme requires a minor part of the total CPU- 
time. Furthermore, memory requirements for solving Laplace's equation depend 
quadratically on the number of grid points. These problems can be reduced 
considerably by the use of a domain decomposition method. 

3    Domain decomposition 

3.1    Description 

The domain decomposition method described here consists of a division of the 
computational domain into subdomains (see Figure 1) and an iterative procedure 
which generates a sequence of solutions on the subdomains that converges towards 
the solution on the original domain. 
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1                      1 
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l/w \JV vy\i VI \J\J\ 

-20 
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1000 2000 3000 4000 
x(m) 

5000 6000 7000 

Figure 1: Decomposed domain 

Every step of the iterative procedure consists of first solving Laplace's equa- 
tion for the potential <f> on the separate subdomains simultaneously and secondly 
formulating new boundary conditions on the subdomain interfaces. In the latter 
part the subdomain problems are coupled. 

There are many possibilities in the way information can be exchanged between 
the subdomains. We have chosen here to use the so-called DD/NN-scheme. Ev- 
ery odd step of the iterative procedure Dirichlet conditions are imposed on all 
interfaces. Neumann conditions are imposed at all even steps. These steps are 
illustrated in Figure 2 for the first two steps of a two-subdomain problem. 

This scheme is also known as a Neumann-Neumann preconditioner in the 
context of domain decomposition methods for field discretization techniques. See 
e.g. [4]. In the field of time-domain BEM's a similar technique was used by Wang 
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Give first estimate for d> on the interface 

s 
Solve (j>n on interface in subdomain 1 

\ 

\ 
Solve <f>n on interface in subdomain 2 

s 
Prescribe average of both resulting values of <f>n on interface 

Solve <j> on interface in subdomain 1 

\ 
Solve <f> on interface in subdomain 2 

Prescribe average of both resulting values of <j> on interface 

Figure 2: Schematic representation of the DD/NN-scheme 

et al. [8]. In their work interfaces are used to formulate a block-structured matrix 
which is then solved iteratively. For a general impression of work being done in 
the field of domain decomposition the reader can consult [7]. 

3.2 Convergence characteristics 

The performance of the domain decomposition method is determined here by 
the convergence of the iterative process. The convergence of the process can be 
judged by considering the jump across the interface between the solutions on both 
sides of each interface. The convergence on different interfaces depends on the 
geometrical form of the subdomains. This aspect has been subject of previous 
investigations [2] and the main conclusions given there are: 

• The convergence of the iterative procedure deteriorates as the length-to- 
height ratio of the subdomains decreases and if there is more asymmetry 
near the interfaces due to a disturbed free surface or an uneven bottom. 

• Therefore, given a fixed length of the computational domain, the conver- 
gence of the iterative procedure deteriorates as the number of subdomains 
N increases. 

• Given a fixed length-to-height ratio of the subdomains, the convergence 
rate does not change as the number of subdomains increases, in the case 
of rectangular subdomains of equal size. In applications with a disturbed 
free surface we have seen that convergence is determined by the interface 
with the worst convergence. The number of iterations has an upper bound 
which is independent of N. 

3.3 Efficiency 

The efficiency of the domain decomposition technique is of course related to the 
convergence of the iterative method. It can be considered for the two cases 
mentioned above. 
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• If for a computational domain with a fixed length the number of subdo- 
mains is increased, on the one hand the number of required iterations will 
increase. On the other hand, the CPU-time to solve Laplace's equation 
per subdomain decreases, since the subdomains becomes smaller. It ap- 
pears that there is a certain optimal number of subdomains (with respect 
to CPU-time) to solve a given water-wave problem. See [2]. 

• If subdomains are used with a fixed length-to-height ratio, the number of 
iterations and therefore the computational costs per subdomain, have an 
upper bound independent of the number of subdomains. This implies that 
the computational cost per time step depend at most linearly on the size of 
the computational domain. 

In the application of the domain decomposition technique to the time-domain 
numerical method described here, it is possible to subdivide the domain differently 
every time step, adjusted to the presence of a wave signal. We have chosen to 
use a fixed initial subdivision of the computational domain with subdomains of 
equal size so that no reorganization of data over the subdomains is necessary and 
the number of grid points in all subdomains is the same. 

4    Simulation of some nonlinear wave group signals 

4.1    Introduction 

In Liu and Dingemans [5] and Dingemans et al. [3] a mathematical model is de- 
scribed for the wave envelope A of a carrier wave signal. In this model third-order 
equations are derived with a multiple-scales technique for a first-order carrier wave 
signal given in complex notation by 

^(rM) - i(Aeix° + *) (4) 

and 

2 \        wcosh(k0h) I 

with \o = kox — wo*, being the phase function of the carrier wave. The *-symbol 
denotes the complex conjugate of the preceding term. 

From solvability conditions of the third order equations, evolution equations 
are derived for the envelope A. For a horizontal bottom these equations simplify 
to a nonlinear Schrodinger (NLS) equation. See also Mei [6]. This equation 
admits several steady solutions for A which can be used to create an initial signal 
for a simulation. 

In our computations we have chosen a soliton-solution described by the enve- 
lope function A as: 

A(x,t) = a sech U^^" • (x ~ C9t)\ exp {-^*} (6) 
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in which a and Cg are the amplitude and the group velocity of the carrier wave. 
v-i is a long expression in terms of characteristic quantities of the carrier wave 
and is given in Dingemans et al. [3], p. 364. The parameters have been evaluated 
for a = 1 m, u>o = 27r/6 rad/s and h — 12 m. The corresponding wave length LQ 

and group velocity Cg according to linear theory are equal to 50.73 m and 5.52 
m/s respectively. Based on an elevation 1 • 10~3 times the maximum elevation, 
the wave group has a length of approximately 1850 m. 

In the computations a known elevation r)(x,t) is required as the initial distur- 
bance of the free surface. The panel method furthermore requires an initial value 
of the potential <f> on the free surface which imposes the initial velocity field on 
the free surface. In the third-order model it is, just as rj, given in terms of the 
third-order perturbation serie. Because of the large and complex expressions as- 
sociated with the series, we have tried a number of alternatives and have studied 
the degree in which they describe a signal that propagates undisturbed over a 
horizontal bottom. These alternatives will be described next. 

4.2    Formulations for free-surface elevation and potential 

A difficulty of simulating nonlinear wave signals consists of the imposition of 
the boundary conditions at the unknown free-surface elevation. In perturbations 
techniques, one usually expands free-surface elevation and potential around the 
still-water level z = 0 and the potential is evaluated at the still-water level. In 
the numerical approach, the grid points are located at z = rj so that evaluations 
there deviate from those of the perturbation approach. A Taylor expansion for </> 
can be used to account for the location of the free surface at z = rj: 

<f>(x,z,t)\z=n = <f>(-x,0,t) + r)(x,t)-j£(x,0,t) + 0(r)2). (7) 

Besides the first order expressions given in equations (4) and (5) we have used a 
Stokes' second-order contribution given by 

and 

and a bound long-wave contribution based on the linearized depth-integrated 
mean-flow equations. See [3]. The free-surface elevation ( and potential <f>u of 
this wave are given by 

^^-^^f^^-i^)) <10) 
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and 

'<*•*> = L^'=Lu(k'=L —oo   fl 

2cg/c cs9 
£ (\A\> - <|A|'» <t>. 

(11) 

2(c2
g — gh)   h   i-oo 

(|A|2) denotes the mean value of \A\2 over a time interval much longer than the 
wave group period. For the soliton solution (6), {\A\2) = 0. 

4.3   Results 

For our computations we have selected a number of formulations which are tab- 
ulated in Table 1.   These initial signals were used in simulations over 60 wave 

T< ible 1: Initial signal for the various computations 

0                     using formula (7) 
run 1 
run 2 
run 3 
run 4 
run 5 
run 6 

m 
m 

Vl + *?2 

rn + C 
Vl + V2 + C 

0i 
0! 
01 

01 + 02 
01 + 4>bl 

01 + 02 + 4>bl 

no, 0 evaluated at z = r\ 
no, 0 evaluated at z = 0 

yes 
no, 0 evaluated at z — 0 
no, 0 evaluated at 2 = 0 
no, 0 evaluated at z = 0 

periods in a computational domain with length 5000 m. Free-surface collocation 
points were distributed over z = r/(x) with equal horizontal distances. The reso- 
lution of the computational configuration was taken the same for all simulations 
and is given by Ax = 2.5 m « io/20 m on the free surface and At — To/20 s. 

The results are illustrated best by showing the free-surface elevation at t = 
45T for the different computations. Run 1 has been shown separately in a larger 
plot in order to show the details better. The result of run 3 is similar to that of 
run 1, because the vertical profile of fa is almost linear in the range —ij < z < rj 
and differences between the evaluation of fa at z — i] (run 1) and the use of 
equation (7) (run 3) are hardly discernible. Therefore results of run 3 are not 
shown here. 

A typical feature common to all computations is the generation of small left- 
going signals. In Figure 3 wave groups with carrier waves with a wave period 
of approximately 6.0 s (around x = 200 m) and 3.8 s-(around x — 700 m) can 
be seen. Their group velocities are equal to 4.4 and 3.1 m/s respectively. Not 
visible in Figures 3 and 4 is a small left-going long wave (c = 11.1 m/s) which at 
this point of the computation has already left the computational domain. The 
left-going signal is the smallest in runs 2 and 5. 

There is also a right-going free-long wave (around x — 4400 m) in all compu- 
tations. The computed phase velocity of this wave equals 11.1 m/s where as \fg~R 
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Figure 3: Surface elevation at t = 45T for run 1 

equals 10.85 m/s here. The computations with a contribution of ( and cf>u show 
a reduction of the amplitude of this wave from 6.0 to 2.5 cm. 

At the back of the wave group a smaller wave group evolves consisting of 
carrier waves with wave period approximately 4.2 s. Its amplitude is smallest in 
run 4 and 6 which contain the second-order contribution 772 and <f>2- 

In summary it can be said that the differences between the computations 
presented here can be explained satisfactory by relating them to the contributions 
to the initial wave signal. However, the second-order contributions in runs 4, 
5 and 6 do not prevent the generation of free waves nor do they prevent the 
generation of a left-going wave signal. At this point it is not clear whether this 
is due to the imposition of the boundary, condition at the actual free surface 
or to the restriction to only second-order contributions. The use of formula (7) 
on the second-order part of the wave signal and the use of more higher-order 
contributions may improve the stationary character of the signal. Nevertheless it 
is possible to investigate the influence of bottom topography on the generation of 
free-long waves, but one has to take into account the generation of the spurious 
waves shown in these computations. 

A closer study should also include the effect of the dispersive and dissipative 
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Figure 4: Surface elevation at t = 45T for: run 2 (upper left), run 4 (upper right), 
run 5 (down left) and run 6 (down right) 

character of the numerical scheme. Although very small for the resolution used, 
they may become relatively important when smaller contributions to the wave 
signal are considered. 

The simulations over 60 wave periods took about 1.5 hours on a Cray C98 
computer at a computational speed of about 125 Mflop/s. The required memory 
was approximately 56 MByte. The use of a single domain for this simulation 
would have exceeded the capacity of the Cray computer. Moreover it is question- 
able whether the system of linear equations in this case is numerically solvable 
within the required accuracy. 

With an eye to larger problems involving a bottom topography it is remarked 
again that the computational costs per time step depend at most linearly with 
the size of the computational domain. For comparison with the results of Dinge- 
mans et al. [3] on a domain with a length of 15 km, this implies three times as 
much computational costs per time step. However, a longer simulation time is 
required for this domain. The computational costs per simulation will then be 
an additional factor larger than those presented in this paper. Studies including 
bottom topography will be continued in due time. 
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5    Conclusions 

By using a domain decomposition method in a numerical method for nonlinear 
waves, it is possible to simulate the propagation of wave groups over large sim- 
ulation times. For the formulation of a stationary propagating wave group it is 
important to include higher-order contributions. The release of free waves from 
the wave group can be explained from second-order contributions to the first- 
order signal. The question remains however, how to impose an initial signal to 
obtain a propagating wave group of fixed form over a horizontal bottom. 
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CHAPTER 14 

CROSS-SHORE MOMENTUM FLUX DUE TO SHEAR 
INSTABILITIES 

Ad Reniers1 and Jurjen A. Battjes 

Abstract 

Results obtained from a laboratory experiment on shear instabilities in wave- 
driven longshore currents were used to analyse the cross-shore structure of the 
shear instability induced momentum flux. As the shear instabilities grew in 
the downstream direction, a significant cross-shore momentum flux occurred. 
However, the expected changes in the mean longshore current velocity profile 
were not observed. 

Introduction 

In spring 1994 an experiment on the generation of shear instabilities in wave- 
driven longshore currents was performed in a large wave basin. Shear insta- 
bilities were found to occur when using obliquely incident waves to create an 
alongshore uniform current over a barred beach (Reniers et al., 1994). 

Shear instabilities are assumed to cause a cross-shore redistribution of 
mass and momentum in the surfzone. The redistribution depends on the 
cross-shore structure of the shear instabilities and the phase coupling between 
the horizontal velocity components. Numerical studies (Dodd and Thornton, 
1990, 1993, Putrevu and Svendsen, 1992) indicate an inflection point in the 
redistribution of momentum, resulting in a smoothing of the initial longshore 
current velocity profile. These predictions can now be checked quantitatively. 

First a brief layout of the experimental set-up is given. For a more detailed 
description reference is made to Reniers et al. (1996). Next proof is given of 
the existence of shear instabilities using a spectral analysis method (MEM) 
to obtain the frequency wave-number spectrum based on the fact that the 
shear instability signature is outside the gravity-wave range. This enables us 

1Faculty of Civil Engineering, Delft University of Technology, P.O. Box 5048, Delft, The Netherlands, 
ad.reniers@wldelft .nl 
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to establish which energy corresponds to shear instabilities only. Phase cou- 
pling between the u and v velocity components results in cross-shore flux of 
momentum. This is examined in detail using cross-shore spectral analysis to 
compute the frequency distribution of the momentum flux induced by shear 
instabilities. The total transfer is obtained by integration over the frequency 
domain. The results are compared to the other terms in the longshore mo- 
mentum equation used to compute the longshore current velocity. 

Experimental set-up 

Figure 1: Left panel: plan view experimental set-up. Instrument positions 
of alongshore arrays indicated by the '*' signs. Right panel, bottom profile 
and deployment positions alongshore array indicated by the dashed lines. 

The experimental set-up is shown in Figure 1. The left panel shows the 
plan view of the experimental layout. Incident waves are generated by a 
multi-paddle wave maker. Given the oblique alignment of the beach with re- 
spect to the wave maker the paddles could be operated in phase, generating 
longcrested waves. The longshore current generated by the waves break- 
ing over the barred profile (right panel Figure 1) was recirculated using a 
pump system to prevent spurious recirculations in the basin (Visser, 1984, 
Reniers and Battjes, 1996). To further increase the alongshore uniformity 
the pumped discharge was redistributed at the inflow opening. The cross- 
shore distribution of the longshore current velocity profile was measured with 
instruments attached to the mobile carriage. Two alongshore arrays of six 
spatially lagged current velocity meters (see left panel Figure 1) were used to 
measure the velocities up-and downstream respectively and thus the along- 
shore development of the shear instabilities. Detailed measurements of the 
cross-shore structure for a particular wave condition, monochromatic waves 
with a wave height of 8 cm and a 1 s period, were obtained by reposition- 
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ing the alongshore arrays perpendicular to the beach (see right panel Figure 
1). During the repositioning the input wave and flow conditions were main- 
tained. Measurements would restart after the disturbances induced by the 
repositioning of the instruments had disappeared (estimated duration less 
than half an hour). Note that instruments could not be positioned at the 
bar crest given the strong wave breaking induced turbulence. 

Shear instabilities 

0.2    0.3    0.4   0.5 

0     0,1    0.2   0.3   0.4   0,5 

Figure 2: Alongshore development of low-frequency spectral density of along- 
shore velocity (m/s)2/Hz obtained from measurements at x = 4.5 m, from 
the inflow opening (upper left panel) to the outflow opening (lower right 
panel). Distance to the inflow opening given by y. 

An example of the downstream development of the low-frequency spectrum of 
the alongshore velocity, measured with the two alongshore arrays positioned 
offshore of the bar (x = 4.5 m), is shown in Figure 2. It clearly shows the 
strong growth of the energy density in the 0 to .1 Hz frequency band. At this 
point it is not known whether energy in this frequency band corresponds to 
shear instabilities. 

A spectral analysis technique based on maximum entropy was used to 
estimate the spectral distribution of energy density with alongshore wave 
number (kv) of selected frequencies so as to determine which part of the en- 
ergy density belonged to the shear instabilities (Reniers et al., 1996). Two 
results obtained at the downstream end of the basin, offshore of the bar and 
in the trough repsectively, are shown in Figure 3. The zero-mode edge-wave 
dispersion curve (for a plane beach) is also shown as a reference. It is obvious 
that all energy density is outside the gravity wave range indicated by the area 
below the edge wave dispersion line, i.e. belonging to shear instabilities only. 
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Figure 3: Left panel, / — fc^-spectrum at x = 4.5m. Right panel, / — ky- 
spectrum at x = 2.75m. Zero-mode edge wave dispersion curve denoted by 
the dashed line. 

From the almost linear dispersion lines of the shear instabilities it can be 
seen that the energy density propagates with approximately the same speed, 
c = 0(0.35) m/s, at both locations. 

Cross-shore momentum flux 

The momentum flux at the cross-shore measurement locations, denoted by 
the subscript i, in a single transect may be obtained from: 

R(xi) = pd(xi) < u(xi,t)v(xi,t) > (1) 

with u and v being the cross-shore and alongshore velocities associated with 
the shear instabilities, <> denotes time averaging, d the local water depth 
and p the water density. The resulting flux depends on the spatial structure, 
mentioned in the previous paragraph, and the phase coupling between the 
velocity components. First we have a closer look at the frequency distribution 
of the momentum flux associated with the shear instabilities using cross- 
spectral analysis. To that end the velocity time series are written in Fourier 

u(Xi,t) = J2An^nt + * 
n 

v(xi,t)=J2Bneiu"t + * 

(2) 

(3) 

The momentum flux as function of frequency can be obtained from the 
co-spectral values: 
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Bf(Xi,un) = d(xi)(AnB'n + A'nBn)6u (4) 

The results of the frequency dependent momemtun flux at 27,25 m from 
the inflow opening is shown in Figure 4. The intermediate values have been 
obtained from linear interpolation in frequency and space.  The flux is spa- 

2.5 3 3.5 4 4.5 5 5.5 

Figure 4: Frequency distribution of shear instability momentum flux, R', at 
27.25 m from the inflow opening expressed in ^- rad/s 

tially concentrated at both sides of the bar crest (x ~ 3.75 m), with maximum 
contributions around the peak shear instability frequency. At the shoreward 
side of the bar crest (x < 3.75 m) the momentum flux seems to be bimodal 
in frequency space. The frequency where the maximum flux is located de- 
creases with increasing z-values, i.e. going further offshore, indicating that 
the higher frequencies, having smaller spatial scales, contribute less. The 
same can be seen going toward the shoreline, though to a lesser extent. 

Importance in longshore current modelling 

For alongshore uniform steady state conditions the wave averaged longshore 
momentum equation is given by: 

ODxi 

dx 
= TV,b (5) 

with the following contributions to the term on the left-hand side due to 
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waves: 
9       [ ~~A 7—0 / uvdz 

OX    Jd 

turbulence: 

iLp J/v'dz=p-t 
and shear instabilities: 

dx> •I p 1 uv dz 

(6) 

(7) 

(8) 

which are balanced by the alongshore directed wave-averaged bottom shear 
stress given by the term on the right hand side. In the following the shear 
instability contribution is compared to the other components in the longshore 
momentum equation. 

The total momentum flux due to the shear instabilities, R, is obtained 
by integrating R' over all frequencies (see Figure 5). It shows the measured 

Figure 5: Total momentum transfer at y = 27.25 m from the inflow opening 

flux, indicated by the dots, through which a spline has been fitted, in com- 
parison to the horizontal mixing induced by wave breaking turbulence which 
is estimated from the measurements: 

RH{x) — d(x)vt(x)~ (9) 
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using the measured longshore current velocity, V and the measured wave 
height, H, as input. The turbulent eddy viscosity, vt, is obtained from (Bat- 
tjes, 1975): 

vt = H{x) 
D(x) 

(10) 

where the estimated wave dissipation is obtained from the measured wave 
transformation. It shows a significant contribution of the shear instabilities 
to the momentum flux at 27.25 m from the inflow opening, though almost 
everywhere smaller than the estimated horizontal mixing. The cross-shore 
profile of the momentum flux is not unlike results obtained from linear sta- 
bility results (Church et al., 1992), though in this case the contribution in 
the trough seems to be considerably less. Given the fact that the shear insta- 
bility intensity increases in the downstream direction the corresponding flux 
also evolves in this direction, which is apparent from the sequence of panels 
shown in Figure 6. 

y= 9.75 m y=11.75 m 

Figure 6: Alongshore development of total momentum transfer from the 
inflow opening (upper left panel) to the outflow opening (lower right panel). 
Distance to the inflow opening given by y. 

At the upstream end of the basin little evidence of additional mixing is 
available, except in the very first panel in the upper left corner, which can 
be associated with the redistribution of the pumped discharge at the inflow 
opening. It takes until EMF07, located 19.75 m from the inflow opening, 
for the cross-shore momentum flux by shear instabilities to become evident. 
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After that a strong build-up is apparent, though never reaching values as 
indicated by the wave-breaking induced horizontal mixing. Note that the 
contribution in the trough stays small all along the beach. 

Next we have a look at the cross-shore gradient of the mixing, using the 
spline, which contributes to the longshore momentum equation in computing 
the longshore current velocity profile: 

F 
OR 
dx fin 

The alongshore directed wave forcing, estimated from the measurements, is 
included as a reference: 

F   = 
dEwsin{6)cos{9) 

dx 
(12) 

where Ew represents the wave energy (obtained from the measured wave 
transformation) and 9 the angle of incidence (using Snell's law). 

u.   0.0005 

-0.001 

  :      / ":  V " 

2.5 3 3.5 4 4.5 5 5.5 
X(m) 

Figure 7: Contribution of shear instabilities to the longshore momentum 
balance at y — 27.25 m from the inflow opening (solid line). The alongshore- 
directed wave forcing is shown as a reference (dashed line) 

The results at 27.25 m from the inflow opening, Figure 7, indicate a sig- 
nificant contribution to the longshore momentum balance. Based on this, 
it is expected that the maximum current velocity will decrease, given the 



CROSS-SHORE MOMENTUM FLUX 183 

opposite signs of the contribution by the shear instabilities and wave forcing 
at the bar crest. Furthermore, the shear instability contribution at the sea- 
ward side of the bar indicates a broadening of the longshore current velocity. 
Only minor differences in the current velocity over the trough are expected 
to occur. 
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Figure 8: Alongshore development of shear instability contribution to long- 
shore momentum balance (solid lines) from the inflow opening (upper left 
panel) to the outflow opening (lower right panel). The alongshore-directed 
wave forcing is shown as a reference (dashed lines) 

The alongshore development of the shear instability contribution to the 
longshore momentum (see Figure 8) is in line with the results previously 
shown for the momentum flux. In all cases the contribution is considerably 
smaller than the alongshore directed wave forcing. It is worth to note that the 
development of the shear instability contribution to the longshore momentum 
balance stays small in the trough. 

Finally we have a look at the measured development of the longshore cur- 
rent velocity (see Figure 9). There is no clear evidence of the effects of the 
shear instability induced cross-shore mixing on the alongshore development 
of the mean longshore current velocity profile. 

Conclusions 

A detailed analysis of the cross-shore momentum flux due to the presence 
of finite amplitude shear instabilities in a wave-driven longshore current was 
made based on the measurents obtained during a laboratory experiment. 

It showed an alongshore increasing cross-shore flux, becoming of compa- 
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Figure 9: Longshore current velocity at four different transsects 

rable order as the mixing associated with breaking wave induced turbulence 
at the downstream end of the basin. 

However, no significant downstream changes in the mean longshore cur- 
rent velocity profile were detected. This can be explained by the fact that 
the shear instabilities take only effect near the outflow openening, whereas 
the wave forcing is present all along the beach. 
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CHAPTER 15 

Modelling Post-Wave Breaking Turbulence and Vorticity. 

T.C.D.Barnes, M.Brocchini,* D.H.Peregrine * and P.K.Stansby§ 

1. Abstract 

A brief review is given of the initial development of two approaches to the mod- 
elling of the flow that occurs after a water wave breaks. The first approach aims 
to model the turbulence generated by a spilling breaker riding on an unsteady 
wave. The turbulent volume of water in a spiller is modelled as a thin layer. 

The second approach is applied to model the region of strong vorticity gen- 
erated by a plunging breaker. The vorticity is modelled using two-dimensional 
discrete vortices. The behaviour of both a single vortex and a 'cloud' of vortices 
near a free surface is described. 

2. Introduction 

Water wave breakers, whether in deep or shallow water are mainly categorized 
as spilling or plunging breakers with no clear distinction between them. In par- 
ticular intermediate types certainly exist, where there is a small initial plunging 
event which initiates tumbling white water as in a spiller. The strongly vortical 
and turbulent flow which results from all types of breaker is the interest of our 
studies. We distinguish between the turbulence and the vorticity of the mean 
flow. For example, a plunging breaker frequently creates a strong vortical flow 
about a horizontal axis. First steps in using discrete vortices in a two-dimensional 
model with a fully nonlinear free surface are described in the second part of this 
paper. The first section describes the modelling of a thin layer of turbulence in 
a spilling breaker. 
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3. Turbulence and vorticity in a spilling breaking wave 

In their analysis of spilling breakers, bores and hydraulic jumps Peregrine & 
Svendsen (1978) suggested that the volume of turbulent flow in a spilling breaker 
resembles a turbulent mixing layer. The roller model in which the turbulent 
region is modeled as a separate flow region passively riding the wave crest is seen 
to be only a partial solution as it is evident that the fluid content of the roller 
itself is continually mixing with the rest of the turbulent fluid in the wave. 

Peregrine (1992) also suggests that a spilling breaker may be considered as 
a quasi-steady system in a frame of reference moving with the wave where de- 
formations of the spiller shape occur at longer time scales than those typical 
of the motion of water through the turbulent region. The structure of such a 
quasi-steady breaker is thus an initial mixing layer region, followed by a region 
beneath the crest of the wave where gravity influences and restrains the turbulent 
motions near the surface. 

This view leads to consideration of a turbulent layer where turbulence is 
generated at the leading edge (toe of the wave) by shear stresses due to the 
relative motion between the turbulent wave surface and the water in which the 
wave propagates. Turbulence, generated near the free surface, propagates within 
the body of the wave and the turbulent layer evolves from a mixing layer type 
flow near the leading edge towards a wake type flow where most of the turbulent 
kinetic energy is dissipated. 

This scenario is now documented for a small, quasi-steady spilling breaker, a 
recent experimental analysis of which is given by Lin & Rockwell (1995). It is 
found that the breaker originates from a region where the free surface abruptly 
changes slope (toe of the wave). The magnitude of the velocity is virtually 
unaltered until the abrupt onset of curvature of the free surface is encountered. 
At this location, there is a drastic nearly discontinuous reduction in magnitude of 
the velocity. The change in the velocity field is accompanied by a sudden increase 
in elevation of the free surface and represents an abrupt transformation from an 
undisturbed, essentially uniform velocity field to a very low velocity separated 
region existing beneath the free surface. The essentially discontinuous slope of 
the surface, in the presence of flow separation beneath it, serves as a source of 
vorticity giving rise to vorticity concentrations in a separated mixing layer, or 
shear layer. 

We report on modelling of an unsteady thin turbulent layer (to be used in 
the modelling of a spilling breaking wave). One of the main assumptions is that 
the vertical extent of turbulent flow is much smaller than its streamwise extent. 
The motion of the wave is to be modelled by any suitable model for irrotational 
flows (e.g. boundary integral method) while the turbulent region of the breaker 
is modelled by a simplified k — e model for a thin layer of fluid similar to that 
of Madsen & Svendsen (1983). The main new features of the present model are 
concerned with the correct representation of stretching, curvature, acceleration 
and local rotation that the layer of turbulent flow undergoes. Particular care has 
been put in analyzing the effects of curvature on the turbulent flow in the thin 
layer. 

In figure 1 the global geometry of the present model for a spilling breaking 
wave is shown. Two regions of turbulent flow are identified. The 'surface layer' 
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Surface layer 
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Wave (Irrotational Flow) 

Figure 1: Global geometry adopted in the model for the system wave - turbulent 
thin layer - surface layer. Frame of video taken at the Fluid Dynamics unit of 
the University of Edinburgh. 

region represents that portion of the turbulent thin layer where the instantaneous 
free surface fluctuates around the mean free surface. When turbulent eddies 
cause the interface to splash into the air phase a situation occurs in which space 
is occupied by two substances which have different properties (e.g. air and water) 
and can be distinguished from each other (Brocchini & Peregrine, 1997a). Thus, 
the flow is essentially a two-phase flow. Beneath the 'surface layer' a second layer 
is found where the flow is still turbulent but single-phase (water). A summary 
on the modelling of the single-phase turbulent thin layer follows. 

Brocchini & Peregrine (1997a) analyses in detail the boundary conditions 
for a turbulent air-water mixture ('surface layer') occurring at a splashing free 
surface. In order to obtain conditioned equations for each phase (i.e. air and 
water) a phase function or intermittency function is introduced such that 

/(x,t) 
1   probe at x is in the water at time t 
0   probe at x is in the air at time t. (1) 

An integral method has been used to assess the flow equation for the water phase. 
Exact boundary conditions have been obtained by integrating in the crossflow 
direction the equations for the water flow. These boundary conditions are com- 
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plicated and cannot be directly used in simple turbulence models (e.g. k — e) 
because they are written in terms of the flow properties in the water phase rather 
than in terms of the ordinary mean flow variables. Approximations and closure 
assumptions are made to obtain simpler approximate boundary conditions for 
use in the modelling of the spilling breaker. The intermittency factor 

</(x,t)) = 7(x,t) (2) 

is the ensemble average of 7(x, t) and is the most important statistical parameter 
to characterize a specific surface layer. Thus, closure is based on a suitable 
definition for 7 for each flow regime (see figure 2). 

1.0 "*    —    ^_              •               |               • ~        — —"— — — _•  ^t               '               '               '               I               '               '               '               | 

~"   ^.                                                                                  ~~    ~~~~~ 
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\                     v                                 ^v "\                                                s                                                                           -% 
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\                          -V                                     \ 0.5 -    \                           \                                       \                            - ^\                                       \                                                              \ ^\                               \                                                   \ 
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^^^                           X 
^~\                               X                                                                                  \ ^-~~^^        \                                        \ 
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0.0 ~                                                                                 ^^~^^^                                                         •                         — o~~^-^^                   \ \     ^^^^^               \ N         ^^\.         '\ ^             ^^-^ 
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Figure 2: The intermittency factor (or residence time) 7 for: (a) wavy air-water 
interface (dashed line), (b) periodically scarified interface (dot-dashed line) and 
(c) turbulent splashing interface (solid line). 

Since the main aim of the modelling is to correctly represent the stretch- 
ing, curvature, acceleration and local rotation that the layer of turbulent flow 
undergoes we use the tools of curvilinear tensor analysis to derive the flow equa- 
tions and derive a more general version of Svendsen & Madsen, (1984) thin, 
hydrostatic layer for a shallow water flow. Here the underlying irrotational wave 
motion is supposed to be modelled by an accurate flow solver, such as that of 
Dold & Peregrine (1986), modified to use the following thin layer equations as a 
boundary condition. 

We start from Euler's equation for a Newtonian, incompressible, perfect fluid 
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of constant density p: 
Dili p-m =pFi (3) 

where the comma refers to partial covariant differentiation. The left hand side of 
this equation contains the total derivative of the flow velocity. The two contri- 
butions on the right hand side are due to the external forces (here only gravity) 
and to the pressure p. A set of two-dimensional orthogonal coordinates (£1,62) 
is defined as follows (Moore, 1978). 

Consider a smooth time-dependent two-dimensional curve T(t) (see Figure 
3) given parametrically by the equation 

r = R(a, t) (4) 

where t is time and a is an arbitrary parameter. The curve T(t) represents 
either the wave free surface when no breaking occurs or an interface between the 
irrotational flow region (below) and the region containing turbulent flow (above). 
Due to the typical entrainment of irrotational flow into the region of turbulence 
the curve T(i) is not a material surface when turbulence is present, i.e. water 
particles which at time t = to are on the surface T(t) at a later time t = t\ will 
not be on the surface any more. 

X 

Figure 3: Definitions for geometry and coordinates used for the thin turbulent 
layer. 

With each "convected point" Oi(a(s),t) of the curve we associate a unit 
tangent vector s(a(s),t) to the curve defined by 

. _dR dR _ ds_dR _ 9s. 
ds da      da ds      da (5) 



POST-WAVE BREAKING TURBULENCE AND VORTICITY 191 

and also a unit normal vector n(a(s),i). For the sake of simplicity much of 
the following analysis is carried out by referring differential quantities to the arc 
length s rather than to the convected coordinate a, hence the position of each 
convected point Oi(s,t) in the fixed frame of reference OXY is: 

r = R(s,i). (6) 

For any general point P, which is in the turbulent layer (i.e. above T) we 
assume that it is close enough to T that there is only one normal to the curve 
passing through OL towards P and the distance OLP = n is also defined. This 
is positive if P is on the left hand side of T when this is described in the s- 
increasing direction (i.e. above T). Moreover the position of the point P within 
the thin layer is determined by two coordinates £x = s, £2 = n which form a 
mobile curvilinear coordinate system. 

With this convention the position of P in OXY is : 

rP(s, n, t) = R(s, t) + n(s, t)r (7) 

The metric tensor g^ can be identified more clearly by analysing the infinitesimal 
distance between two points P and Q and is: 

= dr • dr = (1 - ren) W + dn2 = gfjd^d^ (8) 

where re is the local curvature. 
The model comprises four equations for the mean flow. Mean flow variables 

are in capital letters (e.g. U, V, P) while turbulent fluctuations are in lower case 
(e.g. u,v). A first equation states the conservation of mass: 

dU      d r/i ,T/1        dfl 
- + -[(l-Kn)V] = n-. (9) 

Here two extra terms due to the angular velocity ft and to the curvature re 
influence the mean motion. 

The two equations for the conservation of momentum in the streamwise and 
crossflow direction are respectively: 

dU 
(1 -ren)—+ (1- ren) T,     . 9R\ dU     d(uv) 

V + n 1—-—- 
dt I dn        dn 

+ ^- - 2K{UV)    (10) 

,   (TT  ,  - dR        n\ (dU dn        TA       /, x A/o      d(n^)      -A     IdP 
+ ^ + s.--n^^--n--re1/j=(l-ren)^ + ^ + s.gj---; 

and 

dv  . dndv  idv2 d(v2)      i    ^dRfdv      \   (u-nn)fdv 
ot        dt an    2 an       an      (1 - ren)    at  \ds J     (1 - ren) \ ds 

+   i_d_M + ^)-(v2))=nn2_mi_dP 
(1 - ren)    ds (1 - ren) p dn 

(11) 
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where (.) is the average operator and g is the 'reduced' gravity factor 

g =g- 
d2R 
dt2 • 

(12) 

The above are the Reynolds' equations for our two-dimensional mean flow. 
As usual Reynolds' decomposition of non-linear convective terms introduces 
Reynolds' stress terms (UJU,-) and isolates the effects of fluctuations on the mean 
flow. 

These equations resemble the equations used in the modelling of a curved 
thin layer of turbulence (e.g. Gibson & Rodi, 1981). One of the main differences 
is that in the present case there is interactive coupling (through dR/dt and g ) 
between the motion of the thin layer of turbulence and that of the irrotational 
wave below. 

Finally, modelling of the turbulence may be achieved by means of a simplified 
k — e model in which a first order closure is adopted such that we only solve a 
transport equations for the turbulent kinetic energy k: 

dk 
~di+T\ 

1 
KTl) 

U + s- 
dR 
~dt 

nil 
dk 

ds~ 
„     - dR dk 

dn 
1 d 

1 

<%N 

Vf. )2 ds \    ds 

9  (   dk\    .. ,.     . 2\\9V        (uv) ^9C/       dV 
-e. (13) 

Here e and vt are respectively the energy dissipation and the eddy viscosity such 
that: 

e « ——,      and     ut « — (14) 
o e 

where S is the thickness of the turbulent layer. 
Modelling the dynamics of the thin layer of turbulence provides suitable 

boundary conditions for the irrotational flow of the wave. The turbulence/wave 
interaction occurring at lower boundary (n = 0) of the turbulent layer is repre- 
sented by mass entrainment across the boundary and by extra pressure at the 
boundary. These extra terms are to be incorporated respectively in the kinematic 
and in the dynamic boundary condition for the irrotational wave along T(t). For 
example the kinematic boundary condition for the irrotational wave is: 

dR 
"dt 
dR 

"dt 

+ 9s 
dt 
d_$_ 

dn 

(1 — KTI) ds 

+ V 

(15) 

(16) 

where <j) is the velocity potential for the irrotational flow and V is the 'entrainment 
velocity' i.e. the velocity at which the turbulent layer entrains irrotational flow 
across the boundary n = 0. Increasing entrainment is such that the interface 
T(t) is lowered. The velocity V is parameterized in terms of the local amount of 
turbulence in the thin layer. 

We refer to Brocchini (1996) and Brocchini & Peregrine (1997b) for a detailed 
description of the derivation of the model equations. 
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4. Modelling of Waves and Concentrated Vorticity 

For large organised vortical motions that are generated by plunging breakers, we 
add point vortices to the two-dimensional fully nonlinear free surface boundary 
integral solver for irrotational flow described by Cooker et al (1990). The nu- 
merical model solves the following equations, the usual equations for inviscid, 
incompressible and irrotational potential flow with the full nonlinear boundary 
conditions: 

v2$ = =   0 in  fluid — {x"} 

Dx 

~Dt 
= v$ on  free  surface 

Dt 
= !|v$|2- -gy on free  surface 

(17) 

<9$ 

dn 
=   0 on  solid  boundaries 

where x = (x,y), $(x, t) is the velocity potential and g is the acceleration due 
to gravity. The velocity potential, $ is composed of a regular part <f>r and a 
singular part <f>s. The singular part is due to a system of point vortices, centres 
{x^} while the regular part is due to the free surface. The potential due to a 
single point vortex is augmented by its images in both the bed (y = —h) and the 
line y — h above the free surface, which gives the following expression 

0S   =   K(tan-1[coth[s(x - x°(t))] tan[s(y - y"(£))]] 
(18) 

- tan"1[coth[s(a; - xv{t))] tsm[s{y + yv(t) + 2h)]]) 

where s = n/Ah, (xv'(£), yv'(£)) is the position of the point vortex and K its 
strength. The extra images are helpful in giving a singular solution which decays 
rapidly in space. The circulation around the point vortex is then T = 2TTK, 
F > 0 denotes circulation in the counter-clockwise direction. We define a Froude 
number Fr = K,/J(gL3) where L is some characteristic length scale, usually the 
distance of a vortex from the free surface. The system is non-dimensionalised 
with g and L, all results presented are dimensionless. 

Tong (1991) computed the evolution of a single point vortex as it interacted 
with a free surface. He used the two dimensional fully nonlinear free surface 
potential flow numerical solver which solves the equations shown to model the 
free surface deformation (Cooker et al 1990). A single point vortex modelling 
the effect of vorticity, moving under the effect of its images and the free surface. 
We have extended the method to include a system of point vortices in order to 
model the effect of larger regions of vorticity. 

In the extended model each point vortex moves under the influence of the 
free surface, the other vortices and its images. The free surface moves under the 
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Figure 4: Stacked free surface deformation due to a single (solid) and 10 (dashed) 
vortices. 

influence of the vortices and gravity. The numerical method which we use time- 
steps the free surface using a Taylor series expansion truncated at the sixth power 
of the time-step. The inclusion of the point vortices necessitates the computation 
of every partial derivative of the vortex potential in every combination of x, y 
and t up to the third derivative in order to maintain the accuracy of the scheme. 
The time step criterion must also be modified to include the vortices, as velocities 
are very high close to the singular core of a point vortex. 

We present some preliminary results here: figure 4 shows the free surface 
deformation and vortex movement due to a single impulsively started vortex 
(dotted) with strength K = 0.5 initial position (0.5, —1), and due to a system of 
10 vortices whose strengths are all constant, positive and sum to 0.5, initially 
grouped around (0.5, —1). 

We can see that the two cases are remarkably similar, and give us some hope 
that the point approximation can model patches of vorticity well. Clearly a very 
diffuse patch of vorticity will not be well modelled by a point vortex. Our model 
will allow us to define the limits within which a single point vortex is sufficient 
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Figure 5: Stacked free surface deformation due to a single (solid) and 10 (dashed) 
vortices. 

to model the free surface deformation due to a patch of vorticity. 
We define the centre of the patch of vorticity to be the centroid of vorticity, 

Then the radius of the patch of vorticity is the point defined by X" =   y*'*' 

defined as Rv These definitions are also useful when defining 

centres and radii of patches of vorticity in experiments. 
Figure 4 also shows the individual vortex paths. The thin lines are the paths 

of the system of 10 vortices, we can see that they co-rotate under their mutual 
influence, and drift under the influence of the free-surface. The thick line is the 
path of the single vortex and the centroid of the 10 vortices, which are virtually 
indistinguishable. 

If the patch of vortices are sufficiently diffuse then there are variations from 
the behaviour in the single vortex case. Figure 5 shows such a case, where the 
free surface deformation is clearly different in the two cases. However similarities 
still exist, just outside the limits of the plot the free surface deformation is very 
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Figure 6:   Path of single (solid), five (dashed) and ten (dotted) vortices sum 
strength 0.1 

similar. Also the centre of the system of vortices and the single vortex still move 
along almost the same path, the thick line. 

In certain cases the free surface deformation due to a patch of vorticity and a 
point vortex appear to be fairly similar. In such cases another interesting feature 
to study is the longer time evolution of a patch of vorticity which does not induce 
surface breaking. If the patch is modelled with a single point vortex then, for 
sufficiently weak vortices, the vortex moves as it would under a rigid wall. The 
image required to satisfy the rigid wall boundary condition predicts a vortex core 
velocity of (—K/2L,0) for a point vortex located at (x, — L). Individual point 
vortices in a patch of vorticity moving under the influence of the free surface 
alone will move with different velocities resulting in a diffusion of vorticity. So 
their interaction with each other and the free surface will determine the evolution 
of the patch of vorticity. 

The solid line graphs in figure 6 show the paths of a single point vortex, 
strength K = 0.1, initial position (0,-1). After an initial transient period the 
vortex settles down to a constant x-velocity —0.049 with a small varying y- 
velocity, the rigid wall theory predicts a velocity of (—0.05,0). Note that the 
vortex takes some time to reach a steady state, initially sitting almost still. This 
is in qualitative agreement with the behaviour of vortices which we see in our 
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experiments (Quinn et al 1995 and Haydon et al 1996), which appear to take 
some time to start moving after being left by a plunging breaker. 

The dotted and dashed path superimposed on figure 6 show the paths of the 
centres of systems of five and ten point vortices whose strengths sum to 0.1. We 
note that even the very small y-variations are fairly similar for all three cases. 
The radius of the patches is plotted in figure 7. 

0.25 

0.20 

°   0.15 

0.10 

0.05 

Figure 7:  Radius of the patches in figure 6, five vortices (solid), ten vortices 
(dashed). 

More importantly the free-surface generated in these three cases is also very 
similar, and rather complicated. It is also worth noting that the computations all 
fail at similar times due to a lack of points caused by a stretching of part of the 
free surface. This can be overcome by a invoking a regridding procedure, we halt 
the computation at this point as it seems unlikely to yield any more interesting 
results. 

Finally, we include the variation in the radius of the vortex cloud. Figure 7 
shows the variation in the radius of the vortex clouds for the present example. We 
see that the cloud becomes steadily more diffuse, behaviour which is replicated 
in all cases which we have tried. 

5. Conclusions 

The work described in this paper continues. The thin layer model of a spilling 
breaker is being developed to add to boundary integral methods. The detailed 
analysis of the toe of the spiller is still in progress. 

The discrete vortex system under a free surface is demonstrated to be prac- 
ticable and may be of value for problems other than plunging breakers. For 
example the flows over many structures result in vortex shedding, which could 
be well described using the present methods. 



198 COASTAL ENGINEERING 1996 

6. Acknowledgments 

Support from Engineering and Physical Sciences Research Council GR/J/43899 
and GR/H/96836, European Union, Directorate General XII, contracts ERBCH- 
BICT930678 and MAS2-CT92-0047 is gratefully acknowledged. 

7. References 

Brocchini, M. (1996). Flows with freely moving boundaries: the swash zone and 
turbulence at a free surface. Ph.D Dissertation. University of Bristol, Bristol. 

Brocchini, M. & Peregrine, D.H. (1997a). The dynamics of a turbulent free sur- 
face. Part 2.  The boundary conditions, (in preparation). 

Brocchini, M. & Peregrine, D.H. (1997b) The dynamics of a turbulent free sur- 
face. Part 3. A model for a spilling breaking wave, (in preparation). 

Cooker, M.J., Peregrine, D.H., Vidal, C. and Dold, J.W. (1990) The interaction 
between a solitary wave and a submerged semicircular cylinder, J. Fluid Mech. 
215, 1-22. 

Dold, J.W. & Peregrine, D.H. (1984). Steep unsteady waves: an efficient com- 
putational scheme. Proc. 19th Int. Conf. Coastal Eng. 1, 955-967. 

Gibson, M.M. & Rodi, W. (1981) A Reynolds-stress closure model of turbulence 
applied to the calculation of a highly curved mixing layer. J. Fluid Mech. 103, 
161-182. 

Haydon, T.A., Hann, D.B., Davies, P. and Created, C.A. (1995) Turbulence 
Structures in the Surf Zone. Submitted to ICCE '96. 

Lin, J.C. & Rockwell, D. (1995). Evolution of a quasi-steady breaking wave. 
J.Fluid Mech., 302, 29-44. 

Lugt, H.J. & Ohring, S. (1992) The oblique ascent of a viscous vortex pair toward 
a free surface. J.Fluid Mech. 236, 461-476. 

Madsen, P.A. & Svendsen, I.A. (1983) Turbulent bores and hydraulic jumps. J. 
Fluid Mech.   129, 1-25. 

Moore, D.W. (1978). The equation of motion of a vortex layer of small thickness. 
Stud. Appl. Maths., 58, 119-140. 

Peregrine, D.H. (1992) Mechanisms of water-wave breaking. In Breaking waves. 
IUTAM Symposium, Sydney, (ed. M.L.Banner & R.H.J. Grimshaw), 39-53. 

Peregrine, D.H. & Svendsen, LA. (1978) Spilling breakers, bores and hydraulic 
jumps. Proc. 16th Int. Conf. Coastal Eng., 540-550. 



POST-WAVE BREAKING TURBULENCE AND VORTICITY 199 

Quinn, P.A., Barnes, T., Lloyd, S.T., Greated, C.A. and Peregrine, D.H., (1995), 
Velocity Measurements of Post-Breaking Turbulence Generated by Breaking Waves. 
Proceedings of Coastal Dynamics '95 Conference, 293-304. 

Stansby, P.K. & Slaouti, A. (1984) On nonlinear wave interaction with cylindri- 
cal bodies: a vortex sheet approach. Appl. Ocean Res.,6, 108-115. 

Svendsen, LA. & Madsen, P.A. (1984). A turbulent bore on a beach. J. Fluid 
Mech. 148, 73-96. 

Tong, R.P., (1991) Unsteady Flow with a Free Surface: A Study of Numerical 
Approximations in the Boundary Integral Method. Ph.D. Thesis, University of 
Bristol. 



CHAPTER 16 

A Turbulent Flow Model For Breaking Waves 

Nguyen The Duy1, Tomoya Shibayama2 and Akio Okayasu2 

Abstract 

This paper presents the formulation and solution of a numerical model for 
breaking waves on uniform sloping bottoms. The model is based on the two- 
dimensional vertical (2DV) Reynolds-averaged Navier-Stokes equations. The 
effect of breaker-generated turbulence is modeled by the Reynolds stress terms in 
the momentum equations, together with an eddy viscosity model. A transformation 
technique is utilized to solve numerically the governing equations in a variable grid 
system. At each time level of computation, it is possible to determine directly the 
following wave quantities for the surf zone: water surface elevation, pressure field 
and velocity field. The numerical results are verified with various cases of 
laboratory data. 

1. Introduction 

The breaking of waves results in the transformation of irrotational wave motion 
into turbulent rotational motion, which is characterized by vortex motion of 
various scales; and due to this turbulent motion, the wave energy transported from 
the offshore is dissipated throughout the surf zone. It has been known that 
turbulence generated by breaking waves has important effects on most processes 
within the surf zone such as wave transformation, diffusion of materials, etc. 
Therefore, in order to obtain a realistic and reasonable simulation of surf zone 
processes, it is necessary to include the effect of turbulence in the formulation of 
the wave equations. In addition, information on the vertical structure of wave 
variables such as wave pressure and water particle velocities is necessary to solve 
important problems of the nearshore area. For instance, the vertical profile of wave 
pressure can be applied to determine acting force used in the design of coastal 
structures, or the near-bottom velocity can be used as a boundary condition to 
determine the bed shear stress and to solve the flow inside the bottom boundary 
layer which, in turn, play an important role in the prediction of beach profile 

'Dr. Eng., Dept. of Civil Eng., Ho Chi Minh City Univ. of Technology, 268 Ly 
Thuong Kiet, Q. 10, Ho Chi Minh City, Vietnam. 
2Dr.   Eng.,   Assoc.   Prof,  Dept.   of Civil  Eng.,   Yokohama National  Univ., 
Hodogaya-ku, Yokohama 240, Japan. 
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change due to sediment transport. An useful and effective wave model, therefore, 
must be capable of computing directly the vertical distribution of wave variables. 

Recently, rapid development in the memory capacity and computational speed 
of personal computers makes it possible to solve the full 2DV Navier-Stokes 
equations for water waves. The solution of 2DV wave models may be one among 
preliminary steps to achieve a complete picture of the modeling of coastal 
hydrodynamics in a near future, when water waves can be simulated by solving the 
full three-dimensional Navier-Stokes equations. 

Petit et al. (1994) computed breaking waves on a submerged bar by applying 
the Volume of Fluid method to solve the 2DV Navier-Stokes equations. 
Shibayama and Duy (1994) presented a 2DV model for waves propagating on 
sloping bottoms and verified it with laboratory data of non-breaking and breaking 
waves, however, they could not attain reasonable numerical results for the velocity 
field in the siirf zone. 

This paper presents a hydrodynamic model for breaking waves on uniform 
sloping bottoms, in which the effect of breaker-generated turbulence and the depth 
variation of the wave variables are included in the model. 

2. Governing Equations 

Figure 1: Definition sketch of coordinates system 

For   a   free   surface   domain,   the   2DV   Reynolds-averaged  Navier-Stokes 
equations are written as 

du    dw 
+ 0 

ax    dz 
du    d(u2)    d{uw)        1 dP 

di       dx 
• + - - + M. 

dz p dx 

dw     d(uw)     d(w2) 

P dz 

(1) 

(2) 

1   dP 

dt dx dz 

^ a. d f   A — + —\iidz = 
a     ax,. 

0 

(3) 

(4) 

where (w,w): Reynolds-averaged velocity vector; P; Reynolds-averaged pressure; 
£: water surface elevation; zh: sea bottom elevation; g; gravity acceleration. The 
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momentum transports due to fluctuating velocity components of turbulent motion 
(Reynolds stress terms), Mx and Mz, can be expressed as follows, by using eddy 
viscosity model 

d(    du\    d\    (du    dw* 

d \    ( du   d*>S\      d (    dw^ 

(5) 

"• = *W* + *JJ+2*r'*J (6) 

where vT is the eddy viscosity. In the above equations, since v « vT, the diffusive 
terms due to molecular viscosity v are neglected. 

In the surf zone, the mean value (time-averaged over one wave period) of vT, 
vT, has been previously determined by fitting computed currents velocities to 
measured data. For instance, Longuet-Higgins (1970) simulated longshore currents 
by using 

vT«0.Q\hy[ghls (7) 
where h is the mean water depth and s the beach slope. 

On the other hand, in the modeling of cross-shore currents, Okayasu et al. 
(1988) applied a mean eddy viscosity in the form 

vT=03jg(dt+H)sz' (8) 
in which dt is the depth to wave trough, H the wave height and z' the vertical 
distance from the bottom, while Svendsen and Hansen (1988) suggested that 

vT = (0.007 - 0.03)hjgh (9) 
Based on Eq. (9) and the Prandtl-Kolmogorov assumption, Shibayama and 

Duy (1994) derived approximately a time-varying eddy viscosity for the area 
outside the bottom boundary layer of the surf zone as follows 

VT=frJ&  {£-*>) (10) 
In Eq. (10), fv is a constant and was found to have an average value of 0.125 from 
the computations of breaking waves. Shibayama and Duy (1994) showed that the 
use of a fixed value of/,, for all computational cases can produce good agreements 
between computed and measured wave heights in the surf zone, however, 
simulated wave profiles and velocity field generally exhibit certain discrepancies 
compared to measured data, in particular for the near-breaking area. These 
discrepancies may be caused by the fact that the eddy viscosity commonly increases 
within certain distance from the breaking point, as shown by laboratory 
measurements of Okayasu et al. (1988). In order to take into account this effect in 
the simulation, the constant /„ is slightly modified to become 

10.03 ehlh    ifht/fKlS 
^=|o.03e15      if h./hy 1.5 (11) 

where h is the still water depth, and 1\ the breaking water depth. Eq. (11) 
expresses a variation range of fv from a minimum value of 0.082 at the breaking 
point (]% I h = 1) to a maximum value of 0.134. 
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Boundary Conditions: 

•    Water surface boundary [z = Q]\ 

The water surface is a moving boundary in the model. The position of this 
boundary must be determined at each time level with its own boundary conditions 

as follows. 
For u, a zero shear stress condition is assumed at the water surface 

du 

For w, the kinematic boundary condition at a free surface is applied: 

w=-—+u—- 
ot       at 

(12) 

(13) 

(14) 
and the boundary condition for P is 

P = 0 

•    Bottom Boundary [z = zbj: 

A non-slip condition is applied for w: 
w = 0 (15) 

In the numerical mesh, the first grid point of?/ is not located at the bottom (Fig. 
2) and therefore, a direct use of the non-slip condition is not necessary. Instead, the 
boundary condition of ti is given implicitly in the form 

'Wi+".,0.5.2 =° (16) 

• P points 
o u points 

x w points 

bottom boundary 

- fictious node 

i-1 

._L_«__I. 

i+1 

Figure 2: Bottom boundary 

Using the continuity equation, Eq. (1), and the non-slip condition, a Neumann 
boundary condition for pressure is obtained from the z-momentum equation, Eq. 

(3): 
8P_ 

dz 

d2w~\ 
4-g+2vr^rj (17) 

•    Seaward Boundary (x = 0) 

The boundary conditions for £, w, w and P of incident wave are obtained by 
applying cnoidal wave theory or Stokes wave theory, depending on the calculated 
Ursell parameter, Ur, at the seaward boundary (Nishimura et al., 1977): 
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HI?     [> 25   : cnoidal waves 
u/-=—T~   1    *c        o   , (18) /j^       [<25    :   btokes waves 

The reflected wave from the domain inside, if existing, will be treated to pass 
freely and undisturbed through the open seaward boundary. In the model, the 
actual water surface at each time level t is computed as the sum of the incident and 
reflected waves. 

After determining the water surface elevation C, (t), the other variables at the 
seaward boundary (u, w, P) can be determined approximately by using cnoidal or 
Stokes wave theory depending on the value of Ursell parameter. 

• Shoreline Boundary [x = xmax) 
For u, an absorbing boundary condition is applied at the shoreline boundary 

(Zienkiewicz and Taylor, 1991): 
du      du 
-+c- = 0 (19) 

where c is the wave celerity at the shoreline boundary. For outflow at the shoreline 
boundary, typical boundary condition for w is (Fletcher, 1991) 

dw 
- = 0 (20) 

Assuming that the effect of viscosity in the region adjacent to the shoreline is 
negligible, a Neumann boundary condition for pressure P can be derived by using 
the x-momentum equation, Eq. (2), and the absorbing condition, Eq. (19). The 
resultant equation is 

cP        T, .du    d(uw)\ 

• Breaking Location [x - xh) 
The breaking point is determined by Goda's breaking indices (1975): 

-^=4l-exj-1.5^-(l + 15s4/3) 
where Hb: breaking wave height; L0: deep water wave length; s: beach slope; and 
A is an empirical constant taken to be 0.17. 

3. Numerical Formulation 

In the physical domain, the upper surface is a moving boundary due to wave 
motion, and the sea bottom also changes in space, 

C = CM (23) 
zb = zb(x) (24) 

(22) 
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Figure 3: Physical and computational domain 

The generated grid for numerical computation is thus also a moving system in 
space and time (Fig. 3). It is difficult to solve the governing equations numerically 
in this moving and curvilinear grid. Therefore, a coordinate transformation is 
carried out to map the moving grid to a fixed and linear one, in which the 
boundaries are parallel to the coordinate-axes (Fig. 3). The relationships between 
the physical domain (x, z, /) and the computational domain (£,77,7) are expressed 
as follows 

x = % (25) 

z=h + Al')(( ~h) (26) 
/ = r (27) 

where 77* = 77 / rjm and i]m is the maximum value of 77. 

Depending on the form of the function f{if), different types of numerical 
mesh can be generated for the physical domain (Fletcher, 1991). To obtain 
constant vertical mesh intervals in the physical domain, we choose 

f{v') = l' (28) 
The first deriatives of the velocity components, u and w, with respect to x, z, 

and / are expressed in terms of the new variab 

di du du 

dx  dz  dl 
dw dw dw 

— 

dx  dz  dl - 

dv dv dw 

,d% di] dx. 

(29) 

du_d"_ch_       & & 
% &i dx     &n_ &n_ 

dx dz 
dx dx 

.dx dz     dl 
where the Jacobian matrix J of the transformation is determined by using Eqs. (25) 
through (27) 

es£, 77, r as follows: 

a 
di] 

~a 
dx 
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J 

% % df 
dx dz a 
dt] dt] dt] 

dx dz a 
dr 3T dx 
dx dz a J 

nmhx + vUx-zJ] 

0 
C- 

<r, 
i 

(30) 

where C,x and zbx denote the derivatives of C, and zb with respect to x, respectively. 
With the obtained Jacobian matrix J, at each time level the variable physical 

domain (x, z, t) can be transformed to the fixed computational domain {t,,t],x). 
The governing equations, Eqs. (1) through (4), in the computational domain are 
then given as: 

ai du        dw 

ai        at    d(u2) 

dx+TJ'dt^+' % 
+nx 

d{u2) 
dt] 

+nx drj + 1. dr] 

•+r/z 

d{uw) 

dr] 

dw        dw    d(uw) 

dr + V. 
d{uw)        d{\ 

dt] 

dC . «?J 

dt + T1: 

a   dx' 

h   dr] 

udz - 0 

-g- 

dP) 

p dr]        v 

(31) 

(32) 

(33) 

(34) 

where 

M, = 2 
dvT 

+ V, 
dvT]du 

-d^kV^ 

+2v, 
dhi d2u 

+ vx dt]' 
• + 2r]x 

du 

dr] 

d2u 

+ V> 

d^dt] 

Mf 
dvT        dvT Ydw        dw 
-^7 + Tlx-z~\-^ + r]x — 
% dt] kd$     lx dr] 

dvT du 

dr] dt] 

dufdr]x 

f 

+ *lx 

d2u 

^drf 

dt]: 

+ 2rj; 
dvT dw 

dt] 

d2w 

(35) 

+ VT 
dt] dt] dt] 

+v, 
d2 w 

•+v: 
,d2w d2* "w     dw 

d^dt]    drj - + 271x^- + ^~ +n, dt] 
(36) 

d!;2     ,x dt]2 

The boundary conditions are also transformed to the computational domain in 
the similar way. The transformed equations and corresponding boundary 
conditions can be solved numerically by the finite difference method. The numerical 
computation is carried out on a staggered grid. In this staggered grid, P is defined 
at the centre of each cell and u, w are defined at the cell faces. In discretizing Eqs. 
(31), (32), (33), (34), finite difference expressions centered at grid point (/', j), 
(i+0.5,j), (i,j+0.5), and (i,j) are used, respectively. These allow all derivatives 
can be discretised in second-order accuracy with smallest number of involved grid 
points. The use of the staggered grid also permits coupling of the u, w and P 
solutions at adjacent grid points. This in turn prevents the appearance of oscillatory 
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solutions, particularly for P, that can occur if centred differences are used to 
discretise all derivatives on a non-staggered grid. 

A semi-implicit scheme is utilized to solve numerically the discretized forms of 
Eqs. (31) through (34). At each time step, a main set of linear equations for 
pressure is solved for the total number of grid points and subordinate sets of linear 
equations for velocities are solved along the boundaries. The result of pressure 
distribution is then used to compute the velocity field. For the water surface, two 
computational steps are necessary to determine this moving boundary at each time 
step as follows. 
(i) At the beginning of a time step n+1, an approximate solution for the water 
surface is obtained by applying an explicit finite difference scheme for Eq. (31), 
using velocity profiles at the previous time step n. The water surface obtained is 
then used to evaluate the elements of the Jacobian matrix, and therefore the 
transformed equations (31) through (34) can be solved in the computational 
domain. 
(ii) At the end of the time step n+1, after finishing the velocity computation, an 
improvement on the water surface computation is achieved by applying the Crank- 
Nicolson scheme for Eq. (31), using velocity profiles at both time steps n and n+1. 

4. Numerical results 

The total computational time required for the model to get the final results 
depends mainly on the number of grid points used in the mesh. Using a 
HP9000/720, it takes approximately 1 hour to complete one simulation for a mesh 
of 2000 grid points. 

A typical illustration of the convergence and stability characteristic of the 
present model is presented in Fig. 4, which are the computed wave profiles at 
different sections in the surf zone. With the still water level (horizontal line) is set 
as the initial condition of the computation, it can be seen that after only about two 
waves coming from the offshore boundary, the computed wave profile at each 
section already converts to its final solution. This behavior indicates a rapid 
convergence characteristic of the model. After the convergence point, the stability 
of the solution can also be seen through the periodical results of the computed 
wave profiles. 

A typical example of the numerical results of the hydrodynamic model are 
shown in Figs. 5 and 6. The model results are verified with the laboratory data 
obtained by Okayasu et al. (1988). In the figures, the variable X denotes horizontal 
distance from the shoreline of the still water, subscript "b" denotes the breaking 
point, and z' is the vertical elevation from the bottom. 

Fig. 5 shows that the time history of water surface elevation follows an 
asymetric pattern: the rise of water surface occurs much faster than the fall one. In 
general, the model is capable of simulating the highly nonlinear and asymmetric 
characteristics of wave profiles in the surf zone, as shown through the comparisons 
with measured data. However, as a common result, large discrepancies between 
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the computed and measured wave profiles are observed at sections close to the 
shoreline. These discrepancies may have been caused by the effect of the shoreline 
boundary. The  verifications also show that the present model is capable   of 
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Figure 4: Convergence and stability characteristics of the present model, illustrated 
through the time series of equi-phase mean water surface elevation (.//„ = %5cm , 
T=2s, \ = 40cm, s=I/20). 
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Figure 5: Time histories of water surface elevation ^, horizontal velocity u and 
vertical velocity w at different sections and elevations in the surf zone (H0 = 8.5cm 
, T=2s, h0 = 40cm, s=l/20). 

simulating the deformation of the velocity profiles as the wave propagates 
shoreward and of producing the high nonlinearity and asymmetry of the velocity 
profiles in shallow water area (Fig. 5). Generally, reasonable agreements, both in 
magnitude and phase, are obtained between the computed velocities and the 
laboratory data. In the vicinity of the breaking point, however, the vertical velocity 
is somewhat underestimated by the model. And at sections close to the shoreline, 
the model overestimates the peak value of the horizontal velocity. The simulation 
results also show that, in the surf zone, the vertical velocity magnitude at most 
elevations is considerable compared to the horizontal velocity magnitude and 
therefore cannot be neglected in the computation as is done in most existing wave 
models. 
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The equi-phase mean velocity vectors in the measured area of the surf zone are 
plotted in Fig. 6, for different phases in one wave period. A fairly good agreement 
in the direction and the magnitude between the computed and measured velocity 
vectors can be observed, but there exist small discrepancies in the near-bottom 
area. In bottom area, the simulated velocity vectors exhibit smaller values than the 
measured ones. Small discrepancies between the computed and measured velocity 
vectors can also be seen in the vicinity of the shoreline. This may be due to the fact 
that the real shoreline boundary has not yet been simulated perfectly in the model 
and may cause certain effects on the computed velocity field. 

5. Conclusions 

• In the present model, the hydrodynamics of breaking waves in the surf zone 
was investigated based on the governing equations of turbulent flow: the 
Reynolds-averaged Navier-Stokes equations. The effect of breaker-generated 
turbulence was included in the model and the vertical distribution of wave 
variables (P, u, w) can be computed directly by the model. The numerical 
results agree reasonably well with laboratory data of 2DV velocity field and 
water surface elevation in the surf zone. 

• A time-dependent eddy viscosity was introduced in the present study to solve 
the 2DV Reynolds-averaged Navier-Stokes equations. The derived eddy 
viscosity has been verified to be applicable in the modeling of breaking waves. 
However, this is only one of the possible alternatives in determining the eddy 
viscosity. The present model may be tested with other solutions of the eddy 
viscosity in order to seek for possible improvements of the simulation results. 

• In the model, it is possible to determine only the vertical distribution of 
horizontal velocity from the water surface to the first grid point above the 
bottom. The horizontal velocity profile below this grid point, which is affected 
by the bottom boundary layer (BBL), has not yet been computed by the model. 
The inclusion of the effect of the BBL requires a very fine mesh interval, whose 
order is about O.lmm, in order to model the large velocity gradient in the near- 
bottom area. However, at present, a 2DV hydrodynamic simulation of the 
entire surf zone, in which the BBL is included, is still not economical in sense 
of the CPU time required. 

• Disagreements between the numerical results and the laboratory data 
commonly occur in the area close to the shoreline. As already mentioned, these 
poor agreements may have been caused by the effect of the shoreline boundary. 
Due to certain technical problems encountered in the formulation of a 2DV 
model, some assumptions have been made to simplify the implementation of the 
shoreline boundary conditions such as the absorbing condition for u, the 
uniform condition for w. These assumptions may not reflect properly the 
realistic phenomena at the shoreline boundary. Therefore, a more reasonable 
implementation of the shoreline boundary conditions is necessary to obtain 
better simulation results in the area close to the shoreline. 
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Figure 6:  Comparison of equi-phase mean velocity vectors in the surf zone 
(H0 = 9$7cm , T= 1.17s, l\ = 40cm, s=l/20). 
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CHAPTER 17 

Turbulence Structures in the Surf Zone. 

T.R.Haydon D.B.Hann *, P.Davies f C. A.Created* and T.C.D.Barnes§ 

Abstract 
Turbulence due to breaking waves is an important factor in the ocean as it 

has a direct effect on coastal erosion, sediment transport and marine life. The 
laboratory study of this phenomenon is important to produce controlled simula- 
tions of processes that occur at sea, and has mainly consisted of temporal point 
measurements. In this paper the results obtained from using PIV to study the 
turbulence in the laboratory are presented. PIV is a spatial technique and yields 
unique information on the turbulence structure in such a flow. Of particular in- 
terest in this paper are the evolution of the wavenumber spectra and the form of 
the turbulent energy decay with time and space. This is used to characterise the 
decay of turbulence from 2-d to 3-d. Separation of the turbulence from the mean 
motion is important and the method used here is justified. The main results and 
conclusions are compared with other research, with similarities and differences 
emphasised and discussed. 

1. Introduction 
Little is known about the nature of the turbulence produced by a breaking wave 
event. It is a very difficult flow to model numerically and equally hard to measure 
experimentally. The traditional approach to experimental investigation has been to 
use point measuring techniques such as Laser Doppler Annenometry (LDA) [5, 4]. This 
does not enable the spatial structures of the flow and the way in which the associated 
vorticity and energy is dissipated, to be measured. Particle Image Velocimetry (PIV) 
is a well documented velocity measuring technique, yielding full field instantaneous 
flow information [12]. The implementation of a high resolution digital camera and an 
image shifting device allows the problem of measuring multi-directional velocities to 
be solved, imparting a constant velocity throughout the flow that can be subtracted 
after analysis. 

Previous research on laboratory generated single breaking waves is fairly scarce, 
however a comprehensive study using LDA was done by Rapp and Melville [5] along 
with other interesting work from Battjes and Sakai [2]. The results obtained by these 
researchers will be referenced and comparisons made, with results obtained here. There 
are two main objectives to be addressed in this paper, firstly the validation of PIV as 
a technique for studying this type of complex flows, and secondly the exploitation of 
the advantages inherent in using PIV, to characterise the turbulent flow spatially and 
temporally. 

2. Experimental facility 
The experiments described in this paper were carried out in the Edinburgh University 
wave flume. The flume is 9m long 0.4m wide and lm deep, with the water depth being 
0.75m. The wavemaker is a hinged paddle that has a force feedback mechanism, de- 
signed to limit reflections. Breaking waves are formed by the superposition of differing 
frequencies formed by the paddle which are focussed to create a breaking event. The 
walls of the flume are glass to allow easy optical access. At the far end of the flume 
there is an absorbing wedge of foam which disperses the remaining wave energy and 
limits reflections. 

Wavegauges can be used to measure the surface elevations during experimentation 
and in these experiments four were used, two positioned before breaking and two after. 
These yield important information on the spectral contents of the wave used in the 
investigation and also the enable the repeatability of the wavemaker to be verified. 
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3. PIV 
An in depth explanation of PIV is not going to be undertaken in this paper as it has 
been covered many times before [3]. However there are recent improvements made to 
the technique that have increased its versatility, which will be outlined here. 

Image shifting overcomes the problems that PIV has with measuring multi-directional 
flows or flows that have a large dynamic range of velocities (for a detailed description 
see Morrison[6]). The PIV image is obtained through the reflection in a rotating mirror 
which imparts a constant shift to all the velocities in the flow. It has the effect (when 
optimised) to shift all the velocities into the range measurable with PIV. The velocity 
imparted can be removed after the analysis stage, leaving the original flow velocities. 
There is an added complication, due to the fact that there are differing optical path 
lengths to the various parts of the mirror, (and hence to the flow region) meaning that 
the shift velocity is not exactly uniform over the whole flow. However averaging many 
velocity maps recorded in still water gives the full-field shifting velocity map, which 
can be subtracted from all measurements. 

The use of a high resolution CCD camera for image acquisition has many ad- 
vantages over the previously used photographic film method. Obviously the primary 
advantage is the saving in time on the analysis which is done digitally on a PC. Us- 
ing very large CCD array sizes, however, does create very large image files which fill 
memory up very quickly. The memory on the frame grabber used in this research was 
extended to 32mb so that a maximum of seven sequential pictures could be taken, 
limited only by the frame rate of the camera. 

Image analysis is done digitally using an auto-correlation routine which yields the 
magnitude and direction of the velocity within small areas of the image. 

4. Experiments 
Both deep water and beach waves were investigated. Four different types of deep 
water breaker were used, ranging from severe plunging to gently spilling. For the 
beach experiments a 1:20 beach was built into the flume. Due to the nature of the 
wavemaker paddle a solitary wave breaking on the beach due to shoaling was not 
feasible. Therefore the beach waves used broke due to a combination of focusing and 
shoaling. This was not a huge problem, because the main objective was to see how the 
shallow water affected the turbulence structures present. 

Images of the flow were captured beginning from approximately 3 seconds after the 
initial breaking event. This was the earliest that the flow could realistically be studied, 
due to the large amount of aeration that is caused by the breaking. The triggering of 
the camera was controlled by an external pulse from the wavemaking software which 
triggered the image-shifter, which in turn triggered the camera at the precise moment 
the mirror has rotated to an angle of 45° to the line of the flume. The choice of shift 
velocity was dictated by a number criteria. Firstly the limitation that the same shift 
had to be used for all images acquired in one sequence, meant that it had to be of a 
sufficient velocity to shift the earliest flow field into the analysable range of velocities. 
It is however generally advantageous to use as small a shift as possible, so the loss of 
resolution is kept to a minimum. 

For each different wave used in this experiment a number of different positions of 
the camera were used in order to cover the full extent of the turbulence and vorticity 
produced by breaking, which was generally spread over quite a large area. This tends 
to be split into distinct separate patches of turbulence, which become more merged 
together as the wave goes from plunging to spilling. 

5. Results 
Figures 1-6 show vorticity information, on the same scale, derived from a sequence of 
PIV velocity fields obtained after breaking. These show the evolution of a dominant 
vortex patch which appears to consist of two counter rotating vortices. The vorticity is 
shown to be concentrated and fairly focussed soon after breaking. The patch becomes 
visibly weaker, deepens slightly and occupies a slightly larger area. A notable feature 
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is that the structures do not seem to translate significantly across the flow. The area 
shown in these plots are about 60cm wide and 50cm deep. 

The vorticity maps give a visual representation of the post-breaking flow, showing 
a number of significant features. However, in order to make comparisons with the 
results of other experimenters it was necessary to compute more detailed properties of 
the turbulence. 

The wavenumber spectra for the turbulent velocities obtained at two different times 
4s and 17s after breaking are shown in figure 7. The information is shown on a 
log/log plot with a k~3 and a A;-5/3 line shown for comparison. This can be related 
to theories on 2-d and 3-d turbulence originally conjectured by Kraichnen [8] and 
further reviewed by Kraichnen and Montgomery [7] and Lesieur [10]. The proposed 
slope of the wavenumber spectrum for two-dimensional turbulence is k~3. This seems 
to suggest that after breaking the flow is dominated by two-dimensional turbulence 
which decays to three-dimensional turbulence as the structures become smaller and 
less coherent. This is supports the work of Lemmin and George et al [9, 11], who also 
note this spectral change. 

The flow measured using PIV cannot be said to be a solely turbulent flow, as 
it contains a mixture of mean and turbulent components. A simple method of local 
averaging was used in order to separate out these two components. Each velocity point 
was averaged using the nearby velocities, with this average then subtracted from the 
central velocity value. All turbulent information was obtained using this method. 

Figure 8 shows the decay of turbulent energy with time for a deep water post 
breaking field averaged over four repeats. This is shown for two separate positions after 
breaking, position 2 being closer to the breaking point. The reciprocal of the mean 
square turbulence level at position 2 appears to decay approximately in proportion to 
time. This is analogous to the way in which grid generated turbulence decays with the 
distance behind the grid. Position 1 does not show such a decay relationship, probably 
because it is close to breaking where the structures are moving forward more than at 
subsequent positions, hence leading to a significant flow of turbulent energy out of the 
region. 

Figures 9 and 10 show some examples of turbulent energy depth profiles, averaged 
across each line of velocities at each depth for a deep water breaker and a beach wave. 
The essential features of the two cases are that in deep water there is a strong decay 
of the turbulence level with depth, whereas the turbulence in the beach case is spread 
out more evenly, with only a slight decay with depth. The two instances in figure 9 
correspond to the vorticity plots shown in figures 1 and 2. The spike in turbulence 
between 20 and 30cm depth clearly falls from the first instant to the second. 

6. Conclusions 

PIV has been effectively applied to the complex turbulent flow generated by breaking 
waves, producing a visual representation of the structures and the way in which they 
decay and dissipate. The characterisation of the turbulence in order to make direct 
comparisons with the work of others has been attempted and early results suggest a 
good agreement. Further analysis to examine the mixing process in more depth is 
planned for both the deep and beach waves. 
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Figure 1: Vorticity at T=3.125s. Figure 2: Vorticity at T=3.875s. 

Figure 3: Vorticity at T=4.625s. Figure 4: Vorticity at T=5.375s. 

Figure 5: Vorticity at T=6.125s. Figure 6: Vorticity at T=7.625s. 
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CHAPTER 18 

Experiments on Design Wave Height in Shallow Water 

J.  William Kamphuis, M. ASCE.1 

Abstract 

Traditional depth-limited criteria for design of structures in shallow water were 
found not to be valid in hydraulic model tests with irregular waves. An extensive 
series of experiments showed that in addition to the height of the short period 
waves and the depth at the structure, the design wave height is a function of long 
wave action and wave setup at the structure. The additional effects are related to 
incident wave height and they result in an increase in depth at the structure. Thus, 
a simple design expression was developed by introducing a depth modification into 
a standard depth-limited design equation. 

1. Depth-Limited Design 

For many years, the design wave for structures in shallow water has been considered 
to be depth limited, meaning that the design conditions are controlled by the water 
depth at the structure. The maximum breaking wave reaching the structure is 
considered to be the design wave height. It is approximated by the wave that breaks 
exactly on the structure. Any wave breaking further offshore is expected to have lost 
enough energy that it results in a smaller breaking wave at the structure. Any wave 
that has not broken by the time it arrives at the structure is by definition smaller than 
the breaking wave and will result in smaller "non-breaking" wave forces. The design 
wave (HdeS) may thus be approximated by the maximum breaking wave height at the 
toe of the structure, (Hb)raax,T, which is a function of the water depth at the toe (dT). 

Hdes  = (Hb)    T  = ydT (l) 

1 Prof, of Civil Eng., Queen's Univ., Kingston, Ontario, Canada, K7L 3N6; 
Kamphuis@civil.queensu.ca. 
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Equation 1 was developed for regular waves. With irregular waves, a wave height 
distribution (normally assumed to be Rayleigh) needs to be introduced. The entire 
Rayleigh distribution is commonly represented by the Significant Wave Height (Hs) 
as determined by time domain (Zero Crossing) analysis or the Zero Moment Wave 
Height (Hmo) as determined from frequency domain (Wave Spectrum) analysis. 
Introducing these into Eq 1 yields: 

Hda  ~ (Hs,b )max,r  = (Hmo,b ) max.r  = Y dT ( 2) 

where y is normally defined as a constant, which may vary from 0.78 down to 
values as low as 0.4, depending on the wave height definitions used. 

This type of depth-limited calculation has been used in practice for many years and 
the adequacy of Eq 1 was repeatedly demonstrated to the undergraduate students at 
Queen's University through a final year project that ended with the design and 
hydraulic model testing of a rubblemound breakwater section. However, when this 
exercise was "updated" using irregular waves, Eq 2 was found not to be valid. The 
following difficulties were identified: 

a. HdeS was not only a function of water depth at the structure, but increased 
with incident wave height. Damage to the structure increased with wave 
height, even when the incident wave broke a long distance offshore. 

b. The use of Hs or Hmo is not correct for design when structure damage is 
cumulative. 

The inadequacy of Eq 2 was first investigated with several short experiments, but 
every one of these indicated that the problem was not simple and that the solution 
required more thorough investigation. Thus, a comprehensive set of tests was finally 
embarked upon to try to solve what everyone thought had been solved long ago. 
This paper provides a summary of these tests, examples from the initial analysis of 
the results and a simple design expression. 

2. Experiments 

Experiments were carried out in the 2 m wide irregular wave flume at the Queen's 
University Coastal Engineering Research Laboratory (Fig 1). The model was 0.6 m 
wide; the remaining width of the flume was reserved to minimize reflection of long 
wave action in the flume. The model consisted of a 1:50 plywood slope with a rubble 
mound breakwater at the end. Water level fluctuations were measured at 64 
locations on the ramp for each incident wave height. Each test consisted of 6 to 11 
different incident JONSWAP spectra with offshore wave heights (Hmo) varying from 
0.04 to 0.18 m. Sixteen tests were performed (Table 1), resulting in some 7000 
records of water level fluctuation. The results for Test 7 will be used to provide a 
consistent example in Figs 3 to 6. All other results were very similar to Test 7. 
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Figure 1 Experimental Setup 

TABLE 1 
Test Numbers for the Various Combinations of Water Depth and Wave Period 

Depth of Water at Toe (m) 
Wave Period (sec) 0.04 0.05 0.064 0.08 

0.8 6 2 9 10 
1.0 4 3 1 11 
1.2 5 7 8 12 
1.5 13 14 15 16 

3. Initial Analysis 

Each record was analyzed in frequency domain (Wave Spectrum Analysis) and some 
records were analyzed in the time domain (Zero-Crossing Analysis). Significant 
wave height (Hs) was virtually identical to Hmo everywhere but very close to the toe 
of the structure, where H is smaller than Hm0, as shown in Fig 2. The difference was 
a function of d-r. All wave heights quoted in this paper are zero moment wave 
heights (Hmo), derived from the frequency analysis. An example of wave heights 
calculated from the records is given in Fig 3. If the concept of depth-limited design 
as expressed in Eq 2 were valid, then Hmo at the structure should decrease (or at 
least remain the same) as the offshore wave height increases and the breaker moves 
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further offshore. Figure 3 shows that Hmo at the toe of the structure is almost depth 
limited, but there is clearly a small increase with the incident offshore wave height as 
mentioned in Point a) of Section 1. Figure 3 also shows an unexpected sudden 
increase in Hm0 near the structure toe. 

During the tests, visual observations indicated that, in addition to the incident short 
wave action, which decayed as it travelled from the breaking point to the structure, 
substantial long wave activity and wave setup existed, which increased from the 
breaking point to the structure. Both the short wave and long wave action could be 
clearly identified both by time domain and frequency domain analysis. Zero-Crossing 
Analysis of both long wave and short wave components indicated that both were 
essentially Rayleigh distributed, even at the toe of the structure. Wave Spectra at 
three locations for a medium height wave of Test 7 are shown in Fig 4. The long 
wave component clearly grows as the wave approaches the structure, while the 
energy of the short wave component decreases. The complicated wave spectrum at 
1.72 m indicates, however, that this transformation is not simple and involves major 
re-organization of wave energy. Figure 4 also shows a minimum spectral density 
near f=fp/2, where fp is the peak frequency of the offshore spectrum. This minimum 
occurred in all the tests and was used to separate long wave and short wave energy 
for all results, providing Hmo values for the long wave component (f<fp/2) and the 
short wave component (f>fp/2). In addition to the long waves and short waves, there 
is substantial wave setup at the structure. 

Figure 5 shows some profiles of the short wave component of Test 7. The sudden 
increase in Hmo near the structure, shown in Fig 3 has now disappeared, indicating it 
to be the effect of the long wave component, which is largest near the structure. A 
credible explanation for the wave height profile with distance of the short wave 
component is also shown in Fig 5. The simulation proposed by Kamphuis (1994) 
was used. Rakha and Kamphuis (1995) also show this method to be valid. The wave 
was shoaled up to the breaking point, using linear shoaling and friction. The breaking 
point was defined using either the depth-related breaker criterion: 

••Y.„  = 0.56 e35m (3) 

or the wave steepness-related breaker criterion: 

H 
L

P> 
— = 0.095e40m tanh 

f2nd? 
\ Lp,b J 

(4) 

developed by Kamphuis (1991). Here Hs>b is the significant height of the breaking 
waves, Lp,b is the wave length of the breaking waves, calculated using the peak 
frequency and m is the beach slope offshore of the breaking zone. The test results 
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showed that Hs and Hm„ at breaking were virtually identical. Wave decay after 
breaking was related to excess wave energy, a concept originally developed by 
Dally, Dean and Dalrymple (1986) for regular waves and adapted by Kamphuis 
(1994) for irregular waves. Similar wave height profiles were also obtained using the 
method of Battjes and Janssen (1978). 

Figure 6 shows an initial explanation of the complicated long wave profile. Similar to 
Shah and Kamphuis (1996), the long wave profile was assumed to consist of a 
shoaling, incident bound long wave, that becomes a shoaling, free long wave upon 
breaking. This wave is partially absorbed and partially reflected, with an antinode at 
the structure. It is important to note that seiche at the natural frequency of the wave 
flume was not (and did not need to be) included in this computation. The transition 
from the bound long wave to the free long wave is gradual through the breaking 
zone and involves a 180° phase shift of the long wave energy, relative to the wave 
groups. Offshore, the highest short waves in the wave group accompany the trough 
of the bound long wave, but at the structure the highest short waves travel on the 
crest of the free long wave. 

4. Waves at the Toe of the Structure 

Analysis of the complete data set to determine of the transformation of Hmo 

approaching a structure is underway. The purpose of the present paper is to provide 
a design expression for structures in shallow water and including the complete wave 
transformation would be too cumbersome. Therefore the remainder of this paper will 
concentrate on the waves at the toe of the structure. Two wave gauges were located 
at the toe for each test. The long waves calculated from both records were virtually 
identical. The short wave heights showed small differences, that were not systematic. 
The wave heights quoted at the structure toe are therefore the averaged values of the 
two measurements. 

The long wave influences certain design aspects directly, such as, crest elevation and 
wave overtopping, which involve water levels. For design parameters involving 
velocities and accelerations, such as stability of rubble mound armour or of a vertical 
breakwater, however, it may be assumed that the long wave does not generate large 
enough fluid velocities and accelerations to influence stability. Although the long 
wave may influence the actual short wave heights slightly, this paper concentrates on 
the all-important short wave design component. 

Figure 3 indicated that the depth-limited design concept does not quite apply, but it 
is clear that the effect of increasing offshore wave heights is only of second order. 
Therefore we propose to work with the depth-limited design equation (Eq 2) and 
modify it. 

Applying strict depth-limited design for the moment and ignoring Point b) from 
Section 1, Eqs 2 and 3 can be combined to estimate the design wave height as: 
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HJes=(HmoJ>)maxJ=0.56dTe"m (5) 

Fig 7 plots all the measured values of Hmo for the short waves at the structure toe, 
against depth at the structure toe. It shows that Eq 5 describes the trend correctly 
but underpredicts the maximum values. Figure 8 indicates that both the 
underprediction and some of the scatter may be approached through a relatively 
simple, linear relationship with wave height. To provide the most accurate 
representation of the changing incident wave height, the breaking wave height as 
calculated by Eqs 2 to 4 was chosen here, in lieu of the offshore wave height. The 
bias and part of the scatter in Hmo at the toe of the structure are, in fact, the result of: 

• wave setup 
• the incoming bound and free long waves 
• the antinode of the reflected long wave. 

All three of these influences in this complicated, interactive system add to the depth 
of water at the structure and all are more or less proportional to incoming wave 
height. Since the influence of the above causes is relatively small, it is possible to use 
Eq 5 with a modified depth: 

dT'=dT+aHSJ> = dr +aHmofi (6) 

The experiments showed the best-fit value of a to be 0.1 and hence the revised 
design expression is: 

Hdes = {Hmob)m^T = 0.56 dT' e^ = 0.56 (dT +0.\Hmob) e
35m (7) 

Figure 9 shows that the best-fit coefficient is 0.52, but that Eq 7 is a better design 
expression since it represents the maximum values of Hmo. Another design formula, 
based on Eq 4, is shown in Fig 10. It is: 

Hdes=(H.)m^T =0.0951 ^tanh 
(2n(dT+0.\Hmoij) 

L» 
(8) 

5. Design Wave 

Equations 7 and 8 give Hdes, corresponding to Hmo> at the toe of a breakwater, but 
this does not take into account Point b) of Section 1, which addresses cumulative 
damage. Because the waves impacting a structure in shallow water are basically 
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depth limited, design return period exerts only a minor influence on Hdes. Table 2 
presents an example for m=0.02 and a design return period of 50 yrs. It is seen that 
Eq 7 increases HdM by 10 % (forces increase by 33%) over Eq 5. Table 2 also shows 
that HdeS varies only slightly with return period. This means that wave heights very 
close to the 50 year return period wave height will occur often during the structure 
lifetime. 

Table 2 
Wave Height as a Function of Return Period 

Return 
Period 
(yrs) 

Breaking 
Wave 
Height 

(m) 

Depth at 
Structure 

(m) 

Modified 
Depth 
(m) 

Hdes 

Eq(7) 
(m) 

HdcS 

Eq(5) 
(m) 

50 4.0 4.0 4.40 2.64 2.40 
1 3.5 4.0 4.35 2.61 

0.1 3.0 4.0 4.30 2.58 

Thus it becomes necessary to distinguish between design parameters that, when 
exceeded, do not result in cumulative damage (such as wave overtopping, 
breakwater crest height, etc.) and design parameters that, when exceeded, result in 
damage that is added to any earlier damage (such as damage to rubble mound 
armour layers and sliding of a vertical structure). Non-cumulative damage may be 
related to Hmo or Hs, which represents a rather high wave and which comes directly 
from the available long term data. Equations 7 and 8 may be used directly. 

For cumulative damage, however, it is absolutely necessary to design for zero 
damage, each time the design wave occurs (or almost occurs). Therefore design 
must be for the highest possible waves, which may be defined by: 

(#max)    -KH(.Hmo) (9) 

If the wave height distribution is Rayleigh, KH is a function of storm duration and 
may be approximated by values in excess of 2. Goda (1985) uses 1.8. Rakha (1995) 
found KH=1.5 for stable, irregular breaking waves on a horizontal slope and KH=17, 
when the stable waves are reflected. For waves breaking a substantial distance 
offshore and travelling over a slowly sloping bottom toward a rubble mound 
structure, KH=1.5 is probably realistic; For vertical breakwaters, KH=1.7 is probably 
better. Thus the design wave may finally be defined as: 

n, 0.56KH e3 •(dT+0.\Hmoi) (10) 

or 
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#^= 0.095*^ ^"tanh 
r27t{dT+Q\Hmo^ 

Jr)> 
(U) 

where 

(KH) damage not cumulative 1.0 and       (KH) damage cumulative = 1.5 to 1.7 (12) 

6. Discussion 

Equations. 10 to 12 are based on recordings taken in a wave flume at the toe of a 
rubble structure. Do they apply to other structures such as vertical breakwaters or 
sloping seawalls? Wave setup at the toe of a structure is a function of the breaking 
wave height and the bottom slope. Thus the shape of the structure has only a small 
influence on wave setup. Only the reflected portion of the long wave is affected by 
the reflectivity of the structure. Since the rubble mound reflected much of the long 
wave energy, the shape of the structure is again not expected to exert a major 
influence on the results. Incident wave angle must of course be taken into account in 
the usual manner. The perpendicular angle of wave approach in a wave flume 
obviously results in the maximum effect and a mitigating term related to the cosine 
of the incident wave angle needs to be introduced. Thus, Eqs 10 to 12 are expected 
to be robust and applicable to a variety of design conditions and structures. 

Equations 10 to 12 also provide a physical basis for determining the design 
parameters. This is much to be preferred over other, rather subjective adjustments 
found in the literature, such as an arbitrary increase from Hs to a higher wave height 
definition for different structures, providing different "damage coefficients" for 
breaking and non-breaking waves, or basing the design on the estimated number of 
waves that impact the structure during its lifetime. 

Figures 3 and 6 show that analysis of the wave record without due regard for long 
and short wave components will lead to incorrect results, particularly near the 
structure. Figure 6 also demonstrates that the common laboratory practice of 
measuring the waves in a model without the structure in place, misses any influence 
from reflected long wave action entirely. 

7. Summary 

The simple concept of depth-limited design was originally developed for 
regular waves. 
It was shown not to be correct for irregular waves. 
The design wave increases as incident offshore wave height increases (Fig 3). 
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The complete system involves wave setup and the transformation of both 
long waves and short waves (Figs 5 and 6). 
The analysis of the short wave and long wave profiles, as the waves approach 
a structure is underway. 
It was possible to develop a relatively simple modification of the depth- 
limited design equations to incorporate the influence of wave setup and long 
waves. 
The wave setup and the incident and reflected long waves that accompany a 
train of irregular waves increase as they approach the structure. They 
effectively increase the depth at the structure. 
The depth increase may be related to incident wave height, using a modified 
depth (Eq 6). 
The design wave height can be rather simply related to the modified depth of 
water at the toe of the structure, which is introduced into existing breaking 
criteria and depth-limited design expressions (Eqs 7 and 8). 
The design wave height is also a function of whether or not exceedence of 
the design criterion causes cumulative damage (Eqs 10 and 11). 
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CHAPTER 19 

TIME-DEPENDENT QUASI-3D MODELING OF BREAKING 
WAVES ON BEACHES 

Entin A. Karjadi1 and Nobuhisa Kobayashi2 

ABSTRACT: A time-dependent quasi-3D numerical model is developed 
to predict the temporal and cross-shore variations of the free surface el- 
evation and fluid velocities in the surf and swash zones under obliquely 
incident waves. This model, which includes the dispersion due to the 
vertical variations of the instantaneous horizontal velocities, is an exten- 
sion of the two-dimensional model of Kobayashi and Karjadi (1994, 1996). 
The developed model is compared with available laboratory and field data 
for planar beaches as well as field data for a barred beach. For planar 
beaches, the dispersion effects on the longshore current are significant for 
regular waves but secondary for irregular waves. For a barred beach, the 
model under the assumption of alongshore uniformity cannot predict the 
broad peak in the longshore current profile. The small alongshore vari- 
ation of wave setup induced by a small alongshore variation of obliquely 
incident irregular waves is shown to significantly modify the driving force 
and longshore current profile in the bar trough region. On the other hand, 
for planar beaches, the alongshore current profile is shown to be insensi- 
tive to the small alongshore variation of obliquely incident waves. This 
may explain why existing longshore current models based on the assump- 
tion of alongshore uniformity were regarded to be adequate before their 
comparisons with the barred beach data. 

INTRODUCTION 

The time-averaged quasi-3D nearshore currents below the wave trough level 
have been modeled by various researchers (e.g., DeVriend and Stive 1987; Svend- 
sen and Lorenz 1989). These time-averaged models assume that the oscillatory 
wave motion is known, although no realistic model is available to predict the 
velocity field of breaking waves on beaches. Alternatively, a time-dependent 
quasi-3D numerical model, which runs on a workstation, is developed herein to 
predict the oscillatory and mean components of the 3D velocity field of obliquely 
incident breaking waves on beaches. This model is an extension of the time- 
dependent two-dimensional model of Kobayashi and Karjadi (1994, 1996) which 
is simply referred to as KK hereafter. 

1 Department of Civil Engineering, Bandung Institute of Technology, Jalan Ganesha 10, 
Bandung 40132, Indonesia. E-mail: entin@coastal.udel.edu 

2Professor and Associate Director, Center for Applied Coastal Research, University of 
Delaware, Newark, DE 19716, USA. E-mail: nk@coastal.udel.edu 
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KK neglects the dispersion due to the vertical variations of the horizontal 
velocities although wave breaking produces vertical variations in the horizontal 
velocity and resulting energy dissipation. As a result, KK cannot reproduce the 
longshore current profile induced by regular waves breaking on planar beaches 
because it does not model the transition zone and lateral mixing. In this pa- 
per, KK is expanded to include the dispersion due to vertical variations of the 
horizontal velocities. Very little is known of the dispersion effects on surf zone 
hydrodynamics apart from the analysis of Svendsen and Putrevu (1994) that 
showed the importance of the dispersion effect due to the nonlinear interaction 
of cross-shore and longshore currents in explaining the measured cross-shore 
variations of long-shore currents induced by regular breaking waves. They used 
linear wave theory with depth-limited breaker height to describe the wave mo- 
tion. The present analysis deals with the vertical variations of instantaneous 
horizontal velocities. 

The dispersion terms due to the vertical variations of the horizontal ve- 
locities express additional cross-shore and alongshore momentum fluxes in the 
depth-integrated momentum equations. To predict these unknown momentum 
flux corrections, two new equations are derived from the corresponding three- 
dimensional shallow-water momentum equations using a method of moments. 
The quasi-3D model is compared with the same regular and irregular wave data 
for planar beaches as KK and with the field data of Smith et at (1993) for a 
barred beach. The measurements of longshore currents on the barred beach dur- 
ing the DELILAH experiment generally indicated a broad peak in the bar trough 
region. Under the assumption of alongshore uniformity, the 3D model cannot 
explain this data. Low-frequency components and alongshore variations of in- 
cident irregular waves are examined to explain the broad peak of the longshore 
current. The longshore current profile on the barred beach is then shown to be 
sensitive to the alongshore variability unlike the longshore current profile on the 
planar beaches. 

NUMERICAL MODEL 

r 

1: Definition sketch. 

The approximate continuity and momentum 
equations used in this paper is derived 
from the three-dimensional continuity and 
Reynolds equations (Karjadi 1996) in a 
manner similar to the derivation for the 
two-dimensional case presented by Kobayashi 
and Wurjanto (1992). The symbol used in 
the derivation are depicted in Figure 1 where 
the prime indicates the physical variables 
that will be normalized later; a;'=horizontal 
coordinate normal to the shoreline and 
positive landward; y' = horizontal coordinate 
parallel to the shoreline and positive in the 
downwave direction; z' = vertical coordinate 
and positive upward with z' = 0 at the 
still water level (SWL); z£=elevation of the 
seabed which is assumed to be imperme- 
able and fixed;   rj = free surface elevation 
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above SWL; /i'=total water depth given by b! = (r]'—z'b); u'=cross-shore velocity; 
i/=alongshore velocity; w' = vertical velocity; and (^gravitational acceleration. 
Limiting to waves in shallow water, the coordinates x',y', and z' are normalized 
by aH',aH'/9c and H', respectively, where a = T'Jg/H', whereas T',H', and 
9C are the characteristic wave period, height and incident angle in radian used for 
the normalization.The corresponding fluid velocity components u',v', and w' in 
the x', y', and z' directions are normalized by \/gH', 6c\fgW and H'/T', respec- 
tively. The normalized continuity and momentum equations are then simplified 
under the assumptions of a2 ^> 1 and 8C

2<1 for shallow water waves with 
small angles of incidence. The simplified equations are integrated from z = z\, 
to z = rj using the kinematic boundary conditions at z — zi, and rj and the 
boundary conditions of zero tangential stresses at z = r). The derived continuity 
and horizontal momentum equations for a2 3> 1 and S'< 1 are expressed in 
the following normalized forms (Kobayashi et al. 1997, Karjadi 1996) 

f («/)+£ K-H = -*!-„. (2) 
|(H0 + |<»tfV+»)  =  -»g-„ (3) 

r {u -Ufdz    ;     n = f (u -U){v- V) dz (4) 
Jzb JZb 

in which t = time, U = depth-averaged cross-shore velocity; V = depth-averaged 
alongshore velocity; r^ = cross-shore bottom shear stress; T\,y — alongshore 
bottom shear stress. The dispersion terms m and n defined in (4) express the 
cross-shore and alongshore momentum fluxes due to the vertical variations of u 
and v, respectively. The dispersion terms result from the vertical integration of 
the horizontal momentum equations. 

The normalized variables without the primes in these equations are defined 
as 

with 
m •• 

in which p = fluid density; vt = normalized eddy viscosity used to express the 
turbulent stresses rx = vtdu/dz and ry — vtdv/dz; and the parameter a defined 
in (7) is the ratio of the cross-shore and vertical length scales. It is noted that the 
pressure is assumed to be approximately hydrostatic and the lateral turbulent 
stresses can be shown to be negligible for shallow-water breaking waves (Karjadi 
1996). 

For obliquely incident waves with 02 <C 1, the cross-shore fluid motion gov- 
erned by (1) and (2) with m = 0 is the same as that for normally incident waves 
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obtained by Kobayashi and Wurjanto (1992). Furthermore, the variations in 
the y-direction appear only in the term drj/dy in (3) and along the seaward 
boundary of the computation domain. 

In this model, the bottom boundary layer is not analyzed explicitly and the 
bottom stresses for ^Cl are expressed as 

nx = fb\ub\ub    ;     Tby = fb\ub\vb    ;     fb = -afb (8) 

in which ub and vb are the cross-shore and alongshore velocities immediately 
outside the bottom boundary layer, respectively, and f'b = bottom friction factor 
which is assumed constant. KK assumes that m = 0, n = 0, ub = U and vb = V. 

In this quasi-3D model, the equations for m and n are derived from the three- 
dimensional momentum equations using the algebraic procedure which may be 
called a method of moments. The resulting equations for m and n can be shown 
to be expressed as (Kobayashi et al. 1997, Karjadi 1996) 

_ + ^_(3m[/ + m3)   =   2 \U— - ubUx - DB j (9) 

..dm        dU     _ _ 
V-x n- vbTbx - ubTby - 2Dn   (10) 

vh = vb-V (11) 

n3 = f
V (u - Uf (v - V) dz (12) 

Jzb 

fn    du dv 

dn 
~dt 

d 
dx 

(nil + mV + n3) 

ith ub = ub- -U 

m3 -- 
Jzh 

-U)3 dz 

DB = 
Jzb         \ 

fdu\2 

Kdz 
dz D-=L Vt^d-Z

dz (13) 

The thickness of the bottom boundary layer is assumed to be much smaller 
than the water depth h = (rj — zb), and the lower limit zb of the integrations 
in (12) and (13) should be interpreted at the elevation immediately outside the 
bottom boundary layer. The contributions of the boundary layer flow, which 
needs to satisfy u = 0 at the bed, to the second moments m and n in (4) and 
the third moments m3 and n3 are assumed to be negligible. The normalized 
energy dissipation rate DB due to the vertical variations of TX and u outside the 
boundary layer is the same as the dissipation rate due to breaking of normally 
incident waves used by Svendsen and Madsen (1984). The energy dissipation 
rate inside the bottom boundary layer corresponding to DB is estimated as ubrbx 
(Kobayashi and Wurjanto 1992) and is taken into account in (9). The boundary 
layer contribution corresponding to Dn is assumed to be given by vbrbx and 
accounted for in (10) where ubrby = vbTbx by use of (8). 

To obtain h, U, V, m and n using (l)-(3), (9) and (10), ub, vb, m3, n3, DB 

and Dn need to be expressed in terms of the five unknown variables. As a first 
attempt to deal with this closure problem, the horizontal velocities u and v 
outside the bottom boundary layer are assumed to be expressed as 

u = U + ubF(()    •     v = V + vbF{()    ; C={z-zb)/h        (14) 
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in which F is assumed to be a function of ( only with ( = 0 at the bottom and 
( = 1 at the free surface. The definitions of ub and vb in (11) require F = 1 at 
C = 0. Furthermore, the turbulent eddy viscosity v't is assumed to be given by 
v\ — (C(h')2 \du'/dz'\ outside the bottom boundary layer where the turbulence 
measurements by Cox et al. (1994) indicate that the mixing length parameter Ci 
is on the order of 0.1. Accordingly, the normalized eddy viscosity vt is expressed 
as 

vt = oClh* fz (15) 

Substitution of (14) and (15) into (4), (12) and (13) yields 

m = G2hu\    ;     n = C2hubvb    ;     C2 = f F2d( (16) 
Jo 

m3 = C3hul    ;    n3 = C3hu2
bvb   ;      C3 = £ F3dC (17) 

= CBaC2 | ub |3 ;     Dn = CBaC\ \ u„ \ ubvb ;     CB = ^   | — |3 d(   (18) 

in which the constants C2, C3 and CB can be found for the specified functional 
form of F. To find ub using m = C2hub for given h > 0 and m > 0, it is 
assumed that ub < 0 for [/ > 0 and u;, > 0 for U < 0 to ensure \ub\ < \U\ where 
ub = (U + ub) is the near-bottom cross-shore velocity used in (8). After ub is 
obtained, vb = n/(C2hub), vb = (V + vb), and (17) and (18) yield m3, n3, DB 

and Dn. 

Finally, the function F needs to be specified. Svendsen and Madsen (1984) 
assumed a cubic profile for their analysis of a single turbulent bore on a beach. 
For regular and irregular breaking waves on beaches, the following cubic profile 
is tentatively assumed: 

F = 1 - (3 + 0.75a) C2 + «C3       for    0 < C < 1 (19) 

in which a = cubic velocity profile parameter. Comparison of (19) and the cubic 
profile assumed by Svendsen and Madsen (1984) suggests that a is about 3. The 
shear stresses at the surface are zero only if a = 4. For the range a = 3-4, F is 
not very sensitive to a, C2 = 0.49-0.55, C3 = -0.07-0.00, and CB = 12.3-15.2 
(Johnson et al. 1996). The computed results using Ci = 0.1-0.2 in (15) and 
a — 3-4 in (19) are found to be very similar. The typical values of Q = 0.1 and 
0 = 3 are hence employed for the computed results presented in this paper. 

The numerical method used in the quasi-3D model is an extension of the 
numerical method devised in KK to solve (1)~(3) with m = 0 and n = 0. The 
computer program developed for the quasi-3D model solves (l)-(3), (9) and (10) 
along with (8), (11) and (16)—(18) using the MacCormack method (MacCormack 
1969). The procedure is described in detail in Karjadi (1996). 

COMPARISON WITH AVAILABLE DATA 

1 Comparison with Laboratory and Field Data for Planar Beaches 

The comparisons of the 2D model of KK and and the quasi-3D model with 
the laboratory experiments 2-5 of Visser (1991) and the field data of Thornton 
and Guza (1986) on February 5 and 6, 1980 are presented in Kobayashi et al. 
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(1997). The 3D computations are made in the same way as the corresponding 
2D computations presented in KK. For regular waves, the dispersion term n 
in the alongshore momentum equation (3) definitely improves the prediction of 
the cross-shore variation of longshore current. The bottom friction factor f'b in 
(8) is adjusted somewhat for experiments 4 and 5 to obtain better agreement. 
The alongshore bottom shear stress Tby in (3) is important in determining the 
magnitude of V but modifies its profile little as expected from the previous work 
(e.g., Longuet-Higgins 1970). 

For irregular waves, the dispersion term n improves the agreement somewhat 
if the bottom friction factor fb is reduced to f'b = 0.01 from fb — 0.015 used for 
the 2D model. Moreover, the dispersion effects on the longshore currents induced 
by breaking irregular waves are secondary in comparison to breaking regular 
waves. To confirm this conclusion, the time-averaged alongshore momentum 
equation corresponding to (3) is expressed as 

d _        dn     -,-dfj     1   d r? ,„„, 

in which Sxy = hUV is the alongshore radiation stress based on U and V. The 
third and fourth terms in (20) are zero for the case of alongshore uniformity. 
The computed cross-shore variations of dSxy/dx and dn/dx for regular and ir- 
regular waves are presented in Kobayashi et al. (1997). For regular waves, the 
term dn/dx included in the 3D model decreases the force driving the longshore 
current near the breaker point but increases this force near the shoreline. On the 
other hand, for irregular waves the term dn/dx is secondary in the alongshore 
momentum equation (20). 

2     Comparison with Field Data for A Barred Beach 

On a barred beach, conceptually, waves will break on the bar, reform and 
break again on the beach face producing two peaks in the longshore current dis- 
tribution. Contrary to this concept, the measurements of longshore currents on a 
barred beach obtained during the DELILAH experiment (Smith et al. 1993) gen- 
erally indicated a broad peak in the bar trough region. Existing time-averaged 
models for longshore currents, which couple four governing equations for the 
wave height, wave angle, mean water surface elevation, and longshore current, 
have not been able to predict these broad peak longshore current data (Smith 
et al. 1993). 

Smith et al. (1993) developed a one-dimensional time-averaged numerical 
model for longshore current that included the effect of turbulence due to wave 
breaking through a general transport equation for the mean turbulent kinetic en- 
ergy. Their model produced an unrealistic high peak on the beach face. Church 
and Thornton (1993) developed a model using a spatially varying bottom fric- 
tion coefficient based on a one-dimensional turbulent kinetic energy equation 
associated with the breaking-wave induced turbulence. However, this model 
was unable to satisfactorily predict the broad peak of the longshore current dis- 
tribution observed in the DELILAH experiment. Momentum fluxes associated 
with mass transport above the trough level of broken waves, which were ignored 
in the other models, were included in the model developed by Kuriyama (1994). 
His model with additional empirical coefficients was compared with field data 
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in Japan. At present, there is no model available to predict the broad peak of 
the longshore current on a barred beach in a physically satisfactory manner. 

To assess whether the developed model including the dispersion effects is 
capable of predicting the longshore current on a barred beach, the 3D model is 
compared with the DELILAH field data of Smith et al. (1993) on October 14, 
1990 at 1900 EST which included the cross-shore variations of the measured 
root-mean-square wave height and longshore current. The frequency spectrum 
measured at the 8 m water depth was narrow banded in frequency with symmet- 
ric directional distributions about a mean oblique wave direction. The wave con- 
ditions at the 8 m depth were: the root-mean-square wave height H'rms — 0.83 m; 
the spectral peak period T'p = 12.0 sec; and the dominant incident wave direction 
0i = 18°. The bathymetry was nearly uniform in the alongshore direction. 

The seaward boundary of the numerical model based on the assumption of 
shallow water waves is taken at the water depth d! = 3.64 m below the still 
water level where the measured root-mean-square wave height H'rms was 1.02 m. 
The measured frequency spectrum at d! = 8 m is used to estimate the assumed 
unidirectional frequency spectrum and the predominant incident wave direction 
at d! — 3.64 m using the computer program RESHOAL developed by Poff and 
Kobayashi (1993) as explained briefly in the following. 

RESHOAL assumes a straight shoreline with parallel bottom contours. For 
a given incident directional random wave spectrum at a deeper water depth, 
RESHOAL computes the directional random wave spectrum at a specified shal- 
low water depth using linear finite-depth wave theory for directional random 
wave shoaling and refraction (LeMehaute and Wang 1982). The incident direc- 
tional random wave spectrum at the deeper water depth d! = 8 m is assumed to 
be given by the product of the TM A frequency spectrum and the Mitsuyasu-type 
directional spreading function. The input parameters for RESHOAL at the deeper 
water depth d' = 8m are: H'mo — spectral estimate of significant wave height; 
Tp = spectral peak period (T'p = 12 s for this data); 7 = spectral peak enhance- 
ment factor; 0; = dominant incident wave direction (0j = 18°); smax = maximum 
value of the spreading parameter. RESHOAL computes the directional spectrum, 
frequency spectrum and directional spreading function at the shallower water 
depth d! = 3.64 m. The parameters H'mo, 7, and smax need to be calibrated 
such that the root-mean-square of wave height at the 3.64 m depth is equal to 
the measured value of H'rms =1.02 m and the assumed incident directional wave 
spectrum at the 8 m water depth is similar to the measured spectrum. The 
calibrated values are H'm0 = 1.35 m; 7 =5; and smax=120 at the 8 m water as 
shown in Figure 2. It is noted that the assumption of H^ms — H'mo/\/2 yields 
JWrms = 0-95 m for H'm0 = 1.35 m, which is slighty larger than the measured 
value H'rms 

= 0-83 m. This might indicate wind effects on wind waves between 
the 8 m and 3.64 m water depths. 

Figure 2 shows the measured and fitted frequency and directional spectra 
at the 8 m water depth and the computed frequency and directional spectra at 
the seaward boundary d! = 3.64 m. The fitted directional spectrum at the 8 m 
depth is the TMA frequency spectrum with 7 = 5 and H'm0 = 1.35 m with the 
Mitsuyasu-type directional spreading function with sraax = 120. The computed 
frequency spectrum with T'v — 11.9 s at dl = 3.64 m is used to compute the 
incident wave trains at the seaward boundary required as the input to the 3D 
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model. This incident frequency wave spectrum does not include low-frequency 
wave components as shown in Figure 2. The computed dominant incident wave 
direction is Oi = 12° at d! = 3.64 m as may be seen from the computed directional 
spectrum at d! = 3.64 m in Figure 2 which suggests that the assumption of 
unidirectional random waves may be reasonable. 

Similar to the computations made in KK, the normalized computation du- 
ration is taken as imax = 500 corresponding to t'milx ~ 99 min. The sam- 
pling rate At's is taken to be the same as the sampling rate of the field data, 
At's = 0.125 s. The bottom friction factor is assumed to be f'b =0.015. The 
computed results presented in the following are based on the normalization us- 
ing the wave conditions at the seaward boundary of d' = 3.64 m, i.e., the 
measured root-mean-square wave height H' = H'rms — 1.02 m; the computed 
spectral peak period T" = T^=11.9 sec; and the computed dominant wave di- 

rection 6i = 12°. Correspondingly, a = T'(g/H')i = 37 and 6C = 8t = 0.21 
in radians. The assumptions of a2 ;» 1 and Q\ <C 1 are satisfied for this data. 
The normalized grid spacings are taken as Ax ~ Ay = 0.0106 corresponding to 
the dimensional cross-shore and alongshore grid spacings of Ax' — 0.40 m and 
Ay' = 1.91 m, respectively. 

Figure 3, with the parameter Sv = 0 for the case of uniform incident wave 
conditions in the alongshore direction, shows the comparisons between the mea- 
sured and computed cross-shore variations of the local root-mean-square wave 
height Hrms and the longshore current V together with the measured bottom 
profile. The computed temporal variation of rj for 200 < t < 500 is used to ob- 
tain iJrms_based on the zero-up crossing method whereas the computed longshore 
current V is obtained by averaging the temporal variation of the depth-averaged 
alongshore velocity V for the duration 200 < t < 500. Figure 3 with 5V = 0 
shows that the 3D model without the incident low-frequency wave components 
underpredicts the root-mean-square wave height in the bar trough region. More- 
over, the model predicts a peak in the longshore current at the seaward edge of 
the bar crest in contrast to a broad peak in the bar trough region. 

As a first attempt to explain the broad peak in the longshore current distribu- 
tion, the effects of incident low-frequency waves on the cross-shore distribution 
of longshore current are examined because incident low-frequency waves might 
modify the wave breaking on the bar crest and resulting longshore current pro- 
file. The incident wave spectrum at the seaward boundary shown in Figure 2 
does not include low-frequency components. As a first approximation, uniform 
low-frequency components are added to the incident wave spectrum to examine 
the effects of these low-frequency components to the longshore current profile. 
The additional low-frequency components are found to modify the longshore 
current profile little (Karjadi 1996). Consequently, the broad peak of the long- 
shore current in the bar trough cannot be explained by incident low-frequency 
waves. 

The effect of alongshore non-uniformity on the longshore current profile is 
examined in the following. Longshore currents have been primarily modeled 
assuming alongshore uniformity, although it has been known that alongshore 
non-uniformities affect longshore currents {e.g., Putrevu et al. 1995). To study 
the effect of the alongshore variation of incident wave conditions within the 
limitation of the 3D model based on three cross-shore lines as discussed in KK, 
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the incident wave trains % specified as new input to the model are modified as 
follows: 

Line 1 
Line 2 
Line 3 

new (r?i)i   =   old (%)i 
new {r}i)2   =   old (J?J)2 x (1 - 6V) 
new (r)i)3   =   old (rn)3 x (1 - 2<5„) 

where the old time series (r/j)i, (77^)2 and (77^)3 have been computed for incident 
unidirectional random waves of alongshore uniformity. The distance between 
two adjacent lines is Ay' = 1.91 m. The dimensionless parameter Sv is taken 
to be much less than unity to satisfy the assumption of gradual alongshore 
variation. The incident wave intensity decreases or increases in the down-wave 
direction depending on 6V > 0 or Sv < 0, respectively. 

The computed results using these new incident wave trains are shown in 
Figures 3 and 4 for the cases of 5rj = 0, 0.0005 and 0.001 and for the cases of 
Sv = 0 and -0.001, respectively. The root-mean-square wave height changes very 
little since the specified change in the incident wave train is very small. For 
the wave intensity decreasing in the down-wave direction, the longshore current 
profile increases almost uniformly across the shoaling region and over the bar 
crest. The increase in the longshore current is larger in the bar trough region, 
whereas the increase is smaller in the swash zone. The broad peak in the bar 
trough region in Figure 3 is similar to the broad peak observed in the field. For 
the wave intensity increasing in the down-wave direction as shown in Figure 4 
the longshore current in the bar trough region is decreased significantly and 
becomes negative. 

To explain the computed results shown in Figures 3 and 4, Figure 5 shows 
the cross-shore variations of the driving forces on the left hand side of (20) for 
the cases of Sv = 0.001 and -0.001. The terms of dn/dx and \d{r] - f])2/dy 
are on the order of 0.005 or less in the bar trough region and secondary in 
comparison to the other two terms plotted in these figures. For both cases, 
the cross-shore gradient of the alongshore radiation stress, dSxy/dx, driving the 
longshore current is very small in the bar trough region. The additional term 
hdrj/dy associated with the alongshore wave setup gradient modifies the driving 
force significantly in the bar trough region where the incident wave intensity and 
resulting wave setup decrease or increase in the down-wave direction depending 
on Sv > 0 or 5V < 0, respectively. 

To examine the effects of the alongshore non-uniformity on planar beaches, 
the modified incident wave trains for the cases of Sv = 0.0005 and 0.001 are also 
specified for the computations for the regular wave experiment 2 of Visser (1991) 
and the irregular wave data of Thornton and Guza (1986) on February 5. For 
the planar beaches as shown in Figure 6, the longshore current increases almost 
uniformly in the shoaling and surf zones except in the swash zone. Contrary 
to the computed results for the barred beach shown in Figure 3, the longshore 
current profile shape on the planar beaches is not sensitive to the alongshore 
non-uniformity. To explain this difference, Figure 7 shows the cross-shore vari- 
ations of the driving forces in the time-averaged momentum equation (20) for 
the regular and irregular waves on the planar beaches. The additional driving 
force terms hdf\jdy and \d(r\ — rj)2/dy due to the alongshore variations are small 
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in comparison to the main driving force, dSxy/dx, causing the almost uniform 
increase in the longshore current without changing its shape as shown in Fig- 
ure 6. It is noted that the term dn/dx in (20) is important for regular waves as 
discussed in relation to (20). 

The computed results discussed above imply that the broad peak of the 
longshore current on a barred beach can be caused by the very small alongshore 
variation of wave height and setup. This may explain why existing longshore 
current models based on the assumption of alongshore uniformity were regarded 
to be adequate before their comparisons with the barred beach data. For planar 
beaches, the effect of alongshore non-uniformity, even if it exists, can be ac- 
counted for by adjusting the constant bottom friction factor which changes the 
longshore current profile shape little. On the other hand, for barred beaches, the 
very small alongshore variation of wave height and setup modifies the longshore 
current profile shape which cannot be changed much by adjusting the constant 
bottom friction factor. 

CONCLUSIONS 

A time-dependent quasi three-dimensional numerical model is developed to 
predict the temporal and cross-shore variations of the free surface elevation and 
fluid velocities in the surf and swash zones under obliquely incident waves. This 
model is used to clarify the dispersion effects due to the vertical variation of 
the horizontal velocities in the surf zone. For planar beaches, the dispersion 
effects on the cross-shore variations of the wave height and setup are shown to 
be minor, indicating that the cross-shore dispersion term m may be neglected 
in the depth-integrated cross-shore momentum equation (2) as anticipated by 
Kobayashi and Wurjanto (1992). On the other hand, the dispersion effects 
on the longshore current profile are significant for regular waves but secondary 
for irregular waves, especially in view of the uncertainties associated with the 
bottom friction factor. 

The 3D model is also compared with the DELILAH field data for a barred 
beach (Smith et al. 1993). Under the assumption of alongshore uniformity, the 
model cannot explain the observed broad peak in the longshore current in the 
bar trough region. Small alongshore variations of the incident wave intensity 
and resulting wave setup are shown to modify the longshore current profile in 
the bar trough region significantly. The cross-shore gradient of the alongshore 
radiation stress driving the longshore current is very small in this bar trough 
region. The alongshore gradient of wave setup is shown to alter the force driving 
the longshore current significantly in this region and produces a broad peak in 
the longshore current. Contrary to the computed results for the barred beach, 
the longshore current profile on planar beaches is found to be insensitive to the 
alongshore variations of the incident wave intensity and resulting wave setup. 
As a result, the prediction of the longshore current profiles on barred beaches 
will require the knowledge of small alongshore variability that is very difficult 
to measure accurately. 
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CHAPTER 20 

Models of Wave Height and Fraction of Breaking Waves on a Barred Beach 

Yoshiaki Kuriyama1 

Abstract 
Models for wave height and the fraction of breaking waves were developed; the 

models employ a wave-by-wave approach, in which the shoaling, breaking and 
reforming of individual waves are calculated. The performance of the models 
calibrated with experimental data was not satisfied; the fractions of breaking waves 
estimated by the models were smaller than the values measured over troughs in the 
field. The models therefore were calibrated and verified with the field data. 
Furthermore, the validity of the models calibrated with the field data was confirmed 
by comparison with large-scale experiment data. 

Introduction 
The fraction of breaking waves, defined as the ratio of the number of 

breaking/broken waves to the total number of waves, strongly affects various 
phenomena in the surf zone, such as nearshore currents, sediment suspension, and 
morphology changes. This is because various surf zone phenomena are mainly caused 
by turbulence, mass flux and momentum flux induced by breaking/broken waves, 
which are much greater than those induced by non-breaking waves. For example, 
Kuriyama (1994) carried out numerical simulations to show that the longshore current 
distribution over a longshore bar and trough is dependent on the cross-shore 
distribution of the fraction of breaking waves. Hence, to predict longshore current 
velocities as well as undertow velocities, suspended sediment concentrations and 
topography changes, it is essential to estimate accurately the fraction of breaking 
waves Qb. 

Several models have been proposed to estimate Qb and wave height H. Battjes and 
Janssen (1978) simulated variations in H within the surf zone, assuming a modified 
Rayleigh distribution truncated at the breaking wave height Hb, where breaking and 
broken waves have the same value of Hb. According to the assumption, the value of 
Qh is estimated with the root-mean-square wave height Hms and Hb. Battjes and Stive 
(1985), Roelvink (1993) and Southgate and Nairn (1993) compared Qb estimated by 
Battjes and Janssen's model with results of field and laboratory measurements on 

1)  Senior Research Engineer, Marine Environment Division, Port and Harbour Research 
Institute, Ministry of Transport, Nagase 3-1-1, Yokosuka, Kanagawa 239, JAPAN 
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planar beaches. Although the estimated values of Qb were smaller than those 
measured, the estimated cross-shore distributions of Qb qualitatively agreed with the 
measurements. 

Thornton and Guza (1983) improved Battjes and Janssen's model; an unmodified 
Rayleigh distribution, not truncated at the breaking wave height, was assumed at 
every location inside and outside the surf zone and wave breaking was allowed to 
occur at any wave height. The value of Qb was taken to be a function of H, Hrms and 
water depth h. They measured Qb on a planar beach in the field, and found that Qb 

calculated by their model agreed well with the measured values. 
Recently, Dally (1992) simulated variations in wave height by applying another 

algorithm, a wave-by-wave approach, in which the shoaling, breaking and reforming 
of individual waves are calculated. Because the mode of wave breaking of an 
individual wave (breaking, broken, or non-breaking) is clarified at any point through 
the calculation for the individual wave, Qb can be directly estimated as the ratio of 
the number of breaking/broken waves to the total number of waves. By comparing 
calculated results with those measured over a longshore bar in the field by Ebersole 
(1987), Dally showed that Qh calculated at the seaward slope of the bar correlated 
well with measured values, though the calculated values were smaller than the 
measured values. 

The models reviewed above accurately predicted the cross-shore distributions of 
Qb quantitatively or at least qualitatively on planar beaches and on the seaward slopes 
of longshore bars. Over troughs, however, the models could not predict the 
distributions of Qb even qualitatively. Rivero et al. (1994) as well as Southgate and 
Nairn (1993) compared Qb estimated by Battjes and Janssen's model with the values 
measured in experiments, and showed that Battjes and Janssen's model considerably 
underestimated Qb over troughs. Daily's model also significantly underestimated Qb 

over a trough (Dally, 1992; Nishi, 1994). Although Thornton and Guza's model has 
not been compared with measurements over troughs, their model is expected to have 
the same problem because it considers only wave breaking and not wave reforming. 

To overcome the weakness of these models, Southgate and Wallace (1994) 
introduced the "persistence length" into Battjes and Janssen's model; beyond the 
persistence length, a broken wave reforms regardless of the wave condition. This 
length was assumed to be proportional to Hb, where the coefficient of the 
proportionality was determined by fitting the model results to Qb measured in large- 
scale experiments. The use of the "persistence length" improved the accuracy of 
determining Qb over troughs (Southgate and Wallace, 1994). The values of Qb over 
troughs, however, were still underestimated. To predict the fraction of breaking waves 
more precisely, a more reliable criterion for wave reforming is required. 

In this study, I hence develop two models for predicting H and Qb that include a 
criterion for wave reforming proposed on the basis of field data. The models are 
calibrated and verified with both field and large-scale experiment data. 

Formulation of models 
The two models developed here employ a wave-by-wave approach in the manner 

of Dally (1992); the shoaling, breaking and reforming of individual waves are 
calculated. The values of significant wave height Hl/3 and Qb are estimated using the 
simulation results of individual waves. The only difference between the two models 
is in the estimation of wave energy dissipation due to wave breaking. One, called 
Model 1, contains aperiodic bore dissipation sub-model used by Thornton and Guza 
(1983), while the other, called Model 2, uses a dissipation sub-model developed by 
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Dally et al. (1985), in which stable wave height is included. 

(1) Model 1 
The shoalmg of a wave is calculated with a shoaling coefficient proposed by Shuto 

(1974); the coefficient has been derived under the consideration of wave nonlinearity. 
As a criterion for wave breaking, Model 1 adopts a formula proposed by Seyama 

and Kimura (1988), who experimentally measured wave height deformation of 
individual, irregular waves in the surf zone, and investigated the wave height-water 
depth ratio at wave breaking Hb/hb. The formula is expressed in terms of beach slope 
tan/3 and the ratio of breaking water depth to the offshore wavelength h/Lg as 

_^=0.l6-^[l-exp(-0.87i:-^(l + 15tan4/3p))]-0.96tanp +0.2. (l) 
K K Lo 

Because the experiment data of Seyama and Kimura (1988) are scattered around the 
values predicted by Eq.(l) with a standard deviation of 0.0&H,/hb, the values of. H,/hb 

in Model 1 are assumed to distribute around those predicted by Eq.(l) with a normal 
distribution having a standard deviation of Q.QiHb/hb. 

After wave breaking, the energy dissipation of a wave of frequency /, energy E 
and group velocity Cg is evaluated using 

d(ECg)   i        (BHf 
—-rA--~?8fS-r-, (2) 

dx      4 h 

where x is the cross-shore coordinate directed positive offshore, p is the density of sea 
water, g is the acceleration of gravity, and 5 is a dimensionless coefficient. 

Thornton and Guza (1983) used Eq.(2) to calculate the total wave energy 
dissipation applying the same value of 5 to all waves irrespective of wave heights. 
By comparing Hrms measured in the field with the values estimated by Eq.(2), they 
determined that 5=1.5. Model 1, however, predicts variations in H of individual 
waves, for which 5=1.5 has not been proved to be optimum. The optimum B for 
individual waves has therefore been investigated with Seyama and Kimura's 
experimental results on wave deformation in the surf zone (1988), and has been found 
to be 

5=1.6 -0.121n(#0/L0) +0.281n(tanP). (3) 

Wave reforming is judged by a formula proposed by Kuriyama and Ozaki (1996) 
on the basis of field data. They measured water surface elevations and the modes of 
wave breaking (non-breaking, breaking, or broken) of individual waves over 
longshore bars and troughs at the Hazaki Oceanographical Research Station (HORS), 
which is a 427 m long field observation pier on the Kashima-nada coast of Japan 
facing the Pacific Ocean, and investigated the wave height-water depth ratio at wave 
reforming H/hr. The formula proposed is expressed as 
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Hrlhr = -0.06241n(y L0) +0.142. (4) 

Because the field data are scattered around the values predicted by Eq.(4) (Kuriyama 
and Ozaki, 1996), H/hr in Model 1 are assumed to distribute randomly in the region 
between Eq.(4)-0.2 and Eq.(4)+0.2. 

While wave reforming is determined on the basis of Eq.(4), a transition zone 
where a broken wave does not reform even though the wave height-water depth ratio 
is less than that estimated by Eq.(4) is introduced in the model for the following 
reason. After wave breaking, a bore gradually develops on the front of a broken 
wave. Bore development appears to be strongly influenced by the wave condition at 
the wave breaking point, whereas it appears to be only slightly influenced by the 
wave condition shoreward of the wave breaking point. Consequently, even though H 
< Hr, the bore under development is supposed to advance toward the shore without 
vanishing. 

The length of the transition zone / is determined based on experimental data of 
Seyama and Kimura (1988); they reported that the variation in H within the surf zone 
consists of three phases: an increase in H immediately after wave breaking, a sharp 
decrease in H after reaching the maximum wave height and a moderate decrease in 
H from the middle of the surf zone to the shoreline. The length / is assumed to be 
equal to the distance between the point of the maximum wave height and the point 
where a change occurs in the rate of decrease of H/Hb versus h/hb because bore 
development is supposed to end at the latter point; Seyama and Kimura (1988) 
reported the appearance of stable bores at the latter point. The length of / is expressed 
accordingly as 

/=—^-[l-0.93exp(-9.21tanp)- — ]. (5) 
tanp 0.72exp(6.11tanp) 

The transition zone introduced in Model 1 seems to be equivalent to the 
persistence length proposed by Southgate and Wallace (1994). However, these are 
slightly different; Model 1 assumes that a broken wave cannot reform if H>Hr, 
regardless of wave position, whereas Southgate and Wallace's model assumes that a 
broken wave must reform beyond the persistence length, regardless of wave 
condition. 

Naturally, wave shoaling is calculated again after wave reforming. 

(2) Model 2 
Because Model 2 uses the same methods as Model 1 to calculate shoaling, wave 

breaking and wave reforming of an individual wave, only the method for estimating 
the wave energy dissipation due to wave breaking is described here. 

Wave energy dissipation is estimated by the following equation, proposed by Dally 
et al. (1985), 
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d(ECJ K 
\*L=(ECg-EMCJ±, 

dx s       s h (6) 

Es=pgH*/$, Hs=Th, 

where K and T are dimensionless coefficients, and Hs represents the stable wave 
height, defined as the value of H at which wave breaking ends on a shelf beach 
composed of an upward sloping bottom and a flat bottom. Dally et al. (1985) showed 
that by setting K=0.15 and F=0A, H could be estimated in good agreement with the 
experimental data by Horikawa and Kuo (1966). 

Since Hs represents the height of a stable wave, which is non-breaking after 
reforming, r can be considered as the wave height-water depth ratio at wave 
reforming. In this model, hence, J"is replaced by a value estimated by Eq.(4), while 
A>0.15 is maintained as a constant. 

Calibration 
The values of H1/3 and Qb estimated by Models 1 and 2 were compared with 11 

sets of field data obtained at HORS (Kuriyama and Ozaki, 1996). The offshore 
boundaries in the calculations were set at the most seaward measurement points 
where few waves were broken. Figure 1 shows four examples of the comparisons of 
H1/} and Qh measured in the field with values estimated with Model 1 and Model 2. 
Table 1 lists the wave conditions for the measurements shown in Figure 1. 

Table 1 Wave and wind conditions during the measurements: significant wave heights in 
deep water (H,/3)0, significant wave periods in deep water (Tl/3)0, and the wave directions 
visually observed at the bar crests db, which are defined relative to the shoreward direction 
and are positive counterclockwise. 

Case Time (H 1/3)0     (T 1/3)0 ®b 
(m) (s) (deg.) 

1 Mar. 3,   1994, 13:20-14:50 

2 Mar. 10, 1994, 13:10-14:40 

3 June 14, 1994, 13:20-14:40 

4 Nov. 22, 1994, 10:10-11:40 

1.28 11.2 10 

2.27 9.5 5 

1.50 9.2 -5 

1.68 7.0 0 

Good agreements exist between the results of Model 1 and Model 2 for Qb and 
Hm. The values of Qb estimated by the models are, however, smaller than the 
measured values over the troughs, and even over the seaward slopes of the longshore 
bars. Furthermore, H1/3 estimated by the models are smaller than the measured values 
over the troughs. These results show that waves simulated in the models tend to break 
less and decay more than actual waves in the field. I attribute this tendency of the 
waves in the models to a scale effect; all coefficients in the models, expect those of 
the wave reforming criterion, were determined on the basis of experimental data. 
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Figure 1  Comparison ofHl/3 and Qb measured in the field (solid circles) with those estimated 
by Model 1 (thick solid lines) and Model 2 (thin dashed lines). 
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Hence, new coefficients were introduced and the models were calibrated with the 
field data. 

Instead of Eq.(l), which is the criterion for wave breaking in the models, the 
following equation with a dimensionless coefficient Chr was introduced. 

— =CJ0.16—[l-exp(-0.8TC-^(l+15tan4/3p))]-0.96tanp +0.2).       (7) 

Equation (3), used for the calculation of wave energy dissipation in the Model 1, was 
replaced by 

B=CB(1.6 -0.121n(ff0/L0) +0.281x1 (tanp)), (8) 

where CB is a new dimensionless coefficient. 
A calibration for Model 1 was conducted by varying the values of Cbr and CB, and 

by determining the optimum values that minimize errors between predicted and 
measured values ofH1/3 ad Qb; the value of Cbr was varied from 0.8 to 1.1 at intervals 
of 0.05, and CB was varied from 0.5 to 1.2 at intervals of 0.1. An error index e(Cbr, 
Cg) was defined to determine the optimum coefficients. This error index was 
calculated according to the following procedure. 

1) The error in H1/} for all data sets, denoted as eH(Cbr, Cg), and that in Qb, denoted 
as eg(Cbr, Cg), are given by 

^fff^br^V   l_j 
.2/ ,£((%A^,m)«)2/^/^> 

i=l   \ n=l 

(9) 
K- 

^Cbr,CB)=^ 
i=l \ n= 

E«<?»P»-«?M)-)2/^/^. 

where NHJ and NQj are the numbers of values of H]/3 and Qb in the z-th data set, and 
N, is the number of the data sets. The subscripts p and m denote the values predicted 
and measured, respectively. 

2) If eH and SH are the mean and the standard deviation of eH{Cbr, Cg) at 0.8 < Cbr <,\. 1 
and 0.5 <, CB <1.2, and e0 and S0 are those of eQ(Cbr, CJ , then the error index dCbr, 
Cg) is defined as 

p(r     r,     (^Cbr^B)-TH)      (BQ(Cbr,CB)-VQ) 
*•*,*'to*** B> ^ ^ • \W> 

In a calibration for Model 2, an error index e(C6r K) was similarly defined; Cbr 

was varied from 0.8 to 1.1 at intervals of 0.05, and K was varied from 0.025 to 1.5 
at intervals of 0.025. 
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Figure 2    Contour plots of dCbr, CB) and e(Cbr, K). 

Figure 2 shows contour plots of e(Cbr, C„) and e(C4„ K). The optimum values of 
the coefficients were found to be Cb=0.95 and CB=0.8 for Model 1, and Cbr=0.95 and 
£=0.075 for Model 2. 

I compared H1/3 and Qb measured in the field with those calculated with Models 
1 and 2 containing the new coefficients, and show the results in Figure 3. The 
shortcomings of the models containing the old coefficients were lessen; the accuracy 
of Qb estimated with the new coefficients increased. The values of Qb estimated by 
the models containing the new coefficients agree with the field data over the 
longshore bars as well as over the troughs. 

The differences between Qb as estimated by the two models are small, but Qb 

estimated by Model 2 decrease more over the troughs toward the shore and are more 
sensitive to the change in water depth near the shorelines than those estimated by 
Model 1. 
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Figure 3  Comparison of H]/3 and Qh measured in the field (solid circles) and those estimated 
by the newly calibrated Model 1 (thick solid lines) and Model 2 (thin dashed lines). 
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Verification 
The models were then compared with large-scale experiment data of the Delta 

Flume '93 Experiments (Rivero et al., 1994). The data shown by Rivero et al. (1994) 
are Qb and Hm0, defined as 

W0=4.004t! rms' (H) 

The present models cannot predict Hm0 because that variable is estimated from a 
series of water surface elevation, which the present models cannot predict. Thus, a 
relationship between r\ms and H1/3 is required to compare the results of the present 
models with those of the large-scale experiments. 

Outside the surf zone, using field data, Goda (1983) has investigated the 
relationship between Hu/r\rms and a wave nonlinearity parameter %1/3, defined as 

H, 
'•iis' 

1/3 2nh. —^(tanh^i) (12) 

where L is the wavelength at the water depth of h. He reported that H1//i]m,s increases 
with increasing nl/3 when KI/3>0,\, while HI//t]rms is constant and about 3.8 when 
n1/3<0.l. 

Although the relationship between H1/3/t]rms and itm for waves out of the surf zone 
was investigated, no relationship between them for waves in the surf zone has been 
reported. Hence, I investigated this relationship with the field data for the 11 cases 
mentioned above, and show the results in Figure 4. 
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Figure 4    Relationship between HuJr\rm!, and  n„3. The solid line shows the relationship 
obtained with the method of least squares, and the dashed line shows H1/3lr}rm=2.%. 
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The value of H1/3Jt]rms in the surf zone increases with increasing n1/3 when n1/3z0.1, 
while Hl//T]rms is remaining constant at about 3.8 when jr;/3<0.1. Thus I assumed that 

#i/3/W°-3491•1/3 +4.648,  *1/3>0.1, 
(13) 

The upper equation of Eq.(13) for ;rJ/3>0.1 was obtained by the method of least 
squares. 

With the relationship expressed as Eq.(13), Hm predicted by Model 1 and 2 were 
translated to Hm0, and the translated Hm0 and the predicted Qb were compared with the 
values measured in cases 1A, IB, and 1C of the Delta Flume '93 Experiment (Rivero 
et al., 1994). The comparisons are shown in Figure 5. In all cases, the values of Hm0 

predicted by Model 1 are almost equal to those predicted by Model 2, and both agree 
with the measured values quite well. Hence, the discussion is focused on the fraction 
of breaking waves. On the planar beach of case 1 A, the predicted Qb agree with the 
measured values although the predicted values are somewhat smaller. On a barred 
beach of case IB, Qb predicted over the trough do not decrease toward the shore, and 
agree with the measured values, while the present models overestimated Qb out of the 
trough. On another barred beach, case 1C, although the predicted values of Qb 

decrease slightly toward the shore over the trough, the predicted Qb agree with the 
measured values. Out of the trough, the present models also overestimated Qb. 
Compared with Ob predicted by Southgate and Wallace (1994) for cases 1A, IB and 
1C, Qb predicted by the present models are insensitive to the change in water depth 
over the troughs, and Qb variations predicted by the present models are smooth. 

Discussion 
The models developed in this study incorporate the wave reforming criterion 

proposed on the basis of field data and the coefficients calibrated with the field data. 
Through the calibrations of the models, scale effects were recognized in Hb/hb and in 
the rate of wave energy dissipation due to wave breaking. In the field, values ailijhb 

and the energy dissipation seem to be smaller than those in small-scale experiments. 
While the cause of the scale effects on Hb/hb is unknown, the scale effects on wave 

energy dissipation are considered to be due to the size of the vortex and turbulence 
generated by wave breaking. Differences in the size of the vortex and turbulence 
probably results in difference in the energy dissipation process. 

Although scale effects on wave energy dissipation due to wave breaking, which 
strongly influence wave height variation in the surf zone, were recognized in this 
study, a comparison of wave height variations at different scales on planar beaches 
(Stive, 1985) revealed that scale effects on wave height variations in the surf zone 
were negligible. On a planar beach, waves continuously break and few waves reform. 
On the other hand, at a trough on a barred beach, few waves newly break and some 
waves reform. The difference in wave conditions seems to result in the difference in 
the appearance of scale effects. 

Although the present models predict well H1/3 and Qb in the surf zone, models 
employing the wave-by-wave approach, like the present models, have a serious 
limitation; changes in wave period due to wave decomposition cannot be predicted 
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Figure 5  Comparison of Hm0 and Qb measured in large-scale experiments (solid circles) and 
those estimated by Model 1 (thick solid lines) and Model 2 (thin dashed lines). 
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because the models assume the number of waves to be constant. Wave decomposition 
frequently occurs over longshore bars, and results in a decrease in wave period. 
Future improvement of the models will be required to overcome this limitation. 

Summary and Conclusions 
Models for calculating Hm and Qb employing a wave-by-wave approach were 

developed. The performance of the models containing sub-models for wave breaking 
and energy dissipation calibrated with experimental data was not satisfactory; Qb 

values estimated by these models were smaller than those measured over troughs. 
New coefficients were therefore introduced, and the models were calibrated with the 
field data. The models calibrated with the field data predict Hm and Qb well over the 
longshore bars as well as over the troughs. The validity of the models was also 
verified by comparison with large-scale experiment data. 
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CHAPTER 21 

A Parametric Model for Random Wave Deformation by Breaking 
on Arbitrary Beach Profiles 

Hyuck-Min Kweon1 and Yoshimi Goda2 

Abstract 

The process of wave energy dissipation after breaking has been investigated 
with a number of random wave tests. To obtain the data for wave breaking and its 
deformation, experiments have been conducted by utilizing a horizontal step 
adjoining to a combined slope of 1/20 and 1/10. 

After breaking, the wave height decreases by dissipation but attains a certain 
value at some distance from the breaking point. Experimental results show that the 
stable wave height is not constant but affected considerably by the wave period. The 
study has yielded a general formulation of stable wave height due to the random wave 
breaking. 

A new one-dimensional random wave deformation model is proposed, being 
coupled with nonlinear shoaling coefficient formula before wave breaking and the 
new energy dissipation term after breaking. The model is compared with the 
experimental data, large wave tank data, and field data. It predicts well the wave 
height deformation and the change of mean water level before and after wave 
breaking on arbitrary bottom profiles. 

1 Introduction 

Random wave breaking is one of the most important phenomena in coastal 
engineering. Since around 1970, various models have been proposed to predict wave 
height variations in the surf zone. Many models assume planar beach profiles. 
However, in the natural sea there are step type beach profiles, and longshore bars 
appear in the breaking zone. Thus, a workable model applicable to arbitrary beach 
profiles is needed. 

The difference among existing models lies on how to express the dissipation 

1) Researcher, TETRA Co., Ltd., 2-7 Higashi Nakanuki, Tsuchiura, Ibaraki, 300, 
Japan 
2) Professor, Department of Civil Engineering, Yokohama National University, 
79-5 Tokiwadai, Hodogaya-ku, Yokohama, 240 Japan 
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term. Takayama et el. (1991) proposed a model that calculates the dissipation term 
with a modified Rayleigh distribution. Battjes and Janssen (1978) represented it with 
a bore model. The concept of stable wave height after wave breaking was introduced 
by Dally et al. (1985). That is, after breaking, the wave height decreases by 
dissipation but attains a stable value at some distance from the breaking point. 
However, existing models have certain problems. Some models are applicable to 
plane beaches only, some requires clumsy computation for a joint probability density 
of wave heights and periods, and some others need calibration with individual wave 
data in the field. 

The present study gives a formulation of the stable wave height due to the 
random wave breaking and aims at presenting a model simple enough but reasonably 
accurate. 

2 Experiments 

2-1 Experimental conditions 

Tests were conducted in a glass walled tank of 17 m long, 0.5 m wide, and 
0.55 m as shown in Fig. 1. A horizontal step of 6 m long was set, adjoining to the 
combined slopes of 1/10 with the length 2.0 m and 1/20 with the length 1.0 m. The 
motion of the wave generator was controlled to absorb waves reflected from slopes. 
The crushed stone slope of 13/100 was built at the end of horizontal step. Buoyant 
artificial material was also used as a dissipater together with the crushed stone. The 
height of horizontal step was 25 cm. 

1    2 3        4        5    6   7   8   9 10 11 12 13 14 

Buoyant dissipator 

X-'" > f F 
 "        rf rf    ir r JJllii 

r"*^ u    tt   nrtj J d J J>J u J 
hi ^^                        vto | 

7000 -* 2000^ ^ 6000 
17000 

-#°^ 
Units: mm 

Fig. 1 Experimental section and measuring points for obtaining stable wave height 

The wave profiles were recorded at 14 points. Measurements were made at 8 
points simultaneously. Gauge #1 was fixed at the distance 3 m from the wave paddle 
and gauge #2 changed its location depending on the wave period for separation of 
incident and reflected waves utilizing the Goda and Suzuki (1976) method. Gauge #5 
was set at the tip of horizontal step. On the horizontal step, 9 wave gauges from 
gauge #6 to #14 were set with the interval of 60 cm each. 

Experiments are divided into two groups. One is for estimation of the bottom 
friction effect. The other is for obtaining fundamental data of wave height decay. 
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Firstly, nonbreaking waves were utilized for the estimation of wave attenuation due 
to bottom friction on a horizontal step. In total, 18 cases were tested with the water 
depth on the step of 9 cm and 11 cm, 3 types of spectrum, and 3 combinations of 
wave periods and heights. 

Secondly, wave profiles were measured for obtaining the data of wave height 
decay by breaking and stable wave height. With 3 different shapes of spectrum, 2 
water depths, 3 periods, and 3 wave heights, a total of 54 cases was tested. Wave 
heights were measured at 14 points as shown in Fig. 1. The sampling interval was 
0.05 sec and 8192 data were collected at one run. Wave heights were determined 
from the surface elevation records using the zero down-crossing method. 

2-2 Analysis of wave data 

Investigation of wave spectra at gauges #1 or #2 indicated a presence of 
appreciable low frequency energy. However, there was a noticeable drop of spectral 
density between the main wave component and the low frequency components. The 
frequency of spectral density drop was indentified for each case, and the wave 
components lower than that frequency was filtered out. The filtered wave profiles 
were produced by the inverse FFT technique. 

The frequency range for separating incident and reflected waves was from 0.6 
to 3 times the peak frequency. The magnitude of wave attenuation in wave height due 
to friction was estimated with the data of nonbreaking waves. The wave profiles 
obtained from gauges #5 to #14 on the horizontal step were analyzed by the FFT 
method for the Fourier coefficients. 

Iwagaki et al. (1965) derived the solution of wave attenuation by bottom 
friction based on the laminar flow theory. The solution was used to yield the 
following formula for wave amplitude correction. 

acor = ames exP\~CampSb+w x/L) (1) 

where 
e*+w = (4«7/tt)(l + l/i/>0)(sinh2fc/0 + 2kd0) (2) 

fS = {*lvTJt2 (3) 
xp0 = k B/sinh2 kd0 (4) 

in which acor is the amplitude of corrected Fourier coefficient, ames the amplitude of 
measuring data, Camp (a 1.0) an amplifier coefficient, x the distance from the initiation 
of horizontal step, L the wave length at a local point, T the wave period, k the wave 
number, do the still water depth, v the kinematic viscosity of water, and B the width 
of a water tank. The value of Camp was estimated with nonbreaking waves 
corresponding to different shapes of spectrum. The results were 1.48 for the 
JONSWAP-type spectrum with Y=1.0, 1.74 for the spectrum with 7=3.3, and 2.19 for 
an extremely high concentrated spectrum with Y=T0.0, respectively. 

The decomposed Fourier amplitudes were corrected for the bottom friction 
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effect with eq. (1). Then, all the corrected amplitudes were utilized in the inverse FFT 
method to reproduce wave profiles. Wave heights were determined from the 
reproduced profiles. 

3 Estimation of Stable Wave Heights after Random Wave Breaking 

The stable height at some distance from the breaking point is proportional to 
the local water depth. In the experiments of Horikawa and Kuo (1966) the test bottom 
profile consisted of a steep slope section of 1 to 5 followed by a less steep slope (up 
to 1 to 20) or a horizontal section. The incident waves were forced to break at the end 
of the steep slope section and the wave height decay after breaking was monitored. It 
was fitted by exponential functions toward a stable wave height that is equal to about 
0.4 times of the local water depth (do) for all conditions. The results of Horikawa and 
Kuo were interpreted by Dally et al. (1985) in terms of a wave height stabilizing at a 
constant value (cessation of breaking) lower than that related to the initiation of 
breaking. 

The present study re-analyzed the Horikawa and Kuo (1966) data, by fitting the 
following exponential function: 

H-H0 exp(- eb+wx/d0) + Hs (5) 

where Ho is the wave height at the initiation of the horizontal step. The stable wave 
height Hs was estimated with a bisection method. 

All the stable wave heights were classified by water depth and wave period of 
20 groups. Dally et al (1985) assumed that the stable height is proportional of water 
depth only. However, the height-to-depth ratio is not constant but affected 
considerably by the wave period as shown in Fig. 2 for the cases of regular waves. As 
shown in Fig. 2, the longer the wave period is, the higher the stable wave height is. 

Distance from the abrupt change of the slope, X( cm) 

Fig. 2 The effect of wave period to a stable wave height 

With the same procedure, the stable wave heights after random wave breaking 
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were estimated. In the random wave system, however, the stable wave heights have 
different levels corresponding to the definition of representative wave heights such 
Hm and Hrms. The experimental results are plotted in Fig. 3. 

Figure 3 indicates that the stable wave height is a function of the relative water 
depth do/Lo. For the experimental data, the following formulation has been applied in 
an analogy to Goda's breaker index: 

where 
Hs = Td 

T = A(do/I^Tl[l - exp(-1.5m/0/Io)] 

d = d0+ r)+ § 

(6) 

(7) 

(8) 

in which A is the coefficient for stable wave height. The symbol d0 refers to the still 
water depth, L0 the deep water wave length corresponding to the significant wave 
period, lj the wave set-up, and % the representative amplitude of surf beat. 

The curves in Fig. 3 represents the computation with eqs. (6) to (8). 
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Fig. 3 The general form of stable wave heights due to breaking of random wave 

The total water depth including the representative surf beat amplitude was 
assumed as below. 

do + n+% = d0+xv (9) 

By assuming the value of % at 1, 2, and 3, the least square method was applied for the 
relationship between the ratio of the significant wave height to the total depth and the 
relative water depth. It was found the linear fitting has the least value when x is equal 
to 2. That means, it is best to set the representative surf beat amplitude g equal to the 
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wave set-upTj. 
Table 1 lists the best fitted values of stable wave height coefficient^ in eq. (7), 

for various representative wave heights. 

Table 1 The stable wave height coefficients of A for various 
representative waves. 

H mean rms 1/3 1/10 max 
A 0.072 0.083 0.122 0.145 0.188 

4 Modeling of Random Wave Deformation 

4-1 Governing equation 

Dally et al (1985) proposed a model to describe wave decay in the surf zone 
assuming that the energy dissipation per unit surface area due to breaking is 
proportional to the excess energy flux relative to a stable energy flux, which is depth 
dependent. 

SEC, MK-«] (10) 

where E is the energy density, Cg the group velocity, x the onshore coordinate, Kd the 
wave decay coefficient, and do the still water depth. The energy density and group 
velocity are given by the linear theory relationships. 

Rewriting eq. (10) in terms of wave height, it becomes as below: 

fy d S|"      ns J (11) 

where Hs=Td. 
The present model adopts eq. (11) as the basis of computation and employs the 

stable wave height expressed by eq. (7). The wave decay coefficient Kd is specified 
with a gradually varying value, the treatment of which is discussed in detail in the 
next section. 

The wave-induced set-up and set-down are determined from the time-averaged 
momentum balance equation neglecting inertial effects and bed-sheer stress, as 
follows: 

drj 1       dS^ 
dx~  pg{d + Tj) dx 

(12) 

in which Sx* is the onshore radiation stress. The radiation stress component S^ for the 
organized wave motion is calculated by the linear theory as 



RANDOM WAVE DEFORMATION 267 

-PgH2
rm 16 1 + 

4kd 
sinh2fc/ 

(13) 

where p is the density of water, g the acceleration due to gravity, k the wave number, 
and d the total water depth (d = d0 + lj + |). 

4-2 Treatment of wave decay coefficient 

The dissipation term with the wave decay coefficient K was originally 
proposed by Dally and Dean (1985) who gave a constant value. For the analysis of 
random wave deformation, however, a modification is made on the decay coefficient 
in such a way that its value gradually increases over some distance. 

&d t 

0.2 

Kj: Wave decay factor 
x   : Length toward shoreline 
LL : Transition Zone (xx2-xxl or ^-xxl) 
ssl : Initiation of a different slope 

R S 

xxl      ssl   xx2 ss2 

LL 
Fig. 4 Treatment of wave decay coefficient, Kd 

X 

The modification reflects the fact that waves have the different locations of 
initiation of breaking in a random wave system. Figure 4 shows the treatment of 
wave decay coefficient. For a single slope, Kd rises along the line PR over the 
locations between xxl and xx2 and then takes a constant value of 0.2. The distance 
between xxl and xx2 is calculated as the horizontal length corresponding to the 
change in water depth equivalent to the vertical distance of H0'. If the slope becomes 
milder at the location ssl, then Kd follows the line QS. By introducing such a 
gradually varying wave decay coefficient, it becomes possible to calculate the wave 
decay successfully with the representative waves of a random wave system. It is also 
possible to analyze the wave deformation across beaches of arbitrary shapes. 

The model has been calibrated with the Goda model (1975) for random wave 
breaking on a plane beach. The maximum value for the wave decay coefficient Kd 
and the transition length LL are calibrated to yield the best agreement between the 
present and Goda models. The comparison of the present and Goda model is shown 
in Fig. 5. 
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Fig. 5 Comparison of the present model with K<j=0.2 and the Goda model on plane 
beach 

4-3 Procedure of calculation 

Calculation is proceeded by a forward-difference numerical solution scheme 
from the offshore end of the numerical grid. The incident wave conditions of the 
model are the representative wave heights and the significant wave period. The non- 
linear wave shoaling is considered in the. model. 

Because eq. (11) produces a linear wave shoaling before wave breaking, the 
resultant wave height is amplified by the factor jS of the following 

where 
P " K/KsO 

Ks - Ks0 + 0.0015(rf0/4>)""VoAo) 
1.27 

(14) 

(15) 

in which Ks is a nonlinear shoaling coefficient, Kso the linear shoaling coefficient, and 
H0 the equivalent deep water significant wave height. The nonlinear shoaling 
coefficient of eq. (14) is obtained by the trial and error method as an approximation 
to Shuto's (1974) shoaling coefficient for non-breaking nonlinear wave based on 
cnoidal wave theory. 

For initiation of wave breaking, Goda's breaking index of the following is 
adopted: 
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where 

T^AidjLoT'h-exp 

Hh = Thd (16) 

(17) 4.5^1(1+ 15tan4/3e) 

in which Ht refers to the respective breaker heights of representative waves such as 
Hm and A is the coefficient listed in Table. 1. 

After wave breaking is initiated, the wave decay coefficient K4 in eq. (11) is 
assigned the value which rises up following the path PR or PQS and the energy 
dissipation is evaluated. For the calculation of nonlinear wave decay height, the 
stable wave height is modified as 

where (HS)A is the linear stable wave height, (HS)F the non-linear stable wave height 
which was attained by experiments as in eq. (6), and /fe is the amplification factor of 
shoaling coefficient ratio at the initiation point of breaking. 

After wave breaking has occurred, a check is always made for the possibility of 
wave reformation. That is, if the calculated wave height falls below the stable wave 
height even though the Kj does not attain the maximum value of 0.2, Kd is reset as 
zero at that point. Then calculation starts again in the process of shoaling change. 

Calculation of radiation stress by eq. (13) is needed before that of wave set-up 
by eq. (12). The root-mean-square wave height is calculated from Hm with the 
assumption of Rayleigh distribution. 

Hrm.-H^/IAIS (19) 

The computation of wave height and set-up is carried out twice. In the first run, 
the wave set-up at the shoreline where the still water depth is zero is linearly 
extrapolated from the adjacent two grid points. In the second run, the wave set-up and 
representative surf beat amplitude are added to the still water depth to yield the total 
depth. The present model finishes the calculation for all points at the second run 
because the difference of wave set-up between the 2nd and 3rd runs becomes below 
2%. 

5 Verification of the Model 

5-1 Laboratory tests on a horizontal step adjoining to slope 

Figure 6 shows the comparison of the model calculation and experimental data 
obtained from the present study. The increment of x in the calculation is 5 cm. The 
data with the JONSWAP-type spectrum (Y=3.3) are selected for comparison. Three 
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sets of data in which the wave steepness is almost the same but the water depth is 
different are shown here. As seen in Fig. 6, even when the water depth is extremely 
shallow, the model predicts the wave decay height quite well. 

S 
X 

| 

£    : 

r • 3 J . b.,- 3 cm 
Hw- 4.984 cm. T\,- 0.996 sec 

T • 3.3 , ht« 9 cm 
Hw- 10.109 cm. Tw- 1.342 sec 

ion 

7 • 3.3 . i,-11 cm   - 
Hw- 9.186 cm. TM- U31 sec 

• Hv,. o ", 

Distance from the tip of slope, x (cm ) 

Fig. 6 Comparison of the model and experimental data on a horizontal step 
adjoniing to slopes 

5-2 Laboratory tests on a bar type beach profile 

For obtaining data in a bar type beach profile, experiments were conducted 
with the section shown in Fig. 7. The.wave profiles were measured at 14 points. 
Waves were expected to break between gauges #3 to #5 and to attain stable wave 
height between gauges #9 to #11. After waves become stable, waves start a shoaling 
change and re-break around gauges #12 to #13. Gauges #4 to #13 were set with the 
interval of 50 cm. The distance between gauges #13 and #14 was changed depending 
on wave period from 50 cm to less than 50 cm. The wave conditions included 3 diffe- 

1     2 
3       4    S    6   7   8    9 10 11 12 13 14 

7000 ,.   2000 ..    2000 „ 2000   J000,,      3000     ,, 
~v f        '"•"T      —•—p   —1* 1 

17000 

Units: mm 

Fig. 7 Experimental setup for bar type beach profile 
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rent shapes of spectrum, 2 water depths, 3 wave periods, and 3 wave heights, and 54 
cases were tested totally. The water depth in front of the wave paddle was /n=39 cm 
and the depth on top bar was /?2=9 cm. 

A selected set of experimental data with the JONSWAP-type spectrum (7=1-0) 
is compared with the model calculation in Fig. 8. As shown in Fig. 8, the significant 
wave height (closed circles) shows good agreement except for the case with the 
largest wave steepness (top figure). However, the root-mean-square wave height 
(closed triangle) is predicted well by the model. During the wave decay height, it 
arrives a stable wave and increase with shoaling change. And it breaks again and 
decays toward the shoreline 

0,« 39 an. b^* 9 an , T • 1.0 
Hm* 10J56 an. H«. 7.438 cm, TM-0.979 sec 

• H,„. • H_. ° T) 

fti« 39 an, hi* 9 an, 7 • 1.0 
. 9.065 cm. H_. 6.533 an. T^ 1.304 sec 

• H„. • H_. " "a 

h,« 39 cm, 1>2- 9 an. 7 • 1.0 
Hu« 6.576 cm. H_- 4.719 cm. T^-1.790 Ice 

• Hu,. • H_. e i 

0 300 600 900 

Distance from the tip of slope, x ( cm ) 

Fig. 8 Comparison of the model and data on a bar type profile 

Moreover, variation of wave set-up (open boxes) is predicted quite well by the 
present model. Though not presented in this paper, experimental data with other 
spectral shapes have also shown good agreement with the calculation by the present 
model. Thus, the model is applicable broadly to different shapes of spectrum. 

5-3 SUPERTANK data 

Four cases from the SUPERTANK Data Collection Project (Kraus et al. 1992) 
were selected to validate the random wave deformation model for normally incident 
waves under controlled conditions. SUPERTANK was conducted to investigate 
cross-shore hydrodynamic and sediment transport process using the large wave tank 
at Oregon State University, Corvallis, Oregon. In this study, the statistical data are 
utilized and no spectral information is used. 
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In the case A0517A, a pronounced bar was present with the crest located at a 
water depth of about 0.6 m. Case A0914A belongs to the same run as the previous 
case, but the bar was located further offshore. In the case S0913A a narrow-crested 
mound was constructed. A broad-crested mound was built in the offshore in the case 
S1208B. 

Table 2 Wave conditions for compared SUPERTANK data 

Run Number Case number Incident wave height Wave period 
rms (m) #i/3 (m) (sec) 

ST10 A0517A 0.56 0.79 2.9 
ST10 A0914A 0.51 0.71 3.8 
STJO S0913A 0.45 0.63 2.8 
STKO S1208B 0.45 0.64 2.7 

The data of Hin, Hrms and 7} are plotted in Fig. 9 with the symbols of closed 
boxes, closed circles, and open circles, respectively. The computed results are shown 
by the dash-dot lines, continuous lines, and dashed lines, respectively. 

In the case A0517A, the wave breaking by computing starts prior to the data. 
The significant wave height is predicted well by the model. Case A0914A belongs to 
the same run as previous case but has longer wave period. The decay in Hrms and #1/3 
through the surf zone are well produced. However, it seems that the wave height 
nearest to the bar is affected by concentrating of wave breaking. The starting of set- 
up is affected by the initiation of breaking points. 

In the case S0913A, the decays in Hrms and H\n are faithfully produced by the 
model. However, the wave set-up is lower than the computation. In the case S1208B 
which has the broader bar, the model overestimates the wave heights around crest of 
the bar. It seems that on the crest the waves are not strongly affected by the wave 
nonlinearity. 

5-4 Field data 

Hotta and Mizuguchi (1980) carried out field measurements in 1978 at 
Ajigaura beach facing the Pacific Ocean located at the southern end of Tokai coast 
about 200 km from Tokyo. A breaker bar was present in the surf zone as shown in 
Fig. 10. In the nearshore zone, about sixty poles were placed on the sea bed at 
intervals of about 2 m normal to the shore over a total distance of 120 m. The 
significant wave at the latter pole was about 0.8 m in height and 9.4 sec in period. 

Figure 10 shows the measured and computed wave heights. The computed 
wave heights before breaking are greater than the measured ones. The measured wave 
heights do not increase much in the zone between 120 to 100 m. The reason is not 
quite clear. It may be related to the bathymetry of the field. Dally and Dean(1986) 
also made comparison of their model and the data. Their prediction shows 
underestimation of the data because they used the linear shoaling. 
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6 Conclusion 

The merits of the present model are summarized as follows: 
1) The model is applicable to any shapes of bottom profiles. 
2) It requires the input data of incident wave heights and periods only without 

necessity of coefficient calibration with field data. 
3) Its computation time is minimal because it deals with representative waves directly. 

In addition, the model can easily be programmed as a subroutine for a large 
scheme to drive numerical models of nearshore circulation and sediment transport 
problems. 
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CHAPTER 22 

Generation Characteristics of Wave Sounds 
as a Factor of Beach Amenity 

Hitoshi Murakami1 ,Sadahiko Itoh2,Yoshihiko Hosoi3, 
Hideo Araki4and Tsuyoshi Koyabu5 

Abstract 

This study deals with the comfortableness of wave sounds from physiological 
and psychological aspects. Firstly, the difference of wave sound generation 
mechanisim between plunging and spilling breakers is discussed on basis of the 
variation characteristics of sound pressure level and the volume of air bubbles in 
water. Secondly, the comfortableness of wave sounds is investigated based on the 
genaration characteristics of the brain wave and the result of questionnaire 
surveys of auditory test. 

Introduction 

Many artificially nourished beaches have been created as part of the 
improvement works related to coastal environment. The visual,auditory and 
olfactory factors are considered important factors of beach amenities. 

Recently, much importance has been attached to the roles of desirable sounds 
in environment. The term    "Sound Scape   " named by R.M.Schafer(1977) has 
been used in much the same way as the term     "Land Scape ". More attention 
must be paid to the sound environment of the coastal zone. 

As a matter of fact, the sensory tests on psychological responses to wave sound 

l.Fac.of Eng.,The Univ.of Tokushima, Minami-josanjima,Tokushima 770,Japan. 
2,Fac.of Eng.,Kyoto Univ.,kyoto 606-01,Japan. 
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4.Fac. of Integrated  Arts  and  Sciences., The Univ.  of Tokushima, Minami- 

josanjima, Tokushima 770,Japan. 
S.Nikken Consultants Inc., Higashi-gotanda,Shinagawa-ku,Tokyo 141,Japan 
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have shown that the auditory factor such as breaking wave sounds is one of the 

most important factors affecting the amenities of the beach environment just as 

much as visual and olfactory factors( Nadaoka et al,1991a,b. Murakami ea al, 

1991). Authors have also investigated the characteristics of breaking wave sounds 

in laboratory tests and field observations(Murakami et al,1993). However, 

the exact physical 

mechanism of sound generation due to wave breaking remains under debate. 

The purpose of this study is to investigate fundamental characteristics of the 

wave sound generation and to examine the difference of the sound genaration 

mechanism in two types of wave breaking; the plunging and spilling breakers. 

Furthermore, the relationship between wave sound and its comfortableness is 

discussed from physiologicaland psychological aspects. 

Characteristics of Wave Sound Generation of Air Bubbles in Wave Breaking 

1) Experimental Methods 
A wave tank with a pendulum-type wave generator at one end, which was 

30m long, lm wide and 
wave generator i sound level meter 

v 

*Bl>35lCm 

30 cm 

^^01: 10. 15 
30m 

Fig. 1 Experimental Apparatus 

Table 1 Experimental Conditions 

0.9m deep, was used as 

shown   in   Fig.l.   The 

bottom slopes   9   were 

1/10 and  1/15, and 45 

kinds  of waves   which 

had       different       surf 

similarity parameters £ 0 

were        induced. 

Wave   sounds   were 

recorded by a sound 
level   meter   at   the 

upper    point   30cm 

from     still     water 

surface.   The   video 

pictures of breaking 

waves were taken simaultaneously at the distance of 1.5m from the side wall of 

wave tank to observe air bubbles in water induced by wave breaking. The water 

depth h was kept at a constant of 35 cm.   The wave period T was changed from 

0.8 to 2.0 sec. 

beach 
slope 

tan0 

wave 
period 
T (sec) 

equivalent 
deepwater 
waveheight 

H0' (cm) 

surf similarity 

parameter |0 

1/10 0.8—2.0 1.8—13.4 0.397—2.045 

1/15 0.8—2.0 2.9—13.3 0.214—0.894 
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Experimental conditions of wave breaking were shown in Table 1. 

The surf similarity parameter § 0 as a breaker type index is defined as 

follows(Battjes, 1974): 

^0=   tan 0//-(Ho'/Lo) 

Spilling breaker,if £ 0< 0.5. Plunging breaker,if 0.5< £ o"0-3- Surging 

breaker, if 4 0>3.3. In which, H0'; equivalent deepwater wave height, L0; 

deepwater wave length. £ 0 in this study are in the range of 0.2-2.0 . This means 

the experiments include both spilling and plunging breakers. 

2) Characteristics of Generation of Air Bubbles and Wave Sounds 

Fig.2 shows an example of the wave breaking process and air bubble 

generation during a wave period for the plunging and spilling breaker, 

respectively. Nondimensional phase t/T=0 means the onset of wave breaking. 

Generally, the behavior of wave breaking is divided into the following four 

phases; breaking , plunging, run-up and backwash. 

For the plunging breaker, the wave begins to break and folds over air at 

thebreaking phase. At the plunging phase, a large quantity of air bubbles are 
generated. 

(1) plunging breaker (2) spi)ling breaker 

(Ho'/Lo=0.01, tan 6 =1/15) (1^/1^=0.12, tan 6 =1/15) 
Fig.2   Breaking Process and Air Bubble Generation 
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Subsequently air entrainment occurs and the air bubble cloud reaches the sea 
bottom. After that, the air bubble cloud spreads out gradually to create the patch 
of foam at the run-up and backwash phases. 

On the other hand, for the spilling breaker , the air bubble cloud induced by the 
former wave breaking remains without appearance over a wide area, even when a 
new wave begins to break at the wave crest in the breaking phase. The air bubble 
cloud near the wave crest spreads radially in every direction at the breaking and 
plunging phases. Finally, it combines with the former air bubble cloud . 

From this experiment, the difference of generation and disappearance 
mechanism of air bubbles for the two types of wave breaking was revealed to 
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0.0$T 

some degree. The volume of air bubbles, however, depends on the breaking wave 
height. In addition, the wave sound must be related to the volume of air bubbles. 

Fig.3 shows the relationship between the average volume of air bubbles per one 
wave Bav and a breaking wave height Hb in the case of the bottom slope 1/15. It 
is difficult to measure directly a volume of air bubbles. The volume of air bubbles 
B at an arbitrary phase of wave is conveniently defined so that B can be obtained 
by multiplying a bubble cloud cross section area projected on the glass wall of 
wave tank with a wave tank width. An average volume of air bubbles Bav was 
obtained from the average value at the 5 different wave phases in a one wave 
period. 

It can be seen that Bav increases with an increase of Hb. However, it shows a 
partially      opposite 
tendency     in     the   £QOUr    ~^nem%,m ,,„ J TJ       Jbreaking        run-up 
spilling breaker's 
long period wave. 
The relationship 
between an average 
sound pressure level 
Pav and Bav is 
shown in Fig.4. Pav 
increases with an 
increase of Bav 
regardless of the 
breaking type. The 
rate of increase of 
Pav, however, is 
more distinct with 
a steeper bottom 
slope. 

The sound 
pressure level is also 
closely related to the 
volume of air 
bubbles. 

Furthermore, let 
us consider the 
correlation  between 

t/T 
(1) plunging breaker(Ho7L0=0.01,tane =1/15) 

65 

6Q 

§o=0.21 
 P(dB) 
Q- -B(m3) 

0 
-L 

0.2      0.4      0.6      0.8 

0.08' 

- 0.02 

0 

t/T 
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Fig.5 Temporal fluctuation of P and B 

(2) spilling breaker(Ho7Lo=O.12,tan0 =1/15) 
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the variation of sound pressure level P and the volume of air bubbles B in time in 
order to clarify the sound generation mechanism . 

Fig.5 shows the temporal fluctuations of P and B for two types of wave 
breakers. Let us first consider the variation characteristics of P for the plunging 
breaker. P takes the maximum value in the middle of breaking and plunging 
phases. P decreases rapidly at the run-up and backwash phases. On the other hand, 
B takes the maximum value in the middle of run-up and backwash phases. It is 
significant that the maximum sound is not genarated when the volume of air 
bubbles is at a maximum . It means a dominant sound is generated only in the 
short time when a water wave plunges on to the water surface, however, air 
bubbles are only slightly generated. Subsequently, even if the volume of air 
bubbles increases gradually after breaking, these bubbles are not an important 
factor in the generation of dominant sounds. 

Secondly, let us consider the characteristics of the spilling breaker. P does not 
fluctuate so noticeably, though it increases slightly at the breaking phase in 
comparison with other phases. The fluctuation of B is smaller than that of P. It 
can be recognized that the mechanism of wave sound generation for the spilling 
breaker is attributed to the strong turbulence and bursting of air bubbles in the 
vicinity of the water surface. 

Comfortableness of Wave Sounds due to Auditory Tests 

1) Experimental Methods 
In order to investigate the comfortableness of wave sounds, the brain wave 

test and questionnaire surveys were carried out simultaniously with 8 students of 
the   University   of   Tokushima 
being the subjects. 

Fig.6 shows an outline of brain 
wave measurement. First of all, a 
subject listened to various kinds 
of recording tapes of wave sounds 
on the headphones. The brain \headphones 
waves at the central zone Cz and 
occipital one Oz were measured 
and recorded in the FM data 
recorder whilst the subject's eyes 

were open for 3-6 min. The brain    Fig.6 Outline of Brain Wave Measurement 

/                  / 
bran waves 
meter            , V       ( J spectrum 

7_ analyzer   / y 
/ 7 
FM data reoorder 

/ 
/                     / 
tape recorder 
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Table 2 Experimental Conditoins of 
Auditory Tests 

sound 
factor 

wave sound 
subject 

kind condition 

strength 
field observation 
sounds 

Pav(dB) 
54,62,74 

students 
male4,femalel 

wave 
period 

artifical 
sound 

T(sec) 
4,6,8,10,12 

male7 

soune 
tone 

field observation 
sounds r1/2, r1 

male8 

wave spectrum was obtained by a spectrum analyzer. In addition, the 

questionnaire surveys were conducted to find the most desirable sound by the 

same subjects. 

The experimental conditions used in the brain wave tests and questionnaire 

surveys are shown in Table 2. Field observation wave sounds and artificial sounds 

made from white noise by FM radio were used as wave sounds in the tests. The 

effects of sound strength, sound wave period and sound tone as physical sound 

factors on the comfortableness of wave sounds were examined. The sound tone 
spectra at the backwash phase used here is shown in Fig.7. One is having minus 

1/2 power of frequency f at the higher frequency region . The other is having 

minus 1st power of frequency f. 
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Fig.7 Sound Tone Spectra at Backwash Phase 
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2) Effects of Wave Sound Strength on Comfortableness 
Fig.8 shows the relationship between the average power of a -wave(8- 13Hz) 

Pw and an average sound pressure level SPav over 6 min. Sign N in the transverse 
axis means non-sound. Pw decreases slightly with an increase of SPav at the 
central zone Cz. On the other hand, Pw at the occipital zone Oz has the maximum 
value for the 62 dB sound. Especially, it should be noted that the power of a - 
wave for the 74 dB sound is smaller than that for the two others. 

Fig.9 shows the result of a questionnaire survey on the relationship between the 
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Fig.8 Relationship between Pw and SPav 

comfortableness and the average 
sound pressure level Pav. The 
vertical axis indicates the number of 
persons, who gave the most 
suggestive response from the three 
sounds. From this test, the 62dB 
sound is the most comfortable of the 
three which corresponds to as the 
tendency of the brain wave tests at 
Oz. No one felt any comfortableness 
from on the 74dB sound to the 
subjects. The 74dB sound seemed to 
be felt as if it were stormy sea. 
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3) Effects of Sound Wave Period on Comfortableness 
The authors have already pointed out from the questionnaire survey of the 67 

students that the subjects feel the comfortableness for 6-8 sec of the sound wave 
period, but do not feel the comfortableness under 6 sec of the wave period. It has 
been pointed out this desirable value is nearly equivalent to the period of our 
breathing(Murakami etal,1992). 

Fig. 10 shows the effect of the sound wave period on the brain wave. The 
power of a -wave Pw has the muxmum value in 8 -10 sec of wave period in both 
figures. In the case of the wave period being under 6 sec, Pw has less than the 
power at non-sound. 

6    8   10 12 
T(sec) 

(1 )   C 

6    8   10 12 
T(sec) 

(2)   O 
Fig. 10 Relationship between Pw and T 

Fig. 11 shows the results of 
the points obtained from the 
questionnaire survey of the 
five grade estimations with a 
score of 5 to 1 points for each 
wave period. The tendency in 
this figure is similar to the 
result of brain wave tests, 
though the tendency of the two 
in 12 sec of the wave period is 
different. 
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Fig. 12 Effect of Power Spectrum Shape on Comfortableness 

4) Effects of Sound Tone on Comfortableness 
The subjects listened to wave 

sounds which had two kinds of sound 
tone spectra as shown in Fig.7. 

Fig. 12 shows the effects of wave 
sound tone on the a-wave power. 
As a result, it can be seen that the 
power on sw2 is only slightly bigger 
than that on swl. It is widely noted the 
a -wave power increases in the case of 

sound tone with the minus 1st power Fig. 13 Comfortableness of Sound Tone 
of frequency at a higher frequency 
region. 

Fig. 13 shows the comparison of the comfortableness of two kinds of sound 
tone on the basis of the questionnaire survey. The sound tones with sw2 and swl 
are in the ratio 6:2. This is the same tendency as the result of the brain wave test. 

Conclusion 

The generation mechanism of wave sound for two types of wave breakers was 
discussed on the basis of measurement of sound pressure level and volume of air 
bubbles. The effects of sound factors on comfortableness were examined from the 
physiological and psychological aspects. As a result, the wave sounds should be 
emphasised as being one of the most important factors of beach amenities. The 
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resuls are summarized as follows. 

1) The difference of the sound generation mechanism between the plunging and 

spilling breakers was clarified. It was confirmed the behavior of air bubbles 

generated by wave breaking was closely connected with the characteristics of 

wave sounds. 

2) It was proved that the comfortableness of wave sounds was affected by the 

factors of sound pressure level, sound wave period and sound tone and so on 

through the power of (X -wave in the brain wave test and questionnaire surveys. 
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CHAPTER 23 

Measurements of Wave Breaking in the 
UK Coastal Research Facility 

Howard N Southgate1 and Stuart Stripling1 

Abstract 

Many experiments have been carried out on wave breaking in the past, but 
these have mainly been for regular, normally-incident waves. This paper describes 
experiments in the UK Coastal Research Facility in which over a hundred separate 
tests were carried out, covering regular, random, normally-incident, angled and 
multidirectional waves. Measurements were made of wave parameters as the waves 
underwent breaking in shallow water on a 1:20 slope. Analysis of the data to 
determine the wave breaking criterion, y, for three random wave categories is 
presented. 

Introduction 

The criteria for values of wave height and water depth at which waves start 
to break in shallow water are an essential part of most computational models of 
nearshore wave propagation, and hence of many types of coastal engineering 
projects. A recent review (Southgate, 1995) has collated a large number of 
theoretical studies, laboratory experiments and field data sets which provide 
information for determining these criteria. Despite the large amount of work carried 
out, there remain important gaps in our understanding of the factors that influence 
breaker height criteria, with consequent uncertainties in the expressions used in 
wave prediction models. In particular, more information is required on breaker 
height criteria for random, angled and multidirectional waves. 

This paper describes experiments carried out in the UK Coastal Research 
Facility (hereafter referred to as the CRF) to provide data for this purpose and for 
other aspects of wave propagation in shallow water regions where waves are 
breaking.   About 100 tests were done in total, and five categories of wave were 
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investigated. These were: 

1) Regular waves, normal incidence 
2) Regular waves, 25 degrees to the normal 
3) Random long-crested waves, normal incidence 
4) Random long-crested waves, 25 degrees to the normal 
5) Multi-directional waves, mean direction at normal incidence 

These tests were designed so that, as far as possible, equivalent average 
input wave heights and periods were tested in each category. This has enabled a 
direct comparison of trends in wave behaviour across the different categories to be 
made. 

In addition, this paper presents an initial evaluation of breaker height criteria 
for three categories of random waves (random at normal incidence, random at 25° 
incidence, and multidirectional waves). 

Experimental Arrangement 

Figure 1.  Layout of the CRF 

The CRF is a state-of-the-art shallow-water wave basin constructed at HR 
Wallingford. The basin measures 36m by 27m and has a working area of about 
20m by 15m. The wave-maker is 36m long and consists of 72 independent paddles 
capable of generating regular, random or multidirectional waves at normal or 
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oblique incidence. In front of the wave-maker is a flat area followed by a 1:20 
smooth concrete slope parallel to the wave-maker. The depth of water in the flat 
area is 0.5m. The overall layout is shown in Figure 1, and the main features of the 
CRF are described in more detail in Simons et al (1995). 

For each test, wave conditions were measured at 14 locations along a line 
perpendicular to the coastline roughly midway between the two side boundaries of 
the basin. Measurements were made with twin-wire resistance probes. Most of the 
probes were clustered within and just offshore from the breaking region, giving a 
high spatial resolution in this region. Three probes were also positioned a short 
distance in front of the wave-maker in order to make measurements of the input 
wave conditions. These probes were positioned on a line parallel to the wave- 
maker, with the central probe on the same cross-shore line as the inshore cluster of 
probes. 

CO 
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O 

_Q 
O 

13 > 
CD 

CD 
CD 

-0.6 

0 5 10 15 
Distance from Basin Wall behind Beach [m] 

Figure 2.  Cross-Shore Locations of Pressure Tappings 

20 

In addition to measurements of wave conditions, data was obtained on set-up 
of the water level caused by the breaking of waves. To measure the set-up, holes 
(known as pressure tappings) were drilled at spatial intervals into the basin floor 
along the cross-shore line (see Figure 2). These holes were connected via smooth 
nylon hydraulic tubes to individual stilling pots. Measurements of the water levels 
in each pot were made using the same type of twin-wire probes as for the wave 
measurements. This system of pressure tappings and stilling pots was installed 
specifically for this study and is now a permanent feature of the CRF. In all, 38 
pressure tappings and stilling wells were installed, but only a subset of these were 
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used in each test. For identification, each pressure tapping is given a number, with 
1 closest inshore and 38 furthest offshore. Wave probe positions were selected to 
be coincident with a pressure tapping location so that corresponding values of wave 
parameters and water level set-up could be obtained. 

A range of input wave heights from 0.03m to 0.1m was tested. Obviously, 
the higher waves broke further offshore and had a wider surf zone than the smaller 
waves. Therefore, in order to get the best spatial coverage and resolution, the 
locations of the probes needed to be changed according to the input wave height 
(the probes would need to be more spaced out for the higher waves). However, too 
much moving around of the probes would use up valuable experimental time, so 
a compromise was adopted in which there were two arrangements of probes. The 
first arrangement had the probes closely bunched near the waterline, and was used 
for low wave conditions (input wave height between 0.03m and 0.08m). The second 
arrangement had the probes more widely spaced, and was used for high wave 
conditions (input wave height of 0.09m and 0.1m). In each case every probe was 
located over a pressure tapping point. Figure 3 shows the relative locations of the 
probe positions for 'low' and 'high' wave conditions (the West Wall is the basin 
wall behind the beach, and the bed elevation is relative to the flat area in front of 
the wavemaker). Further details on the experimental arrangements can be found 
in CRF test report (Beresford and Channell, 1995) 

0.5 0.4 0.3 0.2        Bed 0.0 
Elevation 
[m] 

X >oooooooooooo<x   X— 

Low Waves 0.03 - 0.08m 

High Waves 0.09-0.10m 

-X—XXXXXXXXXXX X      —x— 

Distance from 
4       5       6       7       8       9        10 19.4 

West Wall [m] 

Figure 3.  Locations of wave probes 
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Test Programme 

A total of 125 tests was planned. Due to time constraints, only 108 tests 
were actually carried out. Of these, data from seven tests were found to be 
corrupted as a result of a hardware problem in the logging computer. Therefore, 
a total of 101 tests produced data successfully for subsequent analysis. 

The following procedure was adopted in carrying out the test programme. 
Firstly, the water was allowed to settle to a quiescent state and then 'zero levels' 
(ie the digital readings corresponding to the still water level) for each probe were 
logged. The waves were started and run until transient effects had died away. This 
was checked by monitoring up to four of the probes online. After this, data 
collection for the first test started, and tests continued in sequence for about two 
hours. The wave-maker was then switched off, and the water allowed to settle. New 
zero readings were taken and testing was restarted. 

The regular wave tests were performed first. The duration of these tests was 
the equivalent of 100 wave periods or 180 seconds, whichever was the longer. The 
two wave directions tested were at 0 degrees and 25 degrees to the normal to the 
shoreline. At the end of each test, the data quality was assessed. The data from the 
three offshore probes was analysed (by a wave counting method) and the average 
wave height over the three probes was calculated. The test was accepted if this 
wave height was within 10% of the target wave height. If not, the test was 
discarded and then repeated. 

The random and multidirectional wave tests were then performed. For all 
the tests, the frequency spectrum was based on the JONSWAP formulation 
(Hasselman et al., 1976), with a peak enhancement factor equal to 3.3. As with the 
regular wave tests, the directions tested were 0 degrees and 25 degrees. For the 
multidirectional wave tests, the directional spectrum used a standard Cos-squared 
spreading function centred on 0 degrees. The length of each random wave test 
needed to be considerably longer than the regular wave tests to ensure that there 
were a sufficient number of the longest period waves in the spectrum for reliable 
statistical analyses to be carried out. Accordingly the length of each random wave 
test was set at 1200 seconds. The procedure for carrying out the random wave tests 
was the same as the regular wave tests, but a more stringent data quality criterion 
was applied. One of the main purposes of the experiment was to compare results 
of different wave categories for equivalent wave input (ie waves with the same 
average wave height and period). A random test was repeated if its input root- 
mean-square wave height differed by more than 5% from the input wave height in 
the equivalent regular wave test. 

For all the tests, signals from all the 30 probes were sampled at a rate of 30 
Hz. This is sufficient to determine maximum wave heights by wave counting 
analysis to an accuracy of better than 0.5% (Tayfun, 1993). This rate is more than 
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is necessary for spectral analysis, but does not adversely affect the analysis. 

Table 1 below summarises the numbers of tests carried out for each wave 
category. 

Wave Run 
Category 

Wave Height 
Range (cm) 

Steepness Range Wave Period 
Range (sec) 

Number of 
Performed Runs 

Number of 
Successful Runs 

Regular Waves. 
Normal Incidence 3-10 0.005 - 

0.055 
1 -3 25 23 

Regular Waves. 
25 Degrees 
Incidence 

3-10 0.005 - 
0.055 

1 -3 25 25 

Random Waves. 
Normal Incidence 6-10 0.015 - 

0.055 
1-3 20 20 

Random Waves. 
25 Degrees 
Incidence 

6-10 0.015- 
0.055 

1 -3 18 15 

Multi-Dir Waves. 
Normal Incidence 6-10 0.015- 

0.055 
1 -3 20 18 

Totals - 108 101 

Table 1.   Summary of Tests Performed for each Wave Category 

Within each category, input wave height and steepness values were chosen 
systematically within the ranges 0.03m to 0.1m for wave height, and 0.005 to 0.055 
for wave steepness. Pairs of values were chosen to give wave periods between Is 
and 3s. These ranges of wave height and period represented the allowed operating 
ranges of the wave-maker. The random wave parameters that are designed to be 
matched to the equivalent regular waves are the root-mean-square wave height, and 
the peak period. 

A feature of the wave-maker software for random and multidirectional 
waves normal to the shoreline is set-down compensation. Set-down is a natural 
feature in random (but not regular) seas that refers to the raising of the water level 
under groups of lower waves and lowering of the water level under groups of 
higher waves. The software allows the movement of the paddles to be modified to 
ensure that the set-down propagates correctly without unwanted second-order wave 
effects. For the normal-incidence random and the multidirectional wave tests, the 
set-down compensation was switched on. However, for both wave categories an 
extra test was done with the set-down compensation switched off, in order to assess 
the differences in the final results. In both cases the differences turned out to be 
very minor, and substantially less than differences between equivalent runs for 
different wave categories. The random wave tests at 25 degree incidence were done 
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without set-down compensation (the software at the time was only applicable to 
normally incident waves). Further details of the design input conditions for each 
test are given in Southgate et al (1996). 

Spectral Analysis of Data 

The CRF data has been analysed spectrally, and all the results in this paper 
are based on this analysis. The software uses a fast Fourier transform (FFT) 
algorithm, which requires the data to consist of exactly 2" values, where n is a 
positive integer. Accordingly the data series for each probe in each run were 
truncated to 212 (=4096) for the regular wave tests, and 215 (=32768) for the 
random and multidirectional wave tests. One potential problem was the presence 
of a number of spikes in the time series data of water surface elevations. However, 
the spikes were narrow (usually consisting of only one data point) and few in 
number. Tests showed that they had a negligible effect on the statistical quantities 
of the whole time series, and therefore no action was taken to remove them. 

The results of the spectral analysis are in two forms: a) frequency spectra 
(in 32 bands each of width 0.434Hz) for each of the wave probes, and b) statistical 
data derived from the frequency spectrum for each wave probe and corresponding 
stilling well probe. These latter data are: 

1) The root-mean square wave height (Hnns), defined as 2A/2.m0
1/2, where m,, is 

the zero spectral moment. 

2) The spectral period (Tm), defined as (mo/mj)"2, where m2 is the second 
spectral moment. 

3) The mean water level, derived from the stilling well probe data (the still 
water level is 0.5m). 

Tabulated examples are shown in Southgate et al (1996). In deriving the 
data for b), the spectrum was truncated at high frequencies and only the first 16 
frequency bands were considered (covering wave frequencies between 0Hz and 
about 7Hz). Wave energy at higher frequencies appeared to be 'noise' and 
represented only a small contribution to the total. Low-frequency wave energy is 
included in the analysis. A separate investigation of the low-frequency part of the 
spectrum would require a reanalysis with smaller band widths. 

The spectral analysis has provided results in the form of wave frequency 
spectra, rms wave heights, spectral wave periods and wave setup at each probe 
location for each run. An example of the wave height results has been plotted in 
Figure 4 (diamonds) along with a computational model prediction with a best-fit 
breaker criterion, Ymu, (full line). A full set of results for wave height decay and 
wave setup is shown in Southgate et al (1996). 
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Figure 4.  Random waves, Normal Incidence 

From the full set of results some initial observations can be made: 

a) Angled waves are generally slightly lower than normally incident waves. 
This can be explained by the angled waves undergoing refraction. 

b) Regular waves are generally higher than random waves immediately before 
breaking and decay to lower values immediately after breaking. This is 
explained by regular waves breaking over a much narrower zone than 
random waves. Also the increase in wave height due to non-linear effects 
immediately before breaking is noticeable. 

c) Multidirectional waves and random normally incident waves show very 
similar heights and patterns of decay 

d) There is substantial spreading of wave energy to both lower and higher 
frequencies, and a reduction in the spectral period values as one travels 
inshore. The effect is particularly strong for regular waves. 

e) Setup caused by regular normal waves starts further landward and reaches 
higher values than that caused by random normal waves or multidirectional 
waves. 

f) Setup caused by random normal waves tends to be higher than that caused 
by random oblique waves or multidirectional waves. 
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Other plots of this data are possible, for example spectral period vs cross- 
shore distance, or spectral density vs wave frequency (at each location). Other 
modes of analysis are also possible, for example wave counting analysis, or spectral 
analysis using different frequency bands. 

Determination of Breaker Height Criterion for Random Wave Categories 

This data set has been used to illustrate how to derive an expression for the 
breaker height criterion, y, for three categories of random wave (normal incidence, 
25 degrees incidence, and multidirectional waves), yis defined as the ratio of wave 
height to water depth when waves initially break in shallow water, and is a key 
input parameter in most computational models of shallow water wave processes. 
Many experiments have been carried out in the past to derive values of y, but these 
have mainly been flume experiments, most commonly with regular waves. The 
present experiments provide the opportunity to derive expressions for y for the three 
types of random wave categories with equivalent input wave conditions. For 
random waves the wave height in the definition of y is the rms value. 

For random waves, y has a different interpretation than for regular waves. 
In the case of regular waves, y refers to the wave height to depth ratio at initial 
breaking for individual waves. For random waves, y is a single value representing 
an average value of wave height to depth ratio at initial breaking for a range of 
waves of different heights and wavelengths. In parametric surf zone wave models, 
it needs to be regarded as a parameter in the representation of the average rate of 
wave decay through the surf zone. 

The most extensive previous study of breaker height criteria for random 
waves was done by Battjes and Stive (1985) who analysed twenty results from 
three separate laboratory exercises and two field exercises. Their analysis showed 
no systematic dependence of y on bed slope, but a dependence on deep-water wave 
steepness. They used a hyperbolic tangent function to give a best fit to the data: 

y = 0.5 + 0.4 tanh(33H,/L0) 

The method of determining y from the present experiments follows that used 
by Battjes and Stive. The idea is to use a parametric model of wave decay through 
the surf zone and repeat the runs for many different trial values of y. For each run, 
the rms error of predicted wave height vs measured wave height at all points 
across the profile for which there are measurements is calculated. The value of y 
which gives the minimum error is selected. The model used for this purpose was 
the wave part of the morphodynamic profile model, COSMOS-2D (Southgate and 
Nairn, 1993). 

Model runs were performed for each experiment in each of the three random 
wave categories, stepping through a range of values of y from 0.4 to 1.0 with 
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Figure 5.  rms Error in Wave Height vs y 

increments of 0.01. At each value of y, the root-mean-square (rms) error between 
the wave height measurements and the wave height profile predicted by the model 
at each measurement point was calculated. Figure 5 shows the range of y values 
plotted against the rms error between the measured and the predicted wave height 
profiles. It can be seen that each wave has an optimum value of y which provides 
a minimum rms error. This was taken to be the wave breaking coefficient for that 
wave. 

Results 

Figure 6 shows a plot of the deep water wave steepness against the optimum 
y value, ymin. To calculate the deep water wave steepness, the average rms wave 
height and wavelength (calculated by the linear dispersion relation from the peak 
period) at the three probes in front of the wavemaker were refracted out to deep 
water using Snel's law. In this plot, r is the correlation coefficient and sd is the 
standard deviation of the data from the linear regression line obtained using the 
method of least squares.  It can be seen that the normally incident random waves 
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Figure 6.  ymin vs Deep Water Wave Steepness 

and the multidirectional waves have quite high values of the correlation coefficient, 
but that random oblique incident waves have a lower value. 

Figure 7 shows a plot of the deep water Irribarren number, Id, where Id is 
the beach slope divided by the square root of the deep water wave steepness. It can 
be seen here that the correlation coefficients are lower for the random normal and 
oblique incident waves than for the deep water steepness plotted in Figure 6. The 
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Figure 7.  ymin vs Deep Water Irribarren Number 

multidirectional waves, however, still have a high correlation coefficient. This 
suggests that the deep water wave steepness is a more appropriate parameter than 
deep water Irribarren number to predict y. 

Figure 8 shows the deep water wave steepness regression lines and the trend 
line of Battjes and Stive (1985). The differences with Battjes and Stive appear 
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Figure 8.  ymin vs Deep Water Wave Steepness (trend lines) 

quite large, but almost all the wave steepness values in Battjes and Stive's data lay 
between 0.01 and 0.03. 

Conclusions 

A series of experiments in the UK Coastal Research Facility have been 
performed to provide data on wave transformation and decay in the nearshore 
breaking region in a systematic manner using five different categories of input 
waves. This data has been processed by spectral analysis to provide information 
suitable for investigating nearshore wave processes and evaluating wave models. 
An initial, visual comparison of the results across the different wave categories is 
summarised in the section on spectral analysis. If necessary the data could also be 
reanalysed using alternative methods. Typical examples of applications of this data 
set would be: 

a) 
b) 
c) 

d) 
e) 

Criteria for initial breaking of waves 
Wave height transformation and decay 
Wave setup and the 'transition zone' length (the distance between where 
waves start to break and where radiation-stress-driven phenomena start to 
appear, as revealed by wave setup) 
Wave energy transfer between frequency spectral components 
The   fraction   of  waves   breaking   at   any   location   (for   random   and 
multidirectional runs) determined from analysis of video records. 
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An analysis of the data for three categories of random wave (normal 
incidence, oblique incidence and multidirectional) has been carried out to determine 
breaker height criteria and their functional dependence on deep water wave 
steepness. However, to establish the most reliable expressions for breaker height 
criteria, it is recommended that this data set is combined with others, such as those 
used in Battjes and Stive (1985), so that the overall data set is as large as possible 
and covers as wide a range as possible of laboratory and field conditions. 
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CHAPTER 24 

A New Type Breaker Forming a Giant Jet and 
its Decaying Properties 

Takashi Yasuda *, M.ASCE Hidemi Mutsuda 2, Atsushi Oya 3, 
Akihide Tada4 and Tadashi Fukumoto 4 

Abstract 
Experiments in a wave flume(lm x 2m x 65m) with 16 wave gages and 

numerical simulations using a fully nonlinear BIM(Boundary Integral Method) 
in a super-computer(VP2600) are conducted to make clear the characteristics 
and occurrence condition of a new type breaker. Further, its deformation and 
wave height decay after breaking are investigated. It is shown that the new type 
breaker forms a giant jet with the size exceeding three times of the maximum 
jet size of usual type breakers and therefore is very efficient to wave control be- 
cause of strong turbulence excited by plunging of the giant jet and the resultant 
remarkable absorption. 

1. Introduction 
Wave control and shore protection works utilizing artificial reef and sub- 

merged breakwater have many advantages over usual coastal structures such 
as offshore breakwater. However, since most breaking waves caused by the 
submerged coastal structures are spiller or plunger and they cannot excite suffi- 
ciently strong turbulence responsible to the required wave absorption, the prob- 
lem that the efficiency of wave absorption is insufficient arises from those sub- 
merged structures. For that reason, in order to increase the efficiency and de- 
velop the artificial reef work to a desirable wave control and shore protection 
work, it is required to generate a breaker exciting much stronger turbulence and 
strengthen the absorption due to wave breaking. 

However, a good understanding and information of the mechanism for 
breaker types that are essentially important for the energy absorption are still 
very limited. Nevertheless, most breaking waves have been supposed to be clas- 
sified into four breaker types, spilling, plunging, collapsing and surging, based on 
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2Res. Assoc, ditto 
3Graduate student, Graduate school of Gifu Univ., ditto 
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the visual observations of periodic waves regarding uniformly sloping bottoms, 
and accordingly little attention has been given to the possibility of new breaker 
types. 

Cooker et al.(1990) studied the interaction between a solitary wave and a 
submerged semicircular cylinder, and found that the breaker forms are governed 
by the extent of the crest exchanges between the incident crest and the 2nd crest 
excited on the downward side of the cylinder. The results show that the breaker 
suffering the crest exchange is clealy different from the breaking of nonlinear 
long waves, in which the higher parts of an incident wave travel faster due to 
shallow water steepening and finally overturns to eject a jet, and reveals various 
behaviors and forms dependent on the interaction between the incident crest 
and the 2nd one. 

In order to find out a new type breaker forming a giant jet and being efficient 
to wave absorption, we have been investigating basically the mechanism and 
characteristics of the breakers caused by submerged obstacles. As a result, such 
a breaker forming a giant jet was found to occur when a solitary wave strikes a 
reef having two steps, referred here to as a double reef. This breaker could be 
expected applicable to efficient wave control because it excites strong turbulence 
by plunging of the giant jet. Further, the new type breaker could be generated 
independently of these kinds of waves and bottom topography, only if the given 
conditions can be satisfied. 

In this study, a solitary wave is made as an incident wave and is allowed 
to strike reefs having single and two steps with various heigthts, in order to 
reduce the number of parameters related to wave breaking as few as possible. 
Numerical simulations of the overturning of solitary waves on reefs are carried 
out until the jets ejected from their crests begin to fall, in order to investigate the 
characteristics of breaking wave profile and jet size and make clear the occurrence 
condition of the aforementioned new type breaker forming a giant jet. Further, 
experiments are conducted to verify the generation of the new type breaker in 
real fluid. At the same time, the accuracy of the simulated results is examined 
and the properties of wave deformation and wave height decay after breaking is 
made clear. 

2. Method and Condition 

2.1 Computations 

Numerical computations using a fully-nonlinear BIM irrotational-flow model 
(Yasuda et al., 1990) are carried out of the overturnig of solitary waves on reefs 
having single and two steps (Fig .1) until the jet-fall initiation, defined as when 
the overhanging face beneath the jet becomes just horizontal and the maximum 
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(a) Single reef (b) Double reef 

Figure 1: Coordinates and symbols for computations 

WAVE SOLITARY 
PADDLE   WAVE 

W05W07     W09    W11      W13    W15 ABSORBER 
W02W03W04W06W08     W10     W12    W14      mfi 

Figure 2: Wave flume and locations of wave gages 

gradient angle 9 of the front face at each time step reaches 180° . Here, while 
a reef shown in Fig. 1(a) is referred to as a single reef, a reef having two steps is 
referred to as a double reef. 

The accuracy of the computations was previously examined by comparing a 
computed solitary wave with its exact solution and further verifing the validity 
of the computed surface profiles and water particle velocities at the breaking 
against carefully contorolled experiments(Yasuda et al., 1992, 1993). 

As an initial condition, a solitary wave represented by the exact solu- 
tion(Tanaka, 1986) of a fully-nonlinear irrotational flow theory is given over the 
flat bed of the left-hand side of each reef as illustrated in Fig.l, and is assumed 
to propagate toward the reef. The numerical computations was undertaken un- 
der the condition that the error for energy conservation law is always less than 
1%. 

2.2 Experiments 

Experiments were conducted in a 65m long, lm wide and 2m high wave 
flume with a side window. Solitary waves with incident wave heights of 9.15cm 
~ 16.90cm were generated using a computer-controlled piston wave maker. The 
still water depth hi was fixed to 31.0cm. Reef models made of steel plate were 
built on the plane bottom, 30.0m distant from the wave paddle. The height R of 
a single reef is 26.3cm, and the lower crown height R2 and the upper one Rj of a 
double reef are 13.1cm and 26.3cm respectively. A relative distance X\ between 
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the 1st step and 2nd one of a double reef was changed from 0.0cm to 250.0cm. 
The case of X\ = 0.0cm corresponds "to the single reef(R2 = 0.0cm). 

16 capacitance wave gages were installed to measure the temporal water 
surface elevation at each location shown in Fig. 2. The gage W01 was placed in 
front of the reef to measure the incident wave profile and height. A high-speed 
video camera(unic, HSV-400) with a speed of 200 frames per second was used 
simultaneously to record the profile and size of the overturning jet. 

3. Wave Breaking on a Single Reef 

Time evolutions of spatial surface profiles of a solitary wave incident to 
single reefs with R/h\ — 0.4, 0.6 and 0.9 are introduced here. The evolutions 

up to jet-fall initiation are illustrated in Fig.3, in which AtJg/hi indicates the 
non-dimensionalized time increment of each evolution. The incident wave shown 
in Fig. 3(a) does not accompany the 2nd crest and steepens to eject a small jet 
from the crest point at the location of X/h\ w 8. This breaker therefore could 
be regarded as a spiller type. In the case of a single reef with a relative crown 
height of R/h\ = 0.6, the breaker could be regarded as a plunger type because 
it had a larger jet than that of a spiller type. Further, the 2nd crest is generated 
from the front face and grows to eject a jet from the crest at the position of 
X/h\ ~ 4 through the crest exchange with the incident crest, while the incident 
crest vanishes after having finished the crest exchange. Although this crest 
exchange is apparently similar with the solion-soliton overtaking interaction as 
pointed out by Cooker et al.(1990), more information about it needs to be known. 
Furthermore, in the case of a single reef with R/h\ = 0.9, the 2nd crest is 
generated far before the incident crest approaches the step, and then promptly 
ejects the jet at the position of X/h\ ~ 2 during the crest exchange, while the 
incident crest keeps a height exceeding the 2nd crest. As a result, the jet seems 
to be ejected from lower part of the front face of the incident wave and therefore 
is regarded as a collapsing breaker. 

In order to examine the relation of the profile and size of the jet to the 
relative crown height R/h\, comparisons of surface profiles around the jet are 
made for the solitary waves incident to single reefs with R/h\ = 0.25 ~ 0.90, and 
thier profiles at the breaking limit, defined as an instant that the forward face 
first becomes vertical and the maximum gradient angle 9 just reaches 90° , and 
the jet-fall initiation are shown is Fig.4. It is found from the surface profiles at 
6 = 90° that their horizontal asymmetries correspond well to the crown heights 
of reefs. It is also noticed that the vertical location of the jet tip at 9 = 180° 
becomes lower with the increasing of the reef height. However, the size of the 
jet seems to grow with the increase of the reef height while the profile of the jet 
keeps similarity. 
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Figure 3: Propagation process up to overturning of a solitary wave with H\/hi 
0.5 on single reefs with R/h\ = 0.4,0.6 and 0.9 
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0        x/iif 
(a) Breaking limit (0 = 90°  ) 
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Figure 4:   Comparisons of wave profiles at the breaking limit(# 
jet-fall initiation^ = 18(? ) 

90° and 

Further, in order to examine a quantitative relationship between the jet 
size and the reef height, we first define the horizontal jet length 7 and the jet 
height rjj at the jet-fall initiation {6 = 180° ), as illustrated in Fig.5, and further 
show the correlation under the incident wave heights of H\/h\ = 0.4,0.5 and 
0.6 between the relative jet size S — -frij/Hf and the relative reef height R/h\ 
in Fig.6. The relative jet size S is found not to grow monotonically with the 
increase of the reef height but to have the maximum value dependent on the 
value of H\/h\. This shows that the breaking waves accompanying the jet of 
which size exceeds 0.06 under the incident wave heights of Hi/hi = 0.4,0.5 and 
0.6 never occur on single reefs even if the reef height R increases up to the water 
depth h\. 
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Figure 5: Definition diagram of the 
horizontal jet length 7 and the jet 
height r/j at the jet-fall initiation 
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Figure 6: Relations of the jet size 
parameter S to the ratio of incident 
wave height to water depth H\/h\ 
and the relative crown height of the 
single reef R/hi 

4. New Type Breaker on a Double Reef 
The surface profiles of a new type breaker on a double reef are shown in 

Photo 1. It is clealy found from the profiles that the new type breaker is charac- 
terized by the height of the location ejecting a jet, which is not the crest point 
and lower-half part of the wave, but is the upper part of the front face, and by 
the overturning jet form having a triangular crown. Such a breaker can never 
be categorized by the usual four types defined by Galvin(1968), and therefore, 
should be recognized as a new type breaker out of doubt. The snapshots further 
demonstrate the generation of the 2nd crest from the forward face and the for- 
mation of a giant jet excited by the coupling of the near-breaking incident crest 
and the 2nd one. Thus, the new type breaker is characterized by the formation 
of the giant jet having a triangular crown through the composition of both the 
crests and therefore is referred to as a composite breaker. 

Figure 7 shows time evolutions of the numerically computed spatial surface 
profile of a solitary wave with Hi/hi = 0.5 incident to a double reef with Ri/hi — 
0.8, Rz/hi — 0.4 and X\/h\ — 6.5, in which the 2nd step is located near the 
point of breaking of the incident wave caused by the 1st step. The features of 
the composite breaker demonstrated by the snapshots are clearly found in the 
computed results. The 2nd crest generated from the forward face grows fast to 
eject the jet through the crest exchange with the near-breaking incident crest, 
as found from the distance between the 2nd step and the position of the ejection 
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of the jet. 
The incident crest suffers the decaying effect due to the crest exchange 

with 2nd crest and the shoaling effect due to the 2nd step, and consequently, 
its steep profile is strongly held under the nonlinear interaction. This strongly 
held triangular crest joins up with the 2nd crest to form a giant jet. Thus, 
the composite breaker is supposed to be generated by the composition of the 
triangular incident crest strongly held by the reciprocal effects of decaying and 
shoaling and the overturning 2nd crest. 

Figure 8 indicates comparisons of the breaking wave profiles shown in Photo 
1 between the results processing from the images captured with the high-speed 
video camera and the computed ones shown in Fig. 7. The computed profiles 
agree very well with the experimental ones, although the numerical computation 
was performed under the assumption of irrotational flow in an incompressible 
and inviscid fluid. The results obtained assure again that the present BIM is 
applicable for investigating the breaking wave problem without performing any 
experimental work, and further, verify that a new type breaker forming a giant 
jet, that is, a composite breaker can be generated on a double reef. 

Photo 1 : Snapshots of the composite breaker from the generation of the 2nd 
crest to the jet-fall initiation 

 1 1  

Figure 7: Propagation process of a solitary wave leading to composite breaker 
on a double reef with Ri/hi = 0.8, /f^/^i = 0.4 and Xi/hi = 6.5. 
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Figure 8: Comparisons of spatial surface profiles at breaking and jet-fall initi- 
ations between the results processed from images captured with a high-speed 
video camera and the numerically computed ones 

X/h, X/h, 

(a) Breaking limit (0 = 90° (b) Jet-fall initiation (0 = 180° 

Figure 9: Relations of wave profiles at the breaking and jet-fall initiations to the 
relative step distance X\jh\ of the double reef 

In order to examine the relation of the profile and size of the jet to the 
relative step distance Xi/hi, comparisons of surface profiles around the jet at the 
breaking and jet-fall initiations are made for a solitary wave with Hi/hi = 0.5 
incident to the double reefs with Ri/hi = 0.8, R2/hi = 0.4 and Xi/hi = 
0.0 ~ 7.3 and their results are shown in Fig.9. The incident crest turns to 
reveal triangular form and its height exceeds that of the breaker on a single 
reef(Xi/hi = 0.0), as the relative step distance X\/h\ increases. However, when 
the value of X\/h\ exceeds about 7.0, a small jet is ejected from the incident 
crest before the incident crest gets to be combined with the 2nd one and then 
a giant jet is formed. For that reason, the jet size remarkably decreases in 
Xi/hi = 7.3 as shown in Fig.9(b). 

Further, in order to make clear quantitatively the relation of the jet size S of 
breakers on double reefs to the relative 1st step height ifo/Zii and step distance 
Xi/hi, we show the relations under the conditions of H\/h\ = 0.5, R\/h\ — 0.8, 
Rz/hi = 0.3 ~ 0.6 and Xx/hi = 0.0 - 10.0 in Fig. 10. While the jet sizes of usual 
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Figure 10: Relations of the jet size parameter S of the breaking wave with an 
incident wave height Hi/hi = 0.5 caused by double reefs with Ri/h\ = 0.8, 
Ri/hi = 0.3 ~ 0.6 and Xxjhx = 0.0 - 10.0. 
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Figure 11: Overturning process of a composite breaker obtained by image pro- 
cessing 

type breakers generated on a single reef can never exceed the maximum value 
as previously shown in Fig.6, the jet size of the composite breaker generated on 
a double reef grows with an increase in X\/h\ and at last exceeds 0.16, that is, 
three times of the maximum jet size S — 0.05 of usual type breakers introduced 
in Fig.6 when the location of the 2nd step is close to the breaking point of the 
incident wave. 

5. Deformation and Decay After Breaking 
Deformation of wave profile and decay of wave height after breaking are 

investigated and then their characteristics for composite breaker are made clear, 
by analyzing the data of water surface elevations at 16 measuring points. 

Figure 11 shows the time evolution up to the touch down of the water surface 
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profiles of a composite breaker captured with the high speed video camera. 
The surface profile demonstrates that a remarkably large jet is formed by the 
composite breaker and is ejected from the 2nd crest developed by the coupling 
with the incident crest. 

Figure 12 shows spatial changes of water surface elevations at measuring 
points from W01 to W16 of composite breakers with Hi/hi = 0.30,0.42 and 
0.55 on a double reef with Ri/hi = 0.85, R2/hi = 0.43 and Xi/hi = 8.06. Each 
incident wave begins to break near the measuring point of W07. After that, 
the overturning jet from the 2nd crest touches down on the front face as shown 
in Fig. 11, and further a bore front accompanying strong energy dissipation is 
formed. 
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Figure 12:   Temporal water surface elevations at representative measuring 
points of the composite breaker 
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Figure 13: Wave height decay after breaking of the composite breaker 

As a result, wave absorption is pronounced and the breaking wave propagates 
as bore-like wave while keeping a similar profile. 

Figure 13 shows spatial variations of the wave height ratio H/Hmax of the 
composite breakers on a double reef shown in Fig.12, together with those of a 
spilling breaker on a single reef of R/'h\ =0.43 and a, plunging breaker on a 
single reef of R/h\ = 0.85. The value of H/Hmax strongly depends on breaker 
type ; the wave height of the composite breaker remarkably decays with the 
propagation distance after breaking, while those of the spilling breaker and the 
plunging one reach nearly stable state at X2/hi « 10 and 20 respectively. 

Figure 14 shows the relations of the transmission coefficient KT and reflec- 
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Figure 14: Comparisons of the 
transmission coefficient KT and re- 
flection one KR between the compos- 
ite breaker and plunging one under 
the same incident wave height H\/h\ 

Figure 15: Relationships between 
the transmission coefficient KT and 
the relative jet size S 

tion coefficient KR to the incident wave height ratio H\/h\. The incident waves 

break on a double reef as a composite breaker, while they break on a single 

reef as a plunging breaker. Even if the incident wave is identical and further 

the crown height R\ of the double reef is the same with the crown height Ri of 

the single reef, both the coefficients KR and KT for waves incident to a. double 

reef largely decrease in comparison with those for waves incident to a single reef, 

respectively by the depth change due to two steps and the generation of the com- 

posite breaker on the reef. Thus, by remodelling a. single reef with R,\/h\ = 0.85 

to a double reef with R\/h\ = 0.85, Ra/hi = 0.43 and X\/h\ = 8.06, it becomes 

possible to reduce both the values of KT and KR by more than 23% against the 

incident waves with Hi/hi = 0.30 ~ 0.55. 

Figure 15 shows the relationships of the transmission coefficient KT to the 

jet size S of various type breakers on single and double reefs. It is clealy found 

that the value of KT decreases proportionally to the increase of the jet size and 

wave height decay after breaking is governed by the jet size itself. This result 

shows that the generation of the breaker forming a jet with larger size, that is, 

the generation of the composite breaker is efficient to the improvement of wave 
absorption. 
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6. Conclusions 

A new type breaker forming a giant jet, referred here to as a composite 
breaker , is generated by the composition of fast growing 2nd crest and near- 
breaking incident crest suffering the reciprocal effect ; the decaying effect due 
to the crest exchange with the 2nd crest generated by the 2nd step of a double 
reef and the shoaling effect due to the 2nd step. The reciprocal effect forms 
the strongly held trianglar crown and produces a giant jet by incorporating the 
trianglar crown into the 2nd crest. Such a breaker has not ever been known and 
are supposed to excite strong turbulence by its diving and cause the resultant 
remarkable dissipation. Therefore, development of a new wave control system 
utilizing a composite breaker could be expected. 
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CHAPTER 25 

WAVE CLIMATE CYCLES AND COASTAL ENGINEERING 
PRACTICE 

Douglas L. Inman,1 Scott A. Jenkins,1 M. Hany S. Elwany1 

Abstract 

El Nino-Southern Oscilllation (ENSO) events are major 
factors in changing wave climate at coastal sites.  These events are 
triggered by extreme anomalies in the global seasonal climate; and 
in recent years they have become quasi-predictable from certain 
antecedent conditions.  Judicious application of the global concepts 
leading to (ENSO) events will improve our understanding and 
prediction of wave climate. 

Introduction 

Design of coastal structures and planning for beach remedial 
systems depend upon statistics determined from the study and 
measurement of past events and upon models using those statistics 
as primary inputs.  The value of the statistic is usually assumed to 
depend solely upon the accuracy and duration of the observational 
series.  This leads to common statistics such as a "design wave" 
height based on a recurrence history that defines the storm of the 
decade and century, and to shoreline changes based upon simple 
statistics such as the mean and standard deviation of beach width. 

The limitation of our statistic is usually not the quality or 
resolution of the observations it is based upon, but rather that the 
statistics do not take into consideration the episodic nature of larger, 

1 Center for Coastal Studies, Scripps Institution of Oceanography, 
La Jolla, California 92093-0209 
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controlling systems that govern the intermediate to long-term wave 
climate and sediment budget.  For example, wave climate is an end 
product of meteorological climate and subject to the cyclicities and 
uncertaintities associated with that subject.  Beach width is an end 
effect of the position within a littoral cell and is subject to all of the 
factors that influence the littoral sediment budget, including source, 
transport paths and sinks of sediment, as well as the variability in 
wave climate.  Also, in the case of beaches, there is an element of 
inertia that causes beach erosion to be influenced more by the 
successive occurrence of clusters of average storms rather than by 
the isolated occurrence of a single extreme storm. 

Climatic events such as El Nino-Southern Oscillation (ENSO) 
effect wave climate on a world-wide basis by altering the global 
atmospheric circulation paths, introducing periods of abrupt chaotic 
or episodic change.  El Ninos are harbingers of more intense wave 
climate along the temperate west coast of the Americas, but result 
in milder wave climates for the temperate east coasts of the 
Americas (Inman and Masters, 1994; Neelin et al 1994).  El Ninos 
also modify rainfall, causing droughts in some areas and flooding 
and maximum sediment yield in others.  Along the southern 
California coast decades of relatively stable, mild wave climate are 
interrupted by El Nino events characterized by groups or clusters of 
intense storms and heavy rainfall.  The El Nino of 1982/83 and its 
associated cluster storms completely denuded beaches that had been 
stable for the preceding 30 years.  Thus, it is apparent that the usual 
statistical techniques based upon limited record lengths for 
predicting beach width and littoral drift rates and directions would 
lead to conclusions that are invalid for episodic periods of 
significant wave climate change. 

Seasonal Climate: An Introduction to ENSO Events 

The seasonal variations in the exposure of the hemispheres to 
the sun produce interannual changes in the duration of daylight and 
the angle of the sun's irradiance.  These effects modulate solar 
heating, resulting in the interannual variation of the earth's 
atmospheric pressure field which in turn introduces seasonal 
climatic effects.  Interannual variations are enhanced by the higher 
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convective effects of land and the greater concentration of land 
mass relative to water in the temperate latitudes of the northern 
hemisphere.  In January, a large intense area of high pressure forms 
over the Asian continent (Figure la).   This occurs because the 
convective slopes of Asia are inclined away from the sun with short 
periods of daylight that shutdown upslope convection, resulting in 
subsidence of air mass and an increase in pressure at ground level. 
In July, the convective slopes are inclined towards the sun with 
longer periods of daylight that increase solar irradiance and fuel 
upslope convection and lower surface pressure.   Note that, in 
contrast to a rigid-lid system, the free motion of air in the 
convective atmosphere results in an inverse relation between 
temperature and pressure. 

The northeast monsoons of southern Asia maximize in 
January, mainly in response to downslope anticyclonic flowing air 
caused by subsidence under the large area of Asian high pressure 
(Figure la).  The cold descending air converges with tropical air to 
form a wet monsoon.  The northeast monsoon in the Indian Ocean 
is less intense because of lower pressure gradients and the blocking 
effect of the Asian and African continental mountains.   During July, 
the combination of upslope flow towards the low pressure area over 
the Himalaya mountains and the cyclonic geostrophic flow generates 
a strong southwest monsoon over the Indian Ocean (Figure lb). 
This brings heavy rainfall over India and the high Ethiopian plateau 
(Quinn, 1992).   The latter causes the Nile River floods that 
maximize during July.   In contrast to the Indian Ocean, the 
southwestern monsoon is weak and relatively dry over southeast 
Asia because of lower pressure gradients and blocking by high 
inland topography. 

The ENSO System 

Upon occasion the typical seasonal weather cycles discussed 
above are abruptly and severely modified on a global scale.  These 
intense global modifications are signalled by anomalies in the 
pressure fields between the tropical eastern Pacific and Malaysia 
known as the El Nino/Southern Oscillation (ENSO) (e.g., Diaz and 
Markgraf, eds., (1992).  The intensity of the oscillation is often 
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measured in terms of the Southern Oscillation Index (SOI), defined 
as the monthly mean sea level pressure anomaly in mb normalized 
by the standard deviation of the monthly means for the period 1951- 
1980 at Tahiti, minus that at Darwin, Australia (Figure 2).  A 

0° 90°E 180° 90°W 0° 
- a. January     t 

Vm77/////V/A>////77777///////\/////, 
c. Pressure Anomaly: 

+Ap J   SOI Negative (El Nino)    L -Ap 
-Ap   -i   SOI Positive (La Nina)     r +Ap 

Figure 1.  Seasonal pressure and winds for (a) January and (b) 
July. Contours of 1020 mb and 1000 mb are shown around 
areas of high (H) and low (L) pressure respectively.   Prevailing 
winds are indicated by arrows:  NEM, SEM, SWM designate 
northeast, southeast and southwest monsoons,    (c) The pres- 
sure anomaly, Ap centered around longitudes 105° E and 105° 
W for negative and positive Southern Oscillation Indices (SOI). 
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Asian low pressure area will be intensified, spinning up a strong 
southwestern monsoon in the Indian Ocean, causing increased rain 
in India and over the Ethiopian plateau.  In July, the air flow over 
the northern Indian Ocean is dominated by the large Asian low 
pressure system centered over Afghanistan.  This intensifies the 
southwesterlies and draws the intertropical convergence zone 
(ITCZ) north over the Ethiopian plateau.  The ITCZ is the zone of 
collision between the converging tradewinds of the northern and 
southern hemispheres.   Its primary features are surface doldrums 
and vertical convection with considerable cumulus development, 
rain and thunder storms.  For intense La Ninas, the resulting 
convergence of air masses in the ITCZ brings heavy rainfall that 
causes floods on the Nile River (Quinn, 1992).  Application of -Ap 
anomaly to the southern hemisphere tropics in the vicinity of 105° E 
lowers the pressure over northern Australia and New Guinea.   This 
modifies the pattern of the southeast monsoon and brings heavy 
monsoonal rainfall to Australia (e.g., Nicholls, 1992). 

Of course, the above suggestions based on an intensified 
seasonal pattern are vastly oversimplified and tell us nothing about 
why or when ENSO events occur or how long they will last. 
However, climatic events characterized by intense El Nifios and La 
Ninas affect wave climates on a world-wide basis in the sense that 
atmospheric circulation paths are altered globally (Neelin, et. al., 
1994; Philander, 1989).   Spectral analysis of coral growth rates 
shows that over the past century El Nino events have occurred with 
recurrence periods centered approximately on 3 and 7 years with 
more intense events occurring every decade or so (Cole et al, 1992; 
1993).  Although the events are not clearly understood, there is 
evidence that ocean-atmosphere interactions act as an oscillator 
which drives large-scale ocean waves known as equatorial Kelvin 
waves.  However, this oscillator interacts with Earth's annual cycles, 
producing nonlinear resonances (Jin et al, 1994; Tziperman et al, 
1994).  The ENSO cycles jump irregularly among these nonlinear 
resonances, exhibiting chaotic behavior.  Thus, there may be 
relatively long periods of uniform annual climate response, 
interrupted by periods of abrupt change. 

El Nifios are harbingers of more intense wave climates along 
the temperate west coast of the Americas,  but may result in milder 
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measured in terms of the Southern Oscillation Index (SOI), defined 
as the monthly mean sea level pressure anomaly in mb normalized 
by the standard deviation of the monthly means for the period 1951- 
1980 at Tahiti, minus that at Darwin, Australia (Figure 2).  A 
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-  80° 

W//S///////»/b//w»/»//777PW77&7r7r7TTrX' 
0° 90°E 180° 90°W 0° 

Figure 1.  Seasonal pressure and winds for (a) January and (b) 
July. Contours of 1020 mb and 1000 mb are shown around 
areas of high (H) and low (L) pressure respectively.   Prevailing 
winds are indicated by arrows:   NEM, SEM, SWM designate 
northeast, southeast and southwest monsoons,    (c) The pres- 
sure anomaly, Ap centered around longitudes 105° E and 105° 
W for negative and positive Southern Oscillation Indices (SOI). 
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negative SOI (lower pressure at Tahiti, higher pressure at Darwin) is 
known as an El Nino or warm ENSO event, because of the arrival 

60° N 

30° 

60° 

30° 

60° N 

30° 

- 30° 

60° S 

Figure 2.   Global distribution of the correlation coefficient of annual 
pressure anomalies with simultaneous pressure anomalies at 
Jakarta (107° E longitude).  Redrawn from Berlage (1957) and 
centered on 180° to show the southern oscillation. 

of unusually warm surface water off the coast of Peru at the time of 
Christmas; hence, the term El Nino.  Warm water also occurs along 
the coast of California and both regions experience unusually heavy 
rainfall.  A positive SOI is known as La Nina and it signals the 
occurrence of colder than normal surface water in the eastern 
Pacific, but stronger southwest monsoons in the Indian Ocean with 
heavy rainfall in India and in the Ethiopian plateau.   The latter 
causes flooding of the Nile River.   Thus, the terms warm and wet 
vs cold and dry ENSO events that accompany El Ninos and La 
Ninas respectively apply to the waters and coastal areas of the 
tropical-subtropical eastern Pacific Ocean and not necessarily to 
other parts of the globe. 

It has been shown that the pressure changes associated with 
ENSO events are global in extent, and follow a pattern of alternate 
positive and negative correlation coefficients centered around 
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wave climates for the temperate east coasts of the Americas (Dolan 
et al, 1990 and Seymour, 1996).    As El Nino events and groups of 
intense storms (referred to as "cluster storms") alter the wave 
climate, models of the nearshore must be adjusted to these changes 
in oder to account for the abrupt and often long-lived coastal 
changes induced by these events. 

The El Nino system 

El Nino systems involve a complex set of interactions 
between the atmospheric and ocean circulation at tropical to middle 
latitude.  The large-scale wind patterns and the companion mid- 
latitude high pressure systems described previously have a 
complementary feature in the ocean circulation referred to as 
"gyres".  The gyres are the dynamic equivalent of the mid-latitude 
highs in the atmosphere, and are the result of an elevated sea level 
in the center of the ocean basin caused by a convergence of the 
Ekman drift from the trades and the mid-latitude westerlies.       A 
large pool of warm water is established in the western Pacific which 
is ultimately regulated by the strength of the tradewind-driven 
component of gyre circulation. 

This warm pool extends from the Philippine Islands south to 
the mid-Australian coast (Figure  3).   Associated with these 
prevailing conditions is a stationary area of low atmospheric 
pressure, centered on Darwin, Australia, as compared with the 
relatively higher sea level pressure in the eastern Pacific from Tahiti 
to the coast of the Americas.  El Nino events are associated with 
the release to the east of the warm water pool and a reversal of the 
relative pressure fields at Darwin as compared with Tahiti and the 
coast of the Americas (Figure la,c).   These changes in the pressure 
fields in the lower layers of the atmosphere redirect the upper level 
jet streams that steer the tracks of traveling storms and markedly 
alter the wave climate of the world's coastline. The sequences 
within an El Nino event are illustrated in Figure 3 by numbers (1) 
through (5).  The trade winds setup and confine a pool of warm 
surface water on the western side of the equatorial Pacific Ocean 
(1).  Fluctuations in the prevailing trade wind intensity may release 
a series of eastward-flowing pulses of warm water.  The warm El 
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Figure 3.   Schematic illustration of the five sequences leading to a 
fully developed El Nino event.   See text for description. 

Nino event begins when the trade winds relax and release a large 
"slosh" from this warm water pool which travels to the east along 
the equator (2).  These sloshes travel as soliton-like internal features 
that are low-mode, baroclinic Kelvin waves channeled in the 
equatorial wave guide by the north-south gradients in planetary 
vorticity.  Planetary vorticity is the spin imparted to a fluid particle 
by the local surface-normal vector component of the earth's angular 
velocity.  These Kelvin waves have a phase speed determined by 
the density difference,  Ap,  at the thermocline, such that their phase 
speed is order: 

C = [(Ap/p^ghJ m =  150 cm/sec, 

where  hx  is the depth of the thermocline.  The equatorial Kelvin 
waves pump warm water into the eastern equatorial Pacific (3), 
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where it is spread poleward by barotropic Kelvin waves with 
topographically trapped modes propagating along the continental 
margins (4).   These waves oppose the flow of the California and 
Peru currents.   In turn, the shelf-trapped Kelvin waves appear to 
excite Rossby planetary waves that propagate slowly to the west 
against the flows of the North Pacific Current and the Antarctic 
Circumpolar Current (5).  In addition to slowing the ocean current 
system, the Rossby waves induce sea surface temperature anomalies 
which modify surface pressures in the lower atmosphere that 
ultimately decrease the intensity of the westerlies, further slowing 
the overall circulation of water in the large Pacific gyres. 

Sequences (1) through (5) in the El Nino event are all 
interactive among themselves and with the atmospheric circulation 
in very complex ways that are poorly understood.   The conditions 
triggering the beginning of an El Nino event or those leading to its 
demise are not yet known.  However, it is clear that, once started, 
the Kelvin-Kelvin-Rossby sequences all provide positive feedback 
that enhance each other and work toward a spin-down in the 
intensity of the prevailing anticyclonic oceanic gyres. 

Changing Wave Climate 

ENSO events leading to significant changes in seasonal trends 
of wave climate are usually associated with SOI values greater than 
about + 0.5.    Figure 4 shows hemispheric contour plots of the 
pressure height anomalies (meters) for SOI positive (La Nina) and 
SOI negative (El Nino).  Pressure gradients cause winds, and height 
anomalies show where persistent pressure gradients occur.   The 
strongest pressure gradients occur along the boundaries of the 
height anomalies.  The height anomalies in the figure show the 
mean location and intensities of the pressure changes during the 
ENSO events, and their boundaries indicate the likely location of 
storm paths. Figure 4a (La Nina) shows large areas of high pressure 
over the North Pacific and eastern North Atlantic.  These high 
pressure areas would enhance storm tracks as shown by the two 
arrows for waves apporaching North America and Europe.  The El 
Nino condition is characterized in Figure 4b by a large area of 
negative height anomaly over the North Pacific ocean and a 
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relaxation in intensity but an increase in area of the positive height 
anomaly in the eastern North Atlantic.   Thus, the La Nina/El Nino 
pattern over the North Pacific is bipolar and would be expected to 
give distinct changes in the storm track locations for the two 
conditions.  In contrast either extreme would tend to enhance storm 
tracks approaching the coasts of Europe and the southeastern 
Mediterranean coast. 

Figure 4.   Height anomalies of the 700 mb atmospheric pressure 
surface derived from averaging winters (October-March) 
between 1947 and 1992 with preceding June-November for 11 
SOI of +0.5 or greater (a) and for 12 SOI of -0.5 or less (b) 
(data from Redmond and Cay an, 1994).  Shading and hatching 
indicate areas of negative (L) and positive (H) anomalies with 
maximum departure in meters.  Arrows show position of 
storm-track enhancement associated with the anomalies. 

Along many coasts, there are decades of relatively stable 
weather interrupted by shorter periods characterized by more 
variable weather, often accompanied by severe storms.  The most 
recent period of mild-stable weather along the southern California 
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coast occurred during the 30 years between the mid-1940's and mid- 
1970's when mild La Nina type weather prevailed.  Winters were 
moderate with low rainfall (Figure 5), and winds were predomin- 
antly from the west-northwest.  The principal wave energy was 
from Aleutian lows having storm tracks which usually did not 
reach southern California (Figure 4a).   Summers were mild and dry 
with principal wave energy coming from the southern hemisphere. 
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Figure 5.   Cumulative residual rainfall in San Diego illustrating wet 
and dry periods that correlate with El Nino trends. 

The wave climate in Southern California changed, beginning with 
the El Nino years of 1979/80 and 1982/83.   The prevailing 
northwesterly winter waves have been replaced by waves 
approaching from the west (Figure 4b), and the previous southern 
hemisphere swell waves of summer have been replaced by tropical 
storm waves from the waters off Central America.  The net result 
appears to be a decrease in the southerly component of the 
longshore transport of sand that prevailed during the preceding 
thirty years (Inman and Masters, 1994).   Previous southward drift 
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rates of 200,000 m3/yr. have decreased to 50,000 m3/yr.  and have 
reversed direction for protracted periods of time. 

Conclusions 

The clue to successful application of time series to engineer- 
ing practice lies in long record lengths, and in the identification of 
supposedly anomalous trends.  These anomalous trends can be 
identified by observables that either have intrinsically long record 
length or correlate with certain cause and effect mechanisms.   For 
example, rainfall records, tree rings, railroad surveys and old news- 
paper articles can be used to correlate beach width and wave 
erosion with past El Nino's.  Fluctuations in rainfall and wave 
intensity both follow the ENSO cycle which links them.  For the 
modern records, a number of techniques are available to help 
elucidate this problem of cause and effect, including spectral and 
cross-spectral approaches and numerical progressions such as those 
resulting in cumulative residuals ( Figure 5). 
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CHAPTER 26 

STABILITY OF DESIGN WAVE ESTIMATES 

Jan Rossouw1, Josep R Medina2 

ABSTRACT 

Design wave heights are estimated for the Atlantic coasts of Southern Africa and the 
Iberian peninsula using the best available recorded data sets from the more exposed 
sites along these coasts. By spatial integration of the available data for a region and 
relaxing conditions with respect to independent sampling, stable estimates of design 
wave heights are obtained. Clear patterns are found in which the predicted design 
wave heights are strongly correlated with latitude. The recommendations of the 
IAHR committee on methods for design wave estimation are discussed and 
reservations are expressed about their recommendation to use only one method for 
design wave estimation. 

INTRODUCTION 

The estimation of design wave heights from recorded data is a subject that has 
received attention from many designers, engineers, statisticians and scientists in the 
past. Standard procedures for these estimates have however not been established and 
a variety of methods are presently being used. An international committee appointed 
by the IAHR, published a recommended procedure for design wave estimation in 
1994 (Mathiesen et al, 1994). The committee recommended that only one method 
should be used. This method fits a three parameter Weibull distribution to data 
selected by means of a peaks over threshold (POT) sampling method. 

This paper describes an alternative approach to design wave estimation favoured by 
the authors for areas such as the Atlantic ocean off South Africa and the Iberian 
peninsula. These areas are free of cyclones and similar storm events occur with great 
regularity during the winter months. Clear patterns in parameters such as the mean 
and standard deviation of the recorded wave heights exist in these areas. By using the 
method of moments to fit an Extreme 1 distribution to a total sample from the winter 
months, stable design wave estimates are obtained.    Using this method, a very 
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2 Professor, Universidad Politecnica de Valencia, 46022 Valencia, Spain 
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interesting pattern in design wave heights emerges which is compatible with the 
known weather patterns in the area. Design waves estimated by this method are often 
much higher than with the method recommended by the IAHR committee. 

In this paper an overview of the weather systems responsible for generating large 
waves in the Atlantic is given. Patterns in recorded wave heights are described and 
the knowledge of the weather and wave patterns are used to estimate design waves. 
The results obtained are discussed and compared with the results from studies by the 
IAHR committee 

WAVE CLIMATE OF THE STUDY AREAS 

The Atlantic coastlines off South Africa and the Iberian peninsula are free of cyclones 
as illustrated in Figure 1 

Frequent cyclone tracks 

C'+Uir't* ?.    Areas where tropical cyclones are frequent 

Figure 1: Frequent cyclone tracks of the world 
(Hurry and van Heerden, 1982) 

All major wave events in these areas are caused by large frontal systems which occur 
with great regularity during the winter months. Because of the size of the frontal 
systems and the speed at which they move on their path from west to east towards 
and past the coastline, similar wave heights are recorded over large coastal areas 
during major wave events. This is illustrated in Figure 2 for the South African coast 
for a few events during August 1980. 
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Figure 2: Waves recorded during August 1980 

The similarity in wave heights recorded at two stations 300 km apart is apparent from 
this figure. Not only are the wave heights during major wave events similar over 
large areas, but the mean and standard deviation of the recorded wave heights over 
longer periods also show a remarkable similarity. In Figure 3 this similarity for 3 
stations off the Iberian peninsula is illustrated. 

The seasonal variation in wave height is also apparent from Figure 3. Extreme events 
can therefore be expected to occur in the winter months. In Figure 4 a comparison is 
made of the mean and standard deviation of the wave heights recorded in winter at a 
number of stations in the north Atlantic. 
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A clear pattern of increasing wave height with latitude is evident as can be expected 
due to the increasing intensity of the frontal systems at higher latitudes. A similar 
pattern is evident along the South African Atlantic coast. 

Jun Aug 
MONTH 

Dec 
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Figure 3: Mean and standard deviation of Hmo - Iberian Peninsula 

The similarity in extreme and average wave conditions recorded along these coasts, 
together with the knowledge of the weather systems, lead to the following 
conclusions related to design wave estimation: 

• Extreme waves are invariably caused by similar frontal systems and the extreme 
wave heights at exposed coastal stations must belong to the same extreme 
distribution. 
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• Due to the absence of cyclones and the seasonal variation in wave heights, 
identical data would be ensured if only data from the stormy winter months are 
selected 

• The paths of the frontal systems are such that their intensity increase towards the 
higher latitudes. An increase in design wave heights should therefore occur with 
increasing latitude. Recording stations at similar latitudes should have similar 
design wave heights. 

Figure 4: Mean and standard deviation of Hmo- European Atlantic 
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ESTIMATES BASED ON EXTREME  1  DISTRIBUTION AND TOTAL 
SAMPLE 

The method preferred by the authors for estimating design wave heights, uses the 
method of moments to fit an Extreme 1 distribution to a total sample from the winter 
months. In this method the parameters of the distribution are based only on the mean 
(Hmo) and standard deviation (sigma) of the recorded wave heights in winter. The 
distribution is given by 

(Hmo) = A-B*ln(-lnp)    with 

B = 0.78*sigma       and 

A = (Hmo)-0.5772*B 

p = probability of non-exceedance of Hmo. 

A graph of Hmo versus ln(-ln p) gives a straight line with slope B and a abscissa A as 
shown in Figure 5. 

16 
14 

4 6 8 
-In (-In (p)) 

Figure 5: Extreme 1 distribution 

12 

This method makes maximum use of the available data as well as of the clear pattern 
that exists in the mean and standard deviations of the recorded wave heights 

The fit of the data to the Extreme 1 distribution for all the stations along the South 
African west coast is shown in Figure 6. 

The distribution generally fits the data well although deviations occur near the upper 
tail of the data. The deviations of the data at the upper tail are both above and below 
the fitted distribution. Although it will be possible to obtain a better fit at individual 
stations by employing a three parameter distribution, the overall fit is acceptable if the 
same distribution is used at all the stations along the coast. Inspection of the data 
shows that the stations where the data at the upper tail exceeds the fitted curves, 
included the more severe storms recorded on the coast. A downward deviation occur 
where these storms are not included in the data set.  These deviations are considered 
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to be due to variations in the wave climate and deficiencies in the data rather than 
variation in the underlying distributions. Too much emphasis on this upper tail will 
lead to unstable design wave estimates that vary haphazardly from station to station. 
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Figure 6: Extreme 1 fit to RSA data 
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The 100 year return period waves (Hmo) with a duration of 3 hours are shown in 
Figure 7 for the south and north Atlantic. Added to the data off the South African 
and Iberian Atlantic is data off the British isles and Norway. 
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Figure 7: Design Hmo(lOO)- 3 hour duration 

A strong correlation between the design waves and the latitude is evident from this 
figure. 

The 100 year wave as estimated here is compared to the largest waves recorded at 
various sites in the north Atlantic in Figure 8. The 100 year wave predicted at all the 
stations exceed the maximum recorded wave height by between 30 and 50 per cent. 
The maximum difference occur at Haltenbanken where the 100 year wave of 18.5 m 
exceeds the maximum recorded wave by 6m or nearly 50 per cent. This design wave 
seems extraordinarily high and is much higher than the 15.0 m predicted by the 
members of the IAHR committee using the same data (van Vledder,1993). The 
question obviously arises whether there should be a physical limit to the height a wave 
can reach. A wave height (Hs) of 17.4 m was recorded at the Weather Station India in 
the North Atlantic (Draper, 1986), at a latitude lower than the Haltenbanken site, 
giving some credibility to this high design height. The probable reason for the large 
difference between the two methods of design wave estimation in the case of 
Haltenbanken lies in the difference in emphasis placed on the upper tail of the data by 
the two methods. This will be further discussed in the next section. 
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Figure 8: Hmo(lOO) and maximum Hmo recorded 

ESTIMATES BASED ON 3 PARAMETER WEIBULL DISTRIBUTION AND 
POT SAMPLING 

The method for design wave estimation recommended by the IAHR group, differ 
from the method described above. To ensure independent and identical data, a peaks 
over threshold sampling technique is used. The highest wave recorded between the 
up and down crossing of a chosen threshold (POT) is used as data. A three parameter 
Weibull distribution is fitted to the selected data. This method inherently places the 
emphasis on the upper tail of the data in that only the largest storms are included in 
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the data and that the use of three parameters allows the fit to follow the data 
deviations at the upper tail. 

With the South African data it was found that the two methods described above lead 
to similar design values in cases where a long data record is available and where the 
upper tail of the data follows the Extreme 1 distribution. With shorter data sets or in 
cases where a deviation from Extreme 1 distribution occur at the upper tail of the 
distribution, large differences occur between the two methods. Because of the 
emphasis on the upper tail by the IAHR method, much lower design wave heights are 
predicted when the data deviates downward at the upper tail. This is thought to be 
the reason for the large differences at Haltenbanken discussed in the previous section. 
Similarly the IAHR method will predict higher waves where the deviation is upward. 
The emphasis on the upper tail destroys the clear pattern in design waves illustrated in 
Figure 6. Copeiro (1978) already warned against placing too much emphasis on the 
upper tail of the distribution. 

APPROPRIATE METHOD 

Two methods have been presented which essentially differs in the procedure for data 
selection and in the choice of extreme value distributions. The question arises as to 
which procedure is most appropriate. 

The advantages of using a total sample from the winter months and a simple two 
parameter Extreme 1 distribution in areas such as the open coasts of the South 
African and European Atlantic are: 

• Maximum use is made of the available data. 

• Design wave estimates are not sensitive to the upper tail of the data. The loss of 
data during storms and outliers in the data do not influence the estimates unduly. 

• Estimates of design waves stabilise after a few years of data. This method is 
therefore ideal where short data records must be used. 

• The Extreme 1 distribution fits the data well if all the data of an area is considered 
rather than data at individual recording stations 

• Maximum use is made of clear spatial patterns that exist in the mean and standard 
deviation of the recorded wave heights 

Criticisms against the method are: 

• The data used are not independent. For areas such as the South African and 
Iberian Atlantic, where storms occur with great regularity, the use of correlated 
data do not seem to bias the estimates (Rossouw,1988). This method however 
will only work in areas where one can expect a strong correlation between mean 
and extreme conditions. It will not work in areas prone to cyclones, semi- 
protected areas where refraction, diffraction and other shallow water effects will 
influence the data or in areas where mixed distributions are present. 
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• The selection of the probability associated with a given return period requires a 
decision with respect to the duration of the storm peak. This in the opinion of the 
authors is an advantage since the significant wave height of one hour duration 
during the peak of the storm can be expected to be higher than the height for three 
hour duration. This is also the reason why an increase in the peak Hmo value can 
be expected if the recording interval is decreased. Rossouw and Medina (1995) 
show that the selection of the duration of storm peaks varying from 1 to 6 hours, 
although affecting the value of the design Hmo, does not influence the design 
Hmax values. 

Advantages of the method recommended by the IAHR committee are as follows: 

• The POT method of sampling should ensure independent and identical data. 

• The use of a three parameter Weibull distribution allows a good fit to most data 
sets 

Problems with this method are however: 

• The POT method of sampling is sensitive to the level of the threshold that is 
chosen. This was illustrated by the IAHR committee in van Vledder et al (1993). 

• There is a emphasis on the upper tail of the distribution. This emphasis increases 
with increasing threshold values 

• The use of a 3 parameter distribution increases the emphasis on the upper tail of 
the distribution. 

• The use of only one data point in each storm makes the method very sensitive to 
outliers in the data, loss of records near the peak of the storm, the recording 
interval, etc. Long data records are also required before stable design wave 
estimates are obtained. 

It is concluded that both these methods have their merits. The method recommended 
by the IAHR committee is expected to be superior in cases where there is a danger of 
using non identical data. Such areas would be cyclone prone areas, semi protected 
areas such as inside bays where directionality plays a major role and where mixed 
systems are present. 

The simple method favoured by the authors seem to be applicable to areas where 
storms of identical origin occur with great regularity. In such areas a correlation 
between the mean and extreme conditions should exist and the estimate of design 
waves based on mean wave heights seems reasonable. 

For either method the integration of the data over space should help to add stability to 
the estimates. Knowledge of the generating systems should be incorporated in the 
integration process. 
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CONCLUSIONS 

The recommendation of the IAHR committee to use only one method for design wave 
estimation seems unrealistic. Their recommended method will work well in areas 
where different systems are responsible for wave generation for example in areas 
where cyclones occur regularly. In areas such as the Iberian and South African 
Atlantic, the methods used by the authors are preferred, especially at stations with 
short recording histories. In areas such as the South African east coast where 
cyclones occur very irregularly, i.e only once every few years, neither these methods 
are applicable. 

Clear patterns exist in the recorded wave data. This is to be expected taking into 
account the present knowledge of the weather systems over the oceans. Design wave 
estimates, especially over large bodies of open water, can be improved by the spatial 
integration of the available data. Efforts to do this in the South African and Iberian 
Atlantic produces promising results. A global approach and co-operation between the 
countries involved in wave recording, will enhance our knowledge of extreme wave 
events and will lead to better estimates of design wave conditions. 
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CHAPTER 27 

AN EVALUATION OF TWO WAVE FORECAST MODELS FOR THE 
SOUTH AFRICAN REGION 

by 
M. Rossouw1, D. Phelp1 

ABSTRACT 
The forecasting of wave conditions in the oceans off Southern Africa is important for 
both offshore and coastal marine operations in the area. The accuracy of wave 
forecasts for the area from models operated in Europe has, however, not been high. 
One of the main reasons is that the local measurement of waves has not been taken 
into account. Since the necessary infrastructure for operational wave forecasting is 
locally available in South Africa, a decision has been taken to establish a local facility 
whereby a numerical wave forecast model will be implemented. This paper focuses 
on the comparison of two operational wave forecast models in order to assist in the 
selection of an appropriate model for the South African region. 

1.        INTRODUCTION 
The South African ocean route is one of the major shipping routes in the world 
(approximately 120 million tonnes of oil were transported around the tip of Africa 
in 1991). In addition, the offshore activities such as oil exploration, diamond mining 
and also coastal construction operations are increasing. 

The Southern African waters are renowned for their treacherous sea, especially 
during winter. The already established weather forecast service provided by the 
South African Weather Bureau (SAWB) has up till now depended largely on 
information obtained from the global forecast model data, especially for wave 
forecasts. However, the wave conditions are represented relatively poorly as the 
input data sources are sparse in the Southern Atlantic Ocean where most of the wave 
energy is generated which reaches the South African coast. Only a few weather data 
sources are available (a couple of islands and a number of weather buoys). 

'Research Engineers, CSIR, P O Box 320, Stellenbosch, 7599, South Africa 
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The maritime activities need a reliable and accurate maritime weather forecast service 
which includes the prediction of the wave conditions. Local input data sources 
should be incorporated, including the local wave conditions. This information should 
result in a reduction in the risk of shipping accidents and could improve the planning 
for offshore exploration and operational activities. 

Therefore, an appropriate wave forecast model should be implemented and operated 
in conjunction with the already established weather forecast service. This paper 
focuses on the comparison of two operational wave forecast models in order to assist 
in selecting an appropriate model for the South African region (CSIR, 1995). 

2. DATA SOURCES 
The data sources used for this exercise included the wave forecast data from the 
UKMO and WAM numerical wave models, wave data collected by wave recording 
buoys and also remotely sensed wave height data recorded by the ERS-1 satellite. 
In a number of cases the synoptic weather charts were also consulted for the 
identification of weather systems. These data sources are discussed briefly in the 
following sections. 

2.1 Forecast Wave Data 

UKMO model 
The data of the UKMO model from the British Meteorological Office in Bracknell 
(UKMO) were received via the South African Weather Bureau (SAWB). Two 
forecasts per day were received, for 00:00 and 12:00 hours. 

The forecasts covered an area delineated by latitudes 20° to 65° S and longitudes 0° 
to 40° E at a 2,5° grid spacing. The data included the significant wave height (H..J, 
the significant wave height and wave direction for the swell, and the swell and sea 
wave period. Each forecast covers 120 hours (five days) at the following intervals: 

T+0, 12, 24, 36, 48, 72, 96 and 120 hours (T = 00:00 and 12:00) 

WAM model 
The WAM model data were received directly from the Royal Dutch Meteorological 
Institute (KNMI) in the Netherlands via e-mail. One forecast per day was received, 
for 12:00 hours. 

The forecasts covered an area delineated by latitudes 21 ° to 60° S and longitudes 9° 
to 39° E at a 3,0° grid spacing. The data included the significant wave height (H^ 
and wave direction, the significant wave height and wave direction for the swell, and 
the significant wave height and wave direction for the sea component. The forecast 
covered a period 72 hours (three days) at six hourly intervals. 
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2.2 Recorded Wave Data 

Wave recording buoys 
The wave data used in this study were collected by wave recording buoys at locations 
offshore of Mowe Bay, Port Nolloth, Slangkop and Durban in water depths of 100m, 
100m, 76m and 50m, respectively (Figure 1). 

Wave records of approximately 17,5 minute duration were routinely recorded at 
three-hourly intervals at all these stations. These records were subsequently 
spectrally analysed and interpreted in terms of the significant wave height and period. 
However, these records do not contain the wave direction and are therefore omni- 
directional. 

Remotely sensed data 
The only remotely sensed data used in this study were obtained from the ERS-1 
satellite. These data, consisting of significant wave height, were used to investigate 
specific forecasts during the period of interest. It was possible to compare observed 
and predicted wave heights over a large area. 

3. COMPARISON METHODOLOGY 
The study used a number of methods to compare the predicted data with that 
observed. It should, however, be noted that only the significant wave height could 
be analysed as it was the only parameter common to all three data sets. Although the 
wave direction parameter is included in the forecasts, it is not part of the suite of 
wave parameters obtained from the recorded data, as non-directional wave recording 
buoys were used. The methods of comparison are discussed below. 

3.1 Data Processing 
Both the UKMO and WAM data were received in a grid format. For comparison 
with measured data at specific locations, the most appropriate grid points had to be 
identified in the UKMO and WAM data sets. Therefore, the closest grid points to 
the wave recording buoy locations were selected as shown in Figure 1. Although 
two UKMO forecasts per day were available, only the 12:00 hour forecasts were 
used to compare with the 12:00 WAM forecast and the measured data. 

For comparison with the offshore wave data from both models, the measured data 
had to be adjusted for the shallow water effects. Shoaling was therefore taken into 
account by applying linear shoaling as described in the Shore Protection Manual 
(CERC, 1984). However, as no wave directions were available, the refraction-effect 
could not be considered. The bathymetry in the vicinity of all four locations is fairly 
uniform and the water depth relatively large, thus wave energy-loss due to refraction 
will not be significant. 
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3.2 Time-series Comparisons 
In order to establish the effectiveness of a wave forecast over a certain period, one 
can compare the entire forecast with the observed (measured) wave conditions. If 
the forecast predicted the actual conditions well enough one would have confidence 
in that forecast. It should, however, be remembered that there can be some variation 
in the predictions as these are based on meteorological information that is not always 
100 per cent correct. One must, therefore, include an estimation of uncertainties for 
short-term sea state parameters in the wave forecast. 

For the purposes of this study a factor "o" (normalised standard deviation) was 
applied to both UKMO and WAM data sets. This factor was taken as a =0,2 in 
accordance with standards for wave predictions (PIANC, 1992). Thus, the following 
formula was implemented: 

H-1-H-(H*o)    and    HM = H + (H*o) 
where H = significant wave height (H„J 

These two parameters, H,^ and H^, thus provide a range in which the observed 
wave height could occur for a satisfactory prediction. 

3.3 Specific Timeslots 
Another way of comparing the wave forecasts with measured data is to consider 
specific forecast timeslots. Both the model data sets have predictions for 12, 24, 48 
and 72 hours ahead. It was therefore possible to compare the predicted and measured 
data at the specific timeslots, graphically and statistically. 

Scatter plots of the predicted and measured total wave height were prepared at all 
four locations for the above mentioned timeslots. Statistical parameters such as the 
correlation coefficient and the root mean square error (RMSe) were also determined 
for these comparison sets (Khandekar, 1989). The RMSe is given by the following 
expression: 

RMSe-- -]C (Model-Observed)2 

where: 
Model = predicted value; Observed = observed value; N = number of values 

3.4 Wave Contours 
As mentioned previously both the UKMO and WAM data come in a grid format. It 
is thus possible to present these data sets in a contour plot. Predicted wave 
conditions for a large section of the Southern Atlantic Ocean can therefore be 
presented. These were plotted with the ERS-1 satellite tracks. The predicted wave 
heights along the satellite tracks could then be compared to wave heights recorded 
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by the ERS-1 satellite. 

Due to the vast number of individual predictions (every timeslot), it is not practical 
to prepare a contour plot for each of them. Therefore, only a selected number were 
chosen which could be examined. 

4. RESULTS 
4.1 Time-series Comparisons 
Using the procedure described in Section 3.2, both UKMO and WAM forecasts were 
plotted with the observed data recorded off M6we Bay, Port Nolloth, Slangkop and 
Durban for the period 14 November to 31 December 1994. Examples of the 
comparisons are presented in Figure 2 for MSwe Bay, Port Nolloth, Slangkop and 
for Durban. 

For the purposes of this study the assumption was made that up to a two-day-ahead 
(48 hours) and three-day-ahead (72 hours) wave forecasts are practical. The 
observed values had to fall within approximately 80 per cent of the predicted ranges 
in each wave forecast in order for the forecast to be deemed satisfactory. This meant 
that only one prediction value of the UKMO forecasts for both the 48 and 72 hours 
could be out of range. As the WAM data produced more values, two predictions in 
48 hours and three predictions in 72 hours could be out of range and the forecast 
would still be acceptable. However, if the erroneous prediction values were 
consecutively out of range, the forecast was rejected. 

Based on these criteria, the percentage of satisfactory wave forecasts are presented 
in Table 1. For each location and for the two models these percentages are given for 
the 48 hour and 72 hour forecast period. It is evident that the WAM model produced 
more satisfactory forecasts than the UKMO model for the Mowe Bay, Port Nolloth 
and Slangkop area. For example, at MSwe Bay 92 per cent of the WAM wave 
forecasts were satisfactory while 67 per cent of the UKMO forecasts were 
satisfactory. Both models produced better results over the 48 hour forecast period 
than over the 72 hour period. The low percentage of acceptable forecasts for the 
Slangkop location is again addressed in Section 4.2. 

TABLE 1: Percentage satisfactory wave forecasts 

Location UKMO model (%) WAM model (%) 

48 hour 72 hour 48 hour 72 hour 

Mowe Bay 67 64 92 89 

Port Nolloth 60 44 81 73 

Slangkop 39 11 56 44 

Durban 64 51 45 33 
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4.2 Specific Timeslots 
Using the procedure described in Section 3.3, scatter plots were done for both the 
UKMO and WAM forecasts with the observed data recorded off Mowe Bay, Port 
Nolloth, Slangkop and Durban for the period 14 November to 31 December 1994. 

UKMO data 
Two examples of the scatter plots are presented in Figure 3, showing the 24 and 48 
hour timeslot results for Slangkop. The solid line also shown in the figures 
represents the 1-to-l (1:1) ratio of the predicted versus the observed wave heights. 
The correlation coefficient and RMSe values for the 24 hour timeslot are given in 
Table 2. 

TABLE 2: UKMO statistics: 24 hour timeslot 

Location Average wave height (m) Correlation 
coefficient 

RMSe(m) 

Measured Predicted 

Mowe Bay 1,86 1,84 0,644 0,34 

Port Nolloth 2,01 1,82 0,652 0,53 

Slangkop 2,22 1,86 0,631 0,69 

Durban 1,81 2,00 0,503 0,53 

From the results it appears that the values for Mowe Bay, Port Nolloth and Durban 
locations are distributed fairly symmetrically around the 1:1 line. However, at the 
Slangkop location there is a definite bias towards under-prediction. This was evident 
in the scatter plots of all four timeslots. In order to eliminate this bias, linear 
regression was performed on the 12-hour data set. The regression line should 
coincide with the 1:1 line if perfect agreement between observed and predicted data 
exists. In order to eliminate the under estimation of the predicted results, data points 
were adjusted proportionately to get better correlation between observed and 
predicted values. The data sets of the other three timeslots (24, 48 and 72 hours) 
were also adjusted in a similar manner using the 12 hour regression function. These 
re-analysed results are presented in Table 3. Using this regression function it was 
possible to improve the comparison of the predicted with the observed wave heights 
for all four timeslots at Slangkop. 

In general the correlation between the observed and predicted values was found to 
be low. As can be expected, the correlations decreased over time with the 12 hour 
timeslot having the highest correlations. The average correlation coefficients for the 
12, 24, 48 and 72 hour timeslot (for all four locations combined) were found to be 
approximately 0,6, 0,6, 0,5 and 0,4 respectively. In general, the predictions, 
therefore, do not compare all that well with the observed conditions. However, by 
applying the regression function to the Slangkop data, an average coefficient of about 
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0,8 was found.   As was expected, the correlation for 72 hour forecasts was the 
lowest on average. 

TABLE 3: UKMO: Re-calculated Slangkop statistics 

Timeslot 
(hours) 

Average wave height (m) Correlation 
coefficient 

RMSe(m) 

Measured Predicted 

12 2,35 2,35 0,88 0,45 

24 2,22 2,11 0,86 0,40 

48 2,20 2,20 0,80 0,45 

72 2,21 2,24 0,62 0,65 

The RMSes on the other hand, range from approximately 0,3 m to 0,85 m; the 
lowest RMSe values being in the 12 hour timeslot. It is also noteworthy that Mowe 
Bay has the lowest values for all timeslots, on average 0,36 m. This implies the 
predictions for Mowe Bay were the most accurate of the locations considered. By 
applying o (0,2) to the average predicted wave height (Tables 2 and 3), an 
uncertainty value of 0,38 is determined. Therefore, because this value compares well 
with the RMSe, one can conclude that the prediction for Mowe Bay should be 
satisfactory and typically within ± 20 per cent of the actual wave height. 

The average RMSe for the Slangkop location was found to be 0,71 m while an 
average uncertainty value of 0,39 m was calculated. This difference of 0,32 m and 
the low correlation indicates that the predictions for this location are unsatisfactory. 
However, following the re-analysis the high correlation coefficient of 0,8 and the 
average RMSe of 0,49 m suggest reasonable predictions. Based on the average 
predicted wave height an uncertainty value of 0,45 m was determined. This value 
therefore compares well with the average RMSe. Thus, the predictions close to the 
Slangkop location appear to have been reasonable. Satisfactory forecasts can 
therefore be obtained with some level of calibration. 

Durban has the highest RMSe value, 0,84 m (72 hour) with an average value of 
approximately 0,65 m. Application of o to the average predicted wave height yields 
an uncertainty value of 0,41 m which is about 0,2 m less than the average RMSe. 
Apart from inadequate input data for the wave forecast model, these discrepancies 
could also be attributed to the effect of the Agulhas Current on wave conditions along 
the south and south-east coast of South Africa. 

The average RMSe at the Port Nolloth location was found to be 0,61 m while the 
average uncertainty value of 0,4 m was calculated. Therefore, these forecasts for 
this location could not be rated as satisfactory as a correlation coefficient of 0,6 was 
obtained. 
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WAM data 
Figure 3 also presents two examples of the scatter plots showing the 24 and 48 hour 
timeslots for Slangkop. The solid line also shown in the figures represents the 1-to-l 
(1:1) ratio of the prediction versus the observed wave heights. The correlation 
coefficient and RMSe values for the 24 hour timeslot are given in Table 4. 

TABLE 4: WAM statistics: 24 hour timeslot 

Location Average wave height (m) Correlation 
coefficient 

RMSe(m) 

Measured Predicted 

M6we Bay 1,84 1,89 0,86 0,23 

Port Nolloth 2,00 2,05 0,87 0,33 

Slangkop 2,19 2,41 0,77 0,53 

Durban 1,77 2,18 0,45 0,76 

From the figures it appears that the values for Mowe Bay and Port Nolloth locations 
are distributed fairly symmetrically around the 1:1 line. However, at the Slangkop 
location there was also a slight bias towards over-predicting wave heights below 
2,5 m and under-predicting wave heights above 2,5 m. In order to eliminate this 
bias, linear regression was performed on the 12-hour data set, as in the case of the 
UKMO data (Section 4.2). The data sets of the other three timeslots were also 
adjusted in a similar manner using the 12 hour regression function. These re- 
analysed results are presented in Table 5. 

TABLE 5: WAM: Re-calculated Slangkop statistics 

Timeslot 
(hours) 

Average wave height (m) Correlation 
coefficient 

RMSe(m) 

Measured Predicted 

12 2,32 2,32 0,90 0,41 

24 2,19 2,18 0,90 0,33 

48 2,17 2,17 0,89 0,34 

72 2,18 2,15 0,82 0,42 

The correlation between the observed and predicted values was found to be quite 
satisfactory, except for the Durban location. As expected, the correlations decreased 
over time with the 12 hour timeslot having the highest correlations. 

The average correlation coefficients for the 12, 24, 48 and 72 hour timeslots were 
found to be approximately 0,7, 0,7, 0,7 and 0,6 respectively.    The average 



348 COASTAL ENGINEERING 1996 

correlation coefficients for the Mowe Bay, Port Nolloth, Slangkop and Durban 
location were found to be about 0,8, 0,8, 0,7 and 0,4 respectively. In general, the 
predictions, therefore, compare well with the observed conditions except at the 
Durban location. However, by applying the "regression" function to the Slangkop 
data, an average coefficient of almost 0,9 was found at this location. As was 
expected, the correlation of 72 hour forecast was, on average the lowest on average. 

The RMSe's on the other hand range from approximately 0,2 m to 0,8 m. The 
lowest RMSe values being in the 12 hour timeslot. It is also noteworthy that Mowe 
Bay has the lowest values for all timeslots, on average 0,26 m. By applying o (0,2) 
to the average predicted wave height, an average uncertainty value of 0,39 m is 
determined. Therefore, because this value compares well with the RMSe, and the 
correlation is good for Mdwe Bay, one can conclude that the forecasts are 
satisfactory. 

The average RMSe for the Slangkop location was found to be 0,56 m while an 
average uncertainty value of 0,47 m was calculated (Section 3.2). Although the 
difference is quite small and the correlation fair, the re-analysis resulted in a high 
correlation coefficient of 0,9 and an average RMSe of 0,38 m suggesting satisfactory 
predictions. Based on the average predicted wave height an average uncertainty of 
0,44 was determined. This value therefore compares well with the average RMSe. 
Thus, reliable wave forecasts close to the Slangkop location can be obtained with 
some level of calibration. 

As in the case of the UKMO forecasts, the Durban location has the highest RMSe 
value, 0,76 m (for the 24 hour timeslot) with an average value of approximately 
0,69 m. Application of a to the average predicted wave height yields an average 
uncertainty value of 0,42 m which is about 0,3 m less than the average RMSe. This 
implies a greater than 20 per cent uncertainty in the predicted wave height. Apart 
from inadequate input data for the wave forecast model, these discrepancies could 
also be attributed to the effect of the Agulhas Current on wave conditions along the 
south and south-east coast of South Africa. 

The average RMSe at the Port Nolloth location was found to be 0,36 m while the 
average uncertainty value of 0,42 m was calculated. Thus, the forecasts for this 
location also appear to be reasonable as a correlation coefficient of 0,8 was obtained. 

4.3 Wave Contours 
Five case studies were selected to present specific predictions spatially together with 
the ERS-1 data. All the forecasts used were produced at 12:00 (T =12:00). 

An example of the predicted wave height contours of the UKMO and WAM forecasts 
as well as the ERS-1 tracks are presented in Figure 4. The wave height versus 
latitude plots are also given in these figures. The ERS-1 tracks were selected so that 
they would correspond with the time of the predicted wave heights. 
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It would be difficult to determine which model produced the best wave forecasts as 
only five cases were examined. However, these results give an indication of how 
well specific predictions compared spatially using the ERS-1 data. 

5. DISCUSSION 
The time-series comparisons determined for the UKMO and WAM wave forecasts, 
revealed that the WAM model produced a larger percentage of satisfactory forecasts 
than the UKMO model. However, the UKMO forecasts appear to have been more 
successful at the Durban location. As expected all cases the forecasts for the 48 hour 
forecast period were more reliable than for the 72 hour period. 

It appears that during calm and also gradually varying conditions both models predict 
wave heights quite well. Wave height conditions that increased over a period of a 
day or more were predicted satisfactorily on a number of occasions. However, when 
the wave height increases rapidly (less than a day), the predictions tended to be poor. 
Under these storm conditions, WAM forecasts compared better with the observed 
wave heights than the UKMO forecasts. The UKMO forecasts also frequently under- 
predicted the wave heights during these events. 

By examining the results of the timeslot-comparison, it was found that the RMSe's 
of the WAM forecasts are, on average, more than 20 per cent lower than the RMSe's 
of the UKMO forecasts. The correlation coefficients, on the other hand, are 33 per 
cent higher at the Mowe Bay and Port Nolloth locations and, 12 per cent higher at 
Slangkop. At the Durban location these coefficients were found to be approximately 
the same. 

The five cases selected for plotting the wave height contours are not enough to 
unequivocally determine which model produced the best results. In order to 
determine this, more specific predictions (i.e., 24, 36, 48, 72 hours) of every 
forecast would have to be used. 

Although it has been established that the forecasts of the WAM model compare most 
favourably with the observed data, the wave forecasts can still be improved. It 
should also be recognised that this study was performed in the summer season when 
mild to moderate wave conditions prevail for most of the time. During the winter 
season (June to August) extreme wave conditions prevail more frequently and are 
also more variable. These large fluctuations in wave height are coupled to the 
passage of intense low pressure systems which are more frequent during the winter 
months. 

For both forecast values, the mathematical formulation used to determine the 
generation and propagation of wave conditions are state-of-the-art and are 
continuously being improved. However, the input data (the atmospheric forces) used 
to drive these models determines the reliability of a wave forecast to a large extent. 
In the southern hemisphere the input data are unfortunately sparse which results in 
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poor spatial data representation. Currently the input data consist mainly of data from 
coastal weather stations and some remotely sensed data sources. To improve the 
wave forecasts in the Southern Atlantic Ocean, it would be essential to improve the 
number and quality of input data sources. This could be done through the deployment 
of more offshore weather buoys. In addition the use of wave recording buoys off the 
coast of South Africa for verification purposes, would contribute to greater reliability 
of wave forecasts. 

6. CONCLUSIONS 
Considering the three comparative methods that were used to compare the UKMO 
and WAM forecasts with the observed data, obtained from wave recording buoys 
offshore of Mowe Bay, Port Nolloth, Slangkop and Durban as well as wave height 
data remotely sensed by the ERS-1 satellite, the following conclusions can be drawn: 

The time-series comparison results showed that the WAM model produced a larger 
percentage of satisfactory wave forecasts than the UKMO model at the locations of 
M6we Bay, Port Nolloth and Slangkop. On average, the WAM model produced 
over 35 per cent more satisfactory forecasts than the UKMO model. 

By analysing the wave forecasts in terms of correlations coefficients and Root Mean 
Square errors (RMSes) it was found that the forecasts produced by the WAM model 
provided the best results. 

The RMSes of the WAM forecasts are, on average, more than 20 per cent lower than 
the RMSes of the UKMO forecasts. The correlation coefficients are 33 per cent 
higher at the Mowe Bay and Port Nolloth locations and 12 per cent higher at 
Slangkop. At the Durban location these coefficients were found to be approximately 
the same. 

Although it was not possible to determine which model produced the best results by 
comparing the predicted wave heights with remotely sensed wave heights along 
satellite tracks, it was found that this method may be useful in establishing the spatial 
reliability of the forecasts in terms of specific predictions (timeslots). 

This comparative study was done during the months of November and December 
with mild to moderate wave conditions prevailing for most of the time. These results 
should therefore be considered to be more relevant for the summer season than for 
the winter season. 

The differences between the results of the two models could amongst other things be 
attributed to the following factors: 

• The UKMO is a second generation model whereby the non-linear tranfer of 
wave energy is parameterised. The WAM model, which is a third generation 
model, solves the non-linear wave energy tranfer function. 
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•        In addition, different atmospheric input data sets are used to drive the two 
models, which would influence the output of these models. 

It is concluded that the WAM model produces the most favourable results. However, 
these forecasts can still be improved by increasing the number of the input data 
sources (offshore weather stations) and also by evaluating the numerical modelling 
procedures of the wave forecast model. 

7. RECOMMENDATIONS 
Based on the conclusions the following recommendations can be made: 

The WAM model should be implemented locally for providing the necessary wave 
forecasts for the South African region. (Note: the model has been installed at the 
head office of the SAWB; the model is presently running on a trial basis). 

In order to establish the effectiveness of the WAM and UKMO forecasts during 
storm conditions, a similar comparison study should be conducted for the autumn and 
winter seasons (March to August). 

The Agulhas Current is also a prominent feature along the south and south-east coast 
and influences the wave conditions in this region. This current-wave interaction 
should therefore also be investigated for incorporation in the wave forecast models 
in order to have reliable forecasts along both the south and south-east coast. 

An essential component of the numerical modelling of the atmospheric forces and 
wave conditions are the data sources. As these are sparse in the southern 
hemisphere, especially in the Southern Atlantic Ocean, data coverage should be 
increased by, for example, the deployment of offshore weather buoys. The present 
network of wave recording buoys along the coast of South Africa (called 
WAVENET) and maintained by the CSIR, could be used for verification purposes 
in the wave forecasting procedures. These strategies should improve the reliability 
of the wave forecasts and also the general weather forecasts. 
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CHAPTER 28 

A Comprehensive Wind, Wave and Current Measurement 

Program in the South China Sea 

by Jagat N. Sharma,1 S. Tryggestad,2 and J. Bian3 

Abstract 
The South China Sea has been a prolific fishing ground and a busy shipping lane, and has 
recently become an important source of offshore oil and a center of rapidly growing 
economic activities. However, little systematic scientific study of the area has been carried 
out (Anonymous 1985 and Wyrtki 1961). Recently, several Metocean (meteorological and 
oceanographic) studies were performed to support the offshore petroleum production in the 
area. This paper summarizes these and other studies, and then, describes a comprehensive 
Metocean measurement program (Sharma et. el. 1991). Many distinctive and unique 
features of the measurement program are presented and discussed. Published samples of 
wind, waves, and current data are used to illustrate the complexity of oceanographic 
conditions in the area. Economic benefits of the measurement program are estimated 
approximately and found to be many times the cost of the program. While many important 
design decisions can be made with the 18 months of data, many other decisions need to be 
made conservatively in the absence of a multi-year Metocean dataset. A comparison with 
the condition in the Gulf of Mexico reveals many similarities and some differences. Future 
data needs and their possible benefits are also discussed briefly. 

Introduction 
The South China Sea (Figure 1) is a semi-enclosed sea very similar to the Gulf of Mexico. 
It has been a prolific fishing ground and a busy shipping lane, and now, some of the fastest 
growing nations of the Asia-Pacific region surround it. As economic activity grows in the 

1 President, COMET: Coastal, Ocean, Marine, Environmental Technology, Inc., 7714 S. 75th E. Ave., 

Tulsa, OK 74133-3511, USA. 

2 Manager, OCEANOR: Oceanographic Company of Norway A/S, Pir-Senteret, P.O. Box 2514 Fjordgata, 

N-7002Trondheim, NORWAY. 

3 President & General Manager, COTC: Shenzhen China Ocean Technology Company Ltd, Huaqiang N. 
Rd. Shangbu Industrial Zone, Room 41 IB East 4/Floor, 204# Building, Shenzhen, CHINA. 
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area, the need for more and better meteorological and oceanographic will grow in this area. 

First, we briefly review various studies conducted in this area to support economic activi- 
ties. Then, we summarize a comprehensive Metocean measurement program with which 
we were closely involved. Benefits of past studies are conservatively estimated and it is 
found that a similar future measurement program could be very cost effective. Future data 

needs are briefly discussed. 
Finally, we present our conclu- 
sions and recommendations. 

When China granted offshore 
leases to western companies in 
1979, the only available 
Metocean information con- 
sisted of Wyrtki 19961 and 
SSMO (Synoptic Ship Meteo- 
rological Observation) data 
which consists of visual 
observations from ships in the 
area. For few preliminary 
planning purposes, these data 
are adequate, but are inad- 
equate for final design criteria 
preparation. Inadequacy of 
general understanding of the 
South China Sea Oceanogra- 
phy became very apparent 
when Glomar Java Sea sank 
near Hainan Island in a mini- 
mal typhoon. Figure 1. Location Map 

Prior Measurements & Analysis in the South China Sea 

In 1959-61, a hydrographic survey of the area was conducted and the results were pub- 
lished as a report by Wyrtki (Wyrtki 19961). In 1979-1982, Academia Sinica conducted 
several oceanographic surveys in the area. Western visiting scientists went on many of 
these cruises. A summary of the collected data has been published as a report in Chinese 
(Anonymous 1985). Several other oceanographic studies have modeled transport in and 
out of South China Seas. Results of these studies are useful in understanding the oceanog- 
raphy of the area. However, theses studies did not include collection of wind, wave, and 
current data for model verification and calculation of operational and extreme design 
criteria. 

Recently to meet some offshore industry needs, Oceanweather Inc. performed a propri- 
etary hindcast study covering the entire basin using a third generation wave model. Wind, 
wave and depth averaged currents were hindcast in two hundred severest tropical storms 
during past 50 years. The same parameters were also hindcast for a continuous 10-year 
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period. Using the hindcast results, extreme and normal operating criteria can be prepared. 
For more details, please refer to Cardone (Cardone 1994). This study's strong points 
include basin-wide coverage, excellent use of historical meteorological data such as 
surface weather maps and tropical cyclone summary data. However, to verify the model 
results the study could use only limited wave measurements in shallow water in the south- 
ern part of the basin. 

There is no high-quality measured wave data available in the public domain. Several high- 
quality long term data sets have been acquired recently in the northern part of the South 
China Sea. Unfortunately, these data are proprietary and unavailable except for limited data 
which appear in published papers (Yuan 1988, Sharma 1991). Some of the published 
results will be presented here to illustrate the complexities of South China Sea Oceanogra- 
phy. 

Many other proprietary studies have been performed to support specific project needs. 
Several design criteria studies were performed by China Ocean Technology Company, 
Oceanweather Inc., and possibly others. To support the needs of specific projects, many 
operators measured specific features affecting their operations. Some of those data are of 
oceanographic interest but unavailable for research. 

To support the construction and maintenance of their gas pipeline from Hainan Island to 
Hong Kong, Arco measured currents along their pipeline route. Currents in several ty- 
phoons were measured. During their drilling programs, Oxy and Amoco Orient vessels 
experienced very strong soliton currents. The measurement yielded some of the strongest 
soliton currents ever, and these measurements were subsequently useful in developing 
environmental design criteria. 

To support their many offshore operations, Arco developed and implemented a typhoon 
emergency response plan. Corona et. el. (Corona 1996) presented the results of their 
implementation at the 1996 Offshore Technology Conference in Houston. In one year 
evaluation period, the study prevented 1,200 round trip helicopter flights (2,400 flight 
hours) transporting equivalent of 24,000 personnel. Besides saving the cost of flight time 
and vessel downtime, the emergency response plan greatly reduced the inherent transporta- 
tion risks associated with flights in inclement weather. From the information provided in 
the paper, it is conservatively estimated that the total savings could easily exceed several 
tens of million dollars. A similar proprietary study was performed for the Liuhua project. 
The results of the study are unavailable to public. An informal evaluation of the method 
indicated that savings in evacuation cost and downtime were several million dollars. 

A better and simpler typhoon evacuation method has been developed recently (Sharma 1996). In 
this method, it is recognized that the long lead time needed for shutting down offshore operations 
presents special problems because the historical forecast errors for such long lead time are very 
high. Meteorological forecasts are used as recieved along with a few simple and easy measure- 
ments at site. Many oceanographic and meteorological features which consistently affect typhoon 
parameters are used in such a way that safety is not compromised. Using this method the 
essential operations could be continued by delaying total evacuation without risking even a single 
life. The method is implemented in a simple calculation method using PC applications such as 
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Excel, Lotus or Project. The calculation method is activated when a typhoon is about 800 miles 
away from the operating area. At this time, the safety engineer enters the number of helicopters 
available, their passenger capacities, round trip time and total number of personnel on the rig in 
order of their evacuation priority. From this information, time needed for various levels of 
evacuation including total evacuation is calculated. Meteorological forecasts without any 
modification are used in this method. From the forecast parameters, the arrival time of the edge of 
severe wind conditions unsuitable for helicopter operations is calculated. At all forecast time 
steps, the total evacuation time is maintained smaller than the quickest possible arrival time of the 
adverse edge of the typhoon. This could be achieved either by partial evacuation or by chartering 
more and/or bigger helicopters. Full evacuations are avoided most of the time because only a 
small fraction of all typhoons occurring within say 400 nautical miles of a site come close enough 
to affect operations. Using this method, operation managers could delay, or possibly avoid 
coplete shut down without risking any life. 

Many proprietary Metocean studies were performed to evaluate the possible exploitation of a 
difficult prospect named Liuhua in 1000 feet water depth located at 150 miles Southeast of Hong 
Kong in the South China Sea. Very little results of these proprietary studies are available in 
journal papers or conference proceedings. The following description of a comprehensive meteo- 
rological and oceanographic measurement program are based on scant published results. 

Liuhua Measurement Program 
In 1987-88, a consortium of Chinese Scientific Agencies and Oceanor of Norway deployed the 
following measuring instruments: 

two acoustic Doppler current profilers, 
four Aandera current meters, 
an ultrasonic current meter (UCM-30), 
Marex buoy for waves and wind, 
directional Wavec buoy, 
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Figure 2. Instrument Location 

• anemometers at four different eleva- 
tions on a drilling rig, 

• water temperature, oxygen content, 
and salinity, 

• air pressure, tidal elevation. 

The instruments were spread out in 
a well thought out pattern to allow 
future 3-dimensional current studies 
(Figure 2). As presented on the 
figure 2, four different current 
meters are located at the corners of 
a trapezoid with each side equal to 
about one nautical mile. So, the 
upstream and downstream current 
meters registered a soliton pulse 
current about 15 to 20 minutes 
apart. Also, eddy currents can be 
clearly resolved with a suitable 
computer program. 
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Recognizing that the measurement program was in a frontier area, many unique and 
special steps were taken to insure success. Some of the unique and distinctive features of 
the measurement program were: 

• global cooperative project organization,      * redundant instruments for reliability, 
• careful planning to overcome extremely      * patrolling of instrument area to prevent 

unfavorable logistics, theft, and 
• satellite search and rescue methods, • quality control at every step. 

As a result, the actual data recovery was substantially higher (about 95%) than the initial 
overall goal of 80%. Eighteen months of nearly continuous wind, wave, current, water 
temperature data were recorded. The measured data contains many features of special 
scientific and design interest. The following are some of the most important features: 

• complex storm current profiles, . intense current of a short duration 
• interaction of typhoon and cyclonic eddy, (possible internal soliton signature), and 
• interaction of typhoon and monsoon, • relation between current and sea 
• waves higher than forecast from wind, temperature. 

To illustrate the above oceanographic features, sample data are presented and discussed. 

Meteorological & Oceanographic Features 

Wind, wave current and other meteorological parameters were continuously measured 
from August 1987 to February 1989. The instruments in the operating area were affected 
by 11 typhoons and 12 winter monsoon storms. The following paragraphs briefly describe 
some of the most important meteorological and oceanographic features: 

Typhoons 

Four typhoons registered significant wave heights over 7 meters (23 feet) and one over 9 
meters (30 feet). Seven other distant passages of typhoons were recorded. Significant 
wave heights much greater than those predicted by a parametric model were measured in 
typhoons embedded in monsoon winds. Typhoon Nina passed over the instrument area 
while it was in its tropical storm stage. A maximum wind of 22 meters per second was 
measured by the two wind instruments mounted on the Marex buoy at a 6 meter elevation, 
but the measured waves were much higher than expected for a 22 meters per second 
typhoon. 

Wind, waves and currents measured in Typhoons Betty and Cary are presented here 
(Figure 3) to demonstrate the quality and quantity of the collected data. Typhoon Cary 
followed Typhoon Betty within 6 days. Typhoon Betty entered the South China Sea in the 
evening of the same day the instruments were deployed. Even though the measuring 
instruments experienced only the outer periphery of the typhoon, the forceful presence of 
a dangerous typhoon is visible in the recorded data. Typhoon winds were from the east 
superimposed on southwest monsoon wind. 

A diurnal cycle in the measured wind speeds can be seen on the plot. This cycle corre- 
sponds to a land breeze sea breeze effect at the site. This effect so far from land was 
unexpected. 
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The waves reflect the distant passage of Typhoons Betty and Gary. A maximum signifi- 
cant wave height of 3.5 meters was recorded in both typhoons. 

While the wind and wave responses were similar in the two typhoons, the current re- 
sponses were entirely different (Figure 4). The mean current during Typhoon Betty 
increased without any significant change in the diurnal current amplitude. In contrast, the 
mean current during Typhoon Cary increased only slightly, but the diurnal current ampli- 
tude increased significantly. The combined maximum current measured during the two 
typhoons are nearly equal. 

If the sharp spike in the beginning of data had been measured by only one current meter, 
it could have been rejected as a spurious noise. In this case, the same spike was measured 
by all three current meters, and the spike could not be rejected. Similar spikes are seen 

CURRENT STEED   [ CM/S 
Accoustic Doppler Current Profiler 

CURRENT SPElQ   1 CM/5 
Aandera Current Meter 

DATE,  38-IS  ,  08-n  ,  08-15  ,  08- IE  ,  0817  ,  38- IE    38-19    09-20  ,  08-21  ,  08-2?    08-25  ,  03-2*  ,  08-25 

Date in August  1987 
Figure 4. Currents measured by an ADCP and an Aandera 

current meter in Typhoons Betty and Cary. 
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when 1 to 2-minute average soliton data are converted to the same averaging period as 
used in this measurement program. 

Acoustic Doppler Current Profiler Data 

The data collected by the acoustic Doppler current profiler at -65 meter at two meter depth 
bins and all hours of August 14 are presented in Figure 5 as a contour plot. On this plot we 
see a strong current at about 1300 hours UTC. The currents are the combined effect of 
wind, tide and oceanic currents. 

Figure 6 shows hourly current data recorded at every two-meter-depth with the acoustic 
Doppler current profiler at -65 meters on August 22,1987 at 11 hours 43 minutes and 43 
seconds UTC. Currents are nearly equal thoughout the mixed layer depth. The current 
directions are also nearly constant from the sea surface to -55 meters. Currents are nearly 
constant between -20 and -55 meters depths. There is a sharp decrease in current at -15 
meter, then a still sharper increase at -10 meters. The depth resolution in this case is 2 
meters and the standard error in velocity measurement is 4 cm per sec. Data from three 
bins near the surface and close to the acoustic Doppler current profiler are suspect and 
excluded from our presentation. 

The slab like measured currents are of special scientific and design interest. The design 
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Figure 6. A sample urrent profile in the upper mixed layer. 
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Wind Generated Currents 

current near sea surface which should be associated with the design wind and wave could 
be very different depending on whether a shear or a slab current profile (Figure 7) is 

acceptable. The cost of building offshore 
structures with large projected area near 
surface (such as a tension leg platform or 
a floating unit) could be up to 20% lower 
if a slab current profile is acceptable. 

Tidal and Oceanic Current Wind 

Current [Shear Profile 

Slab Profile 

Figure 7. Wind generated current 
profiles for design use. 

Figure 8 presents an example of relation 
between sea water temperature and tidal 
and oceanic currents measured by the 
Aandera current meter at -50 meters from 
October 16 to October 20, 1987. The 
tidal currents are predominantly diur- 
nal. Current speed and temperature 
appear to be correlated. A periodic 

change in temperature from 24.C to 28.C over several tidal cycles suggests the ingress 
and egress of the Dongsha cold eddy over the instrument area (Figure 9). These and 

100 

80 

60 

•frO 

20 

.urrent speed (c 9/9) 

i 
hi       fc k A     A A 

%/ v\/ 

J Vt uA f Wx  k ]y v 'V' ^ \J \> 

enpergtMre (PEGR£E$ CENTIGRADE) 

11 (8 
Dates in October 1987 

Figure 8. Current and temerature measured by Aandera current meter at -50 meter. 



364 COASTAL ENGINEERING 1996 

other aspects of eddy 
and oceanic current 
effects need to be 
pursued by acquiring 
sea surface tempera- 
ture images for the 
periods in question. 

It should be noted that 
the current directions 
make a complete loop 
in each tidal cycle. In 
such currents, a 
floating tanker will 
weathervane one full 
circle during each tidal 
cycle. 
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Figure 9. Dongsha Eddy Current in Summer 
Strong Cold Front Passage 

Wind, wave and current during the passage of a strong cold front are interesting because 
wind speed and direction change rapidly. With the passage of a strong cold front on the 
evening of September 25 immediately following our deployment, the wind velocity jumped 
from less than 2 meters per second to 12 meters per second within three hours. Also, the 
wind direction changed from north to south and then north again. During the passage of 
this cold front through Hong Kong, wind gusts up to 60 kilometer per hour were recorded 
by land based anemometers. 

While the sudden jump in wind is very clearly seen in the wind record, the wave record 
shows a smaller jump from calm seas to about 3 meters significant. Interestingly enough, 
the effect on current is entirely unnoticeable. This is to be expected because during a 
sudden passage of a cold front, wind speeds and directions change so fast that the sea does 
not have enough time to respond. 

Marine Fouling 

Although marine fouling caused malfunctioning of the Aandera current meter at -50 m, 
photographs of marine growth constitute an important data base for marine fouling, which 
is an important parameter in design and operations. All other current meters and buoys 
functioned properly despite marine growth. 

Every type of surface within about 100 meters of the sea surface were fouled mainly by two 
barnacles species (pollicipes polymerus and lepas anatifera). Near the surface, the fouling 
clusters were large and populated by bigger specimens (up to 2 inch). Both the cluster size 
and their density decreased with increasing depth. Macroscopic fouling was not observed 
below -100 meters. However, we cannot rule out long-term fouling of the structural ele- 
ments below 100 meters, because the surfaces were not examined for short-term micro- 
scopic fouling. 
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Comparison with the Gulf of Mexico 
A comparison of the meteorological and oceanographic conditions in the South China Sea and 
the Gulf of Mexico is instructive and has many practical uses. While tidal currents are very 
small in both the Gulf of Mexico and the South China Sea, severe tropical storms affect both 
basins. Maximum intensities of tropical storms in both operating areas are comparable, but the 
frequency of occurrence in the South China Sea is about 3 times that in the Gulf of Mexico. 

The deep water Gulf of Mexico operations are occasionally shut down by strong oceanic 
currents caused by the Loop Current and its anti-cyclonic eddies. In the South China Sea, the 
background oceanic current is weak but appears to intensify under the influence of a typhoon 
during the Northeast Monsoon. Cyclonic wind field in a hurricane or typhoon has been known 
to interact with weak cyclonic eddies in both basins. The effect of this interaction on design and 
operation is poorly understood because no simultaneous measurement of good quality is 
available. 

Before a hurricane approaches an operating area in the Gulf of Mexico, sky is usually clear with 
no wind, wave or current (in the absence of the Loop Current or its eddies). In the South China 
Sea, similar conditions exist before a typhoon approaches during the Southwest Monsoon 
(April-August). However during the Northeast Monsoon (September-March), strong wind, 
wave and current may be present even before a typhoon approaches. As a result, even a low 
intensity storm could produce very high waves with rapidly changing intensity and directions of 
wind, wave and current Such events were recorded during the measurement program. Extreme 
design conditions could be governed by such conditions, and operating conditions could be 
more dangerous than the intensity of a typhoon may suggest 

Both basins have only few straits connecting them with open ocean. Even though most oceanic 
conditions, such as stratification, etc. are similar in the two basins, soliton induced strong 
currents have been noted only in the South China Sea. 

While many comprehensive Metocean studies have been performed for the Gulf of Mexico, 
but very few similar studies have been performed for the South China Sea. 

Applications & Benefits 
The collected data has been applied to meet a variety of industry needs. Some of the most 
notable applications include: 
• Wind and wave measurements were used in real time for operational planning and 

weather forecasting. 
• Collected data were used extensively in developing both extreme and operational 

design criteria. 
• Typhoon wave and current hindcast models were evaluated using the measured data. 

Monsoon effects on typhoon waves and currents are especially significant. 

Possible future applications of data include: 
• Complex measured currents could be studied to improve extreme and operational 

design criteria particularly using joint probability methods. 
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• Wave and current models could be evaluated using all data. 
• Duration analysis of benign and inclement weather could be performed for operational 

planning. 
• Real time wind, wave and current measurement integrated with a forecasting model could 

improve accuracy of forecasting in both NE Monsoon and typhoon resulting in lower cost of 
day-to-day operations, and enhanced safety of personnel & production platforms. 

• Collected data could be used in future to develop better design criteria. 

Only a very crude estimate of the benefits of the measurement program is possible. Even a 
rough conservative estimate shows that the value of benefits is many times the 2.2 million 
dollars spent on the measurement program. 

First, drilling and testing operations during the measurement program benefited from the 
improved accuracy of forecasts, and many days of operating costs were saved at daily rates 
of up to $500,000. Eighteen months of good quality data enabled safety evaluation of many 
unconventional but cheaper alternative production systems. Even assuming only 2% 
savings in the total cost of the final production system, the savings would be about 15.2 
million dollars. Similar dollar amount savings are possible in the cost of a Tension Leg 
Platform if measured average slab current profiles are used in design. 

Conclusions 
Comprehensive Metocean data has been collected in a difficult area to support economic 
development. In comparison with other areas of similar interest, quantity of Metocean 
information available for the South China Sea is very small. 

Some of the most important conclusions are presented below: 

• A difficult measurement program in a remote area has been completed successfully to 
provide a valuable service to the industry. 

• Extremely valuable deep water current data has been collected for operational planning 
purposes, especially for remotely controlled underwater operations. 

• Pure tidal current ellipses will cause floating tankers to weather vane full circle in each 
tidal cycle in the absence of wind driven currents. 

• Dongsha cold eddy appears to move in and out of the operating area during a tidal 
cycle. Wind velocity and direction also influence the location of the cold cyclonic eddy. 

• Measured currents are much more complex than expected. 
• The operational wind and wave climate is most severe during the winter monsoon. 
• Typhoons imbedded in winter monsoons could be the worst weather conditions. 
• A cost-effective measurement program is possible in a remote area. 
• Site-specific data can improve the accuracy of monsoon and typhoon forecasts. 
• Estimated benefits of a metocean measurement program are many times the cost of the mea- 

surement. 
Recommendations 

Countries surrounding the South China Sea have some of the fastest economic growth rates 
within the Asia-Pacific region. Here, coastal and marine economic activities are growing 
exponentially. However, very little comprehensive meteorological and oceanographic data 
are available to support these economic activities. The finished measurement program and 
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studies provide acceptable data for preliminary design criteria purposes, but, are insufficient 
to resolve many important design criteria issues, such as (i) joint occurrence probability of 
the northeast monsoon and a typhoon, (ii) joint probability of wind, wave, and current in a 
storm, and (iii) the role of complex currents in design criteria. Safe but economic design 
criteria are needed to design infrastructures for offshore oil production, a coastal plant or a 
harbor. Day-to-day operations could be interrupted by severe weather or typhoon. With good 
knowledge, one could plan operations to minimize downtime without compromising safety. 
Therefore, it is recommended that 

• More environmental data should be collected preferably through a joint industry project. 
• Ongoing site-specific Metocean measurement should be made part of economic activities 

in an offshore area. 
• Measured data should be integrated with day-to-day weather forecasting and severe 

storm warning services. 
• Collected data should be archived and made readily available for research and design 

criteria development. 
• Extended current analysis of collected data could improve our understanding of the 

complex currents in the area resulting in safer and more cost-effective design and operat- 
ing criteria. 
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CHAPTER 29 

WAVE HEIGHT AND PERIOD DISTRIBUTIONS 
FROM LONG-TERM WAVE MEASUREMENT 

Chung-Chu Teng1 and Ian M. Palao2 

Abstract 

Both the univariate and joint distributions of the significant wave height (Hs) and the 
zero-crossing wave period (Tz) are studied using 16 years of hourly wave data measured 
from five National Data Buoy Center (NDBC) buoy stations. For the univariate distribution, 
the log-normal distribution fits both the Hs and the Tz well. The modified log-normal 
distribution proposed by Fang and Hogben (1982) does improve the fit at the high Hs end 
and at the peak for some stations. For Hs, the Weibull distribution, with parameters 
computed from the maximum likelihood (ML) method, fits the upper tail of the cumulative 
distribution; however, it underpredicts both the probability peak and the probability density 
at the high end. For the joint distribution, the marginal Weibull/conditional log-normal 
distribution best describes the measured data of the steeper sea states and has the best 
overall fit. 

Introduction 

The theoretical distribution and characteristics of individual wave heights and 
periods have been extensively studied and verified using measured data (see Tucker 1991). 
Unlike individual waves, distributions of Hs and Tz, which are important for ocean and 
coastal engineering, need to be determined empirically from real measurements. Thus, both 
the univariate and joint distributions of the two wave parameters have not been extensively 
studied in the past due to a lack of reliable, long-term wave measurements. However, the 
early studies conducted by Ochi (1978) and Fang and Hogben (1982) provide a very useful 
basis for studying distributions of Hs and Tz. Some recent studies (e.g., Ochi (1992); Mathisen 
and Bitner-Gregersen (1990); and Athanassoulis, et al. (1994)) present many ideas and useful 
results on this topic. 

In this study, 16 years of hourly wave data measured at five NDBC buoy stations are 
used to study both the univariate and the joint distributions of Hs and Tz. 

1 Principal Engineer/Project Manager, National Data Buoy Center, Stennis Space Center, 
MS 39529-6000, U.S.A. 

2 Senior Scientist, Computer Sciences Corporation, Stennis Space Center, MS 39529-6000, 
U.S.A. 
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Measured Wave Data 

Data used in the present study were obtained from five NDBC buoy stations, 
designated as stations 46001, 46002, 46003, 46005, and 46006. All five buoy stations, as shown 
in Figure 1, are located in the northeastern Pacific Ocean. Water depths (in meters) at these 
buoy stations are listed in parentheses below the station numbers in the figure. These buoy 
stations were chosen for this study mainly because they are located in very deep water, so 
that wave height and period are not affected by shallow water effects, and they have longer 
periods of available wave data. These buoy stations measure both meteorological and wave 
data and report hourly data in nearly real time through the Geostationary Operational 
Environmental Satellite (GOES). 

Wave data are processed onboard the buoys by transforming the time-series data into 
wave frequency spectra. The processed wave data, together with meteorological data, are 
transmitted to shore via GOES. Then, the wave information received are further processed 
and analyzed (e.g., conducting transform function, noise correction, and data quality control). 
Hs and Tz are derived from the wave spectrum: Hs = 4(m0)1/2 and Tz = 2n(m0/m2)1/2, where 
m0 and m2 are the zero-th and the second spectral moments, respectively. 

Sixteen years (from 1980 through 1995) of hourly wave data measured at these buoy 
stations are used in this study. During these 16 years, periods of missing data were present 
in the wave records for all of the stations. These data gaps were caused by a number of 
different factors: sensor failure, payload failure, periodic loss of data during transmission, or 
the buoy not being on station due to refurbishment or mooring failure. Table 1 shows the 
monthly distribution of the available data points during the 16 years for all five stations. Data 
for these five stations cover 76% (46006) to 90% (46001) of the all possible hourly data. From 
the distribution, it is clear that the data gaps or missing data did not concentrate on any 
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Figure 1. Locations of the five NDBC buoy stations used in this study 
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Table 1. Monthly distributions and total numbers of available data 

46001 46002 46003       |       46005 46006 
January 10,917 9,368 9,322 10,141 9,023 
February 9,483 8,703 7,053 9,343 7,931 

March 9,886 9,448 8,348 10,179 8,271 
April 8,897 8,602 8,765 9,546 7,526 

May 10,351 8,104 8,134 9,347 7,880 
June 10,567 9,459 8,616 9,031 7,975 
July 10,836 9,878 9,289 10,145 8,752 

August 11,326 9,975 9,029 10,915 9,649 

September 11,069 9,930 10,447 9,133 9,838 
October 10,994 10,473 9,570 9,347 10,242 

November 10,610 9,583 9,016 8,471 9,792 

December 10,876 9,433 10,242 9,216 9,650 

Total 125,692 112,956 107,831 114,814 106,529 

particular month or season. In addition, the whole data set was carefully examined, and no 
data gap that could significantly affect long-term wave statistics was found. Thus, it can be 
assumed that the missing data or data gaps in this data set will not affect the long-term 
distributions of Hs and Ty 

Data Analysis 

Univariate Distributions 

For univariate (or marginal) distributions of Hg and Tz, two commonly used 
probability distribution functions are studied: the log-normal and the three-parameter 
Weibull distributions. Parameters in these two distributions are computed by three different 
methods: the least square (LS) method, the ML method, and the method of moments. More 
details of these methods are presented in Teng, et al. (1994) and Palao, et al. (1994). 

(1) Log-Normal Distribution 

p(x) 
\J2KOX 

.l/lnW-KJ3 

where u and o are parameters of the distribution. 

The modified log-normal distribution, which includes a skew factor to make 
a better fit at high values (Fang and Hogben, 1982), is also examined in this study. 
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(2) Three-Parameter Weibull Distribution 

pipe) = J-i—'—— e 

x-y 

where a, (J, and y are the shape, scale, and location parameters, respectively. 

Joint Distributions 

For joint distributions of Hs and Tz, three frequently used distribution functions are 
examined: bivariate log-normal distribution, bivariate two-parameter Weibull distribution, 
and marginal three-parameter Weibull/conditional log-normal distribution. More details of 
these distributions can be found in Mathisen and Bitner-Gregersen (1990). In the following 
equations, x represents Tz, and y represents Hs. 

(1) Bivariate Log-Normal Distribution 

P(x,y)-- 
0.5 

sjl-alyizo^xy 

0.5 

i-0; 

fcW-Mr)2 _ 2«.jMx)-yLt)t^(y)-\iy)     |ln(y)-^): 

where ux, uv, ax, a , and axy are parameters of the distribution. 

Computationally, u^ and uv are the expected values of ln(x) and ln(y); ox 

and ay are the standard deviations of ln(x) and ln(y); and axy is the correlation 
coefficient between ln(x) and ln(y). The modified bivariate log-normal distribution, 
proposed by Fang and Hogben (1982), is also examined in this study for reference 
purposes. The modified distribution is identical to the bivariate log-normal 
distribution except for the addition of a multiplicative term describing the skewness 
of ln(y). 

(2) Bivariate Weibull Distribution 

P(x J) = 
if 

1 P* p-1 3' 

where a, p, n, and (, are parameters of the distribution. 

This distribution uses two two-parameter Weibull distributions (i.e., one for 
Hg and one for Tz) as a joint model. The parameters are calculated using the LS 
method. The marginal distribution is used for Tz while the estimation of the 
distribution of Hs is conditional on Tz through the use of the n parameter. 
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(3)        Marginal WeibulllConditional Log-Normal Distribution 

.    c4fr)* PO^-1 C-¥?Y 
SpLTZOX u«P 

Pixy) = 

where a, p, y, a, and u are parameters. 

This distribution is calculated by using a three-parameter Weibull for Hs 

along with a log-normal for T2. The parameters of this distribution are identical to 
the corresponding univariate distributions. The LS method is used to calculate the 
three Weibull parameters and the two log-normal parameters. Note the log-normal 
parameters are calculated for every 0.5-m wave height interval. 

Results and Discussion 

Figure 2 shows the comparisons between histograms of the measured Hs, and the 
univariate distributions for the five buoy stations. From visual judgment, the log-normal 
distribution, in general, fits the data better than the Weibull distribution. For the log-normal 
distribution, results obtained from the three different methods of parameter estimation are 
almost identical. The log-normal distribution slightly overpredicts the peak for the two 
northern stations (46001 and 46003) and slightly misses the peak location for two of the three 
southern stations (46005 and 46006). For the Weibull distribution, different parameter 
estimate methods produce different parameters and have different effects on the distribution 
shapes. The LS method always underpredicts the high wave range and overpredicts the 
location of the peak. The ML method provides much better prediction of the peak location 
and at high Hs, but significantly underpredicts the height of the peak and overpredicts at the 
lower range. The Weibull fits, based on the method of moments, are much poorer than the 
other two methods and are not presented in the figures. 

Two goodness-of-fit statistics, the Kolmogorov-Smirnov statistic (K-S) and Chi-square 
statistic (x2), are used to evaluate the degree of fit between the data and the fitted 
distributions. Table 2 summarizes the values of these two statistics for the two distributions 
for each of the five buoy stations. Note the values of x2 are computed based on a wave height 
interval of 0.1 m. For the Weibull distribution, the goodness-of-fit values for the ML method, 
which are listed in the table, are always smaller (i.e., the fits are better) than those from the 
other two methods. Based on the two goodness-of-fit statistics, the log-normal distribution 
fits the data better than the Weibull distribution, regardless of the parameter estimate method 
used. 

To further examine the fit of the univariate distributions of Hj, comparisons between 
the empirical cumulative distribution from the measured data and the theoretical cumulative 
distributions are made. Figure 3(a) shows an example of this comparison for station 46001. 
The log-normal distribution fits the data well, except for the upper tail (i.e., cumulative 
probability greater than 0.9) where it slightly underpredicts the empirical cumulative 
distribution. This trend was also reported by many previous studies (e.g., Ochi (1978); Fang 
and Hogben (1982)). However, among the five stations, stations 46001 and 46003 clearly show 
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Figure 2. Comparisons of Hs between histograms and the univariate 
distributions for all five buoy stations 

Table 2. Values of x2 and K-S for distributions of the zero-crossing wave period 

Log-Normal Weibull 
K-S X2 (x 10-*) K-S X2 (x lO"6) 

46001 0.01560 1.01749 0.03438 1.01889 
46002 0.03862 0.91254 0.03086 0.91537 
46003 0.01440 0.87029 0.03172 0.87135 
46005 0.03021 0.92694 0.03337 0.92846 
46006 0.02717 0.86185 0.02981 0.86325 
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(a) P-P plot of H» for 46001 (b) P-P plot of He for 46002 
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Figure 3. Comparisons of cumulative distribution for Hs between measured 
data and univariate distributions for (a) station 46001 and (b) station 46002 

the underprediction. For other stations, there is very little or no underprediction from the 
log-normal distribution at the upper tail, as shown in Figure 3(b) for station 46002. For the 
Weibull distribution, the LS method overpredicts both the upper and lower tails for all five 
stations, while the ML method predicts well at the upper tail but underpredicts at the lower 
tail. 

Figure 4 shows, for Hs at 46001, the histograms and univariate distributions including 
the Weibull, the log-normal, and the modified log-normal (Fang and Hogben (1982)) 
distributions. It is clear that the modified log-normal distribution significantly improves the 
fitting at high values and at the peak. The improvement is significant for stations 46001 and 
46003. For other stations, there is very little or no improvement. Note the Weibull 
distribution, with parameters computed from the ML method, underpredicts the distribution 
at high values despite the better fit of the cumulative distribution at the high end. This trend 
is valid for all five stations. 
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For T , comparisons between the histograms and the univariate distributions are 
presented in Figure 5. Similar to Hs, the parameters of the log-normal distribution for Tz 

computed from the three methods of parameter estimation are almost identical. In addition, 
variations of these parameters from station to station are very small. The parameter \i varies 
from 1.88 to 1.96, and the parameter o varies from 0.187 to 0.202. The log-normal distribution 
fits very well for the two northern stations (i.e., 46001 and 46003). For the three southern 
stations (i.e., 46002, 46005, and 46006), the histograms show broader peaks, and neither of the 
two distributions predicts the peak very well. Similar to their effects on Hs, the Weibull 
distribution based on the ML method predicts the upper range best and underpredicts the 
peak, while the LS method underpredicts the high range and does not predict the peak well. 
Again, the method of moments is much worse than the other two methods, and its results 
are not presented. 
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Figure 5. Comparisons of Tz between histograms and the 
univariate distributions for all five buoy stations 
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Table 3 presents values of K-S and x2 for Tz. Based on the two statistics, the log- 
normal distribution fits better than the Weibull distribution (using the ML method). Figure 6 
presents comparisons between the empirical and fitted cumulative distributions of Tz for 
stations 46001 and 46002. For the log-normal distribution, unlike that for H$, there is no 
underprediction at the upper tail of the cumulative distribution of T2 for all five stations. 
Performances of the Weibull distribution in modeling T2 using the LS and ML methods are 
similar to those for H, S' 

The contour plots of the joint probability between Hs and Tz for station 46001 are 
presented in Figure 7. It is clear that both the bivariate log-normal and the bivariate Weibull 
distributions overpredict the joint probability for the steeper sea states, as indicated by the 
straight line. The marginal Weibull/conditional log-normal distribution fits this steeper sea 
range well. This trend was also shown by Mathisen and Bitner-Gregersen (1990) using wave 
data collected from the Norwegian Sea. The bivariate Weibull distribution also performs 
poorly at high wave periods. Except for steep seas, the bivariate log-normal distribution 
generally fits the data well. The modified bivariate log-normal distribution, proposed by Fang 
and Hogben (1982), was also studied. Its results are very similar to those from the original 
distribution and, thus, are not presented in this paper. Although the marginal 
Weibull/conditional log-normal distribution generally fits the data, it seems that it does not 
predict the very high probability location very well. The trends observed for station 46001 
are also applicable to all other stations, but these results are not shown in this paper due to 
space limitations. 

Table 3. Values of x2 and K-S for distributions of the significant wave height 

Log-Normal Weibull 

K-S X2 (x W6) K-S X2 (x 10-*) 

46001 0.02270 1.01465 0.04155 1.01859 

46002 0.02113 0.91402 0.04693 0.91566 

46003 0.02720 0.86907 0.03510 0.88058 

46005 0.02652 0.92650 0.04303 0.92890 

46006 0.03183 0.86031 0.04202 0.86336 

(a)   P-P plot of Tz for 46001 (b) P-P plot of Tz for 46002 
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Figure 6. Comparisons of cumulative distribution for Tz between measured data 
and univariate distributions for (a) station 46001 and (b) station 46002 
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Figure 7. Contour plots of joint probability between Hs and Tz for (a) measured 
data, (b) bivariate log-normal distribution, (c) bivariate Weibull distribution, 

and (d) marginal Weibull and conditional log-normal distribution 

The theoretical joint probability distributions are compared to the distribution of the 
observed data based on the correlation coefficients. For Hs, a correlation coefficient is 
computed for each 0.5-m wave height bin. For each wave height bin, the corresponding 
values of observed frequencies and frequencies calculated from the joint distributions across 
the 0.5-s Tz bins form a paired data set. A correlation analysis is then performed on the two 
paired data (i.e., observed frequencies versus calculated frequencies). The correlation 
coefficients for every 0.5-s Tz bin are computed similarly. Note the correlation coefficient at 
both the upper and lower ends may not be reliable due to limited data observations. 
Negative coefficient values show a polarity between the deviations of observed frequencies 
and the deviations of calculated frequencies. This shows a very poor fit between the 
measured data and the joint distribution. Figure 8 shows the correlation coefficients for all 
the Hs and Tz bins for all five stations. For Hs, it is clear that the marginal 
Weibull/conditional log-normal distribution fits better than other distributions. The bivariate 
Weibull distribution's performance is very poor and, therefore, unacceptable. All joint 
distributions have high correlation coefficients for the Tz fit. Note the bivariate Weibull 
distribution does not have correlation values for periods higher than 10 seconds because 
there are no calculated frequencies from which to compute the coefficients. 
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Conclusions 

The results show that the log-normal distribution best fits both Hs and Tzfor the five 
buoy stations. The modified log-normal distribution, proposed by Fang and Hogben (1982), 
significantly improves the fitting at the high Hs end and at the peak for some stations. For 
the three-parameter Weibull distribution, different methods of parameter estimation produce 
different parameters and distribution shapes. In general, the ML method is better than both 
the LS method and the method of moments. Although the Weibull distribution with 
parameters computed from the ML method fits the upper tail of the cumulative distribution 
for the Hs, it underpredicts both the probability peak and the probability density values at 
the high values. 

Although the fit between various joint distributions and the measured data depends 
on the wave height and period range, the marginal Weibull/conditional log-normal 
distribution has the best overall fit based on the visual inspection and the correlation 
coefficients. Also, this joint distribution better estimates the data of the steeper sea states. 
Both the bivariate log-normal and the bivariate Weibull distributions overpredict the steeper 
sea states. The bivariate Weibull distribution also poorly fits the high wave period data. 
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CHAPTER 30 

INTERFERENCE OF SMALL STRUCTURES IN THE VICINITY OF LARGE 
STRUCTURES 

Subrata K. Chakrabarti, F. ASCE and Sumita Chakrabarti 

Abstract 

The purpose of this paper is to investigate the effect of large structures in the vicinity of small 
structures in the determination of wave forces on the small structures. The structures considered 
in this study are circular cylinders and analytical expressions are derived. It is shown that if the 
small cylinders are placed in close proximity of large cylinders (center distance/ caisson radius < 
2.0) , the wave forces on the small cylinder are largely influenced by the large cylinder. 

INTRODUCTION 

When large structures placed underwater encounter incoming waves, the waves alter in form in 
the vicinity of the structure. The problem is generally solved as a boundary value problem based 
on a linear velocity potential due to the incident wave. The diffraction effect of large coastal or 
offshore structures in waves is well-known. For an arbitrary shape of the structure the wave 
diffraction effect is solved numerically. For a fixed large caisson, this problem was solved by 
MacCamy and Fuchs (1955) in a closed form for Airy waves. This solution has been extended to 
the second-order wave theory [e.g., Molin ( 1979)]. For large cylinders in the vicinity of one 
another, the problem of multiple cylinder interaction is well-known [Chakrabarti(1978)]. In this 
case multiple diffraction from the neighboring cylinders is taken into account. 

For structures which are placed near each other and are allowed to move independently, the 
problem of multiple radiation is taken into account in addition to multiple diffraction. Several 
research works addressed this problem in the diffraction regime, e.g., Ohkusu (1976). 

The present study addresses the situation in which only one part of the structure is large enough 
to encounter diffraction effect. The other structure dimension is such that its effect on the waves 
is local and its presence has little influence on the large structure. Examples of such applications 
are composite structures, e.g., the Maureen gravity platform in the North Sea and piles in the 
neighborhood of large caisson as shown in Fig. 1. 

In this case, the small structure, such as, the pile, will experience a wave that is a combination of 
the incident wave and the scattered wave from the neighboring large structure. The size of the 
small structure is such that it falls in the Morison force regime in that both the inertia and drag 
effects are important.  
'Offshore Structure Analysis, Inc. 191 E. Weller Dr. North, Plainfield, IL 60544 
2Biomedical Engineering Dept., Northwestern University, Evanston, IL 60201 
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Two different cases are considered in this study. In the first case, a pile is placed near a large 
caisson. Expressions of the forces on the pile are derived in the presence of the caisson based on 
the MacCamy-Fuchs theory. In the second case, the presence of large multiple cylinders on a 
small diameter member is investigated. Here, multiple scattering effect of waves on the small 
member is considered. An example of this situation may be found in the presence of multi-legged 
gravity offshore structure on risers. 

Analytical solutions are derived for the total velocity potential at a point in the wave field which 
includes the wave scattering effect. The wave kinematics are derived based on this velocity 
potential. The forces on the small member are then expressed in terms of the wave kinematics. 
Numerical results are presented in all cases. Comparisons are made for the forces on the small 
structure with and without the presence of the large structure. In particular, the effect of spacing 
between the large and small structures is shown. The region where the influence of the large 
structure is significant in the design of the small structure is discussed. 

LARGE VERTICAL CYLINDER 

For a large vertical cylinder an analytical solution for the linear diffraction problem has been 
derived by McCamy and Fuchs (1954). In this case the expression for the incident wave is written 
in a convenient cylindrical polar coordinate (Fig. 1). The expression for the total potential at a 
point (r,0 ) in the fluid field is obtained as 

^    //co cosh As A0   ., 

2k sinh kd m=o 
J^-w^H-{tr) cosmB exp(-/a>0   (1) 

in which H= wave height, ca= wave frequency, k= wave number, s= vertical distance from the 
ocean floor, d= water depth, a= caisson radius, and t= time. The quantities Jm and Hm

(1) are the 
Bessel and Hankel functions of the first kind of order m respectively and prime denotes 
derivatives with respect to their arguments. Note that Hm

(1) = Jm + iYm where Ym is the Bessel 
function of the second kind of order m. The value of 8m is 1 form=0 and2form>0. The first term 
inside the bracket corresponds to the incident waves while the contribution of the scattered wave 
from the cylinder surface to the potential function is given by the second term within the bracket 
involving the Hankel function. 

Note that while the above equation is written in complex form for mathematical convenience, only 
the real part of the expression matters. The horizontal water particle velocities are given in terms 
of <I> by 

or 

and 
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150> 
9     7-59 (3) 

Using the expression for C in Eqs. 2 and 3, we have 

•—    cosh ks ^i _ ur=  ... .2^8, 
sinhfe/ ; H• (fa) 

cosm6 exp(-KDf) (4) 

and 

- 1 cosh fa - .m+1 
M9   = — Lm°ml 

kr sinh kd m=0 H• (ka) 
sinmQ exp(-i(ot)(5) 

where bar denotes nondimensional quantities and the velocities are normalized by dividing by the 
quantity (Hco/2). In Cartesian coordinate system the horizontal particle velocity and acceleration 
components at the pile center are 

ux = Ur cos9 - Me sin9 

Uz = ur sinG + M8 COS0 

Ux = -imux 

Uz = -iauz 

(6) 

where the coordinate x is the direction of waves and z normal to this direction. The derivation 
thus far has been carried out in the complex field. However, in order to apply the expressions for 
the kinematics in the Morison force, it is necessary to use the real parts of these quantities. The 
forces on a unit section of the pile in the neighborhood of the single cylinder are computed based 
on these kinematics using the Morison equation. The forces along and transverse to the wave 
direction respectively are 

fx{tot) = -nCM—Re{/«  exp(-;'<o/)}+CD Relx*exp(-toOflRe{w exp(-i'oM)} (7) 
U l        X \ \ \ \     X 

and 

f, {cot) = -nCM —Keliu exp(-j<o/)} + cJReja, exp(-ia>0} Re|« exp(-i'a>/)} (8) 

in which D= pile diameter, CM = inertia coefficient and CD = drag coefficient. The forces in the 
above expressions are nondimentionalized by the quantity 1/2 pD(Ho)/2)2. 
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While the Morison equation in general will not produce a transverse horizontal force on a pile, the 
diffraction effect of the wave from the caisson is expected to introduce a transverse force. 

Note that these expressions do not state anything about the vortex induced lift force as the 
Morison equation fails to describe this phenomenon. The description of the transverse force in this 
case is complicated by the fact that the scattered wave introduces a flow field which has a 
direction different from that of the incident wave and depends on the location of the fluid field. 

It is considered interesting to compare these forces with the forces on the same pile in the absence 
of the large caisson. The force on the pile in the x-direction (Morison force is absent in the z- 
direction) written in the same nondimensional form is expressed as 

/,. -nC, u—usma>t + tnu cos co/cos to? (9) 

where the nondimensional force has the same form as in Eq. 7 and 

«=4 do) 
CO 

This last quantity approaches a value of one in deep water. 

LARGE MULTIPLE CYLINDERS 

Assume that the pile resides in the neighborhood of a multi-legged vertical structure whose legs 
represent large vertical cylinders. The pile experiences multiple diffraction from these cylinders. 
The effect of the waves on the pile, as before, is considered small in developing the theory. 
Considering the interaction of the waves with all large cylinders in the flow field, the total 
potential is described with reference to the coordinate system described at the center of the 5th 
cylinder as 

rj)5 iH& cosh fa 

2k  sinh kd 

X-j„08)exp(/«(e5 -eB+„/2)) 

+4j//11(fci)exp(i#i8i) 
5-1 A oo 

+Q>x )HA:Hn+m{k%)jm{kh) 
£1-1        £1=5 + 1     OT = —00 

exp(wn(0 Sfl - 0 6) exp(m0 ^ ) 

exp(-H»0 (11) 

in which A= total number of large cylinders, 0W= angle of incident wave with respect to the 
positive x-axis, r5, 0s= location of field point with respect to the center of 8th cylinder (see Fig. 
2). For convenience, the center of the coordinate system is located at the center of the caisson 5. 
To numerically compute the potential function, the infinite sums in the above equation are 
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replaced by a finite sum from -N to N where N is the number of symmetric images provided of the 
caisson in question. The first term within the bracket is due to the incident wave, the second term 
arises from the scattering from the reference 8th cylinder and is similar to the MacCamy-Fuchs 
expression. The third series term is due to scattering from the balance of the cylinders in the 
neighborhood where the Bessel's addition theorem has been used to transfer the coordinate 
system to the reference cylinder. 

The expression for G> satisfies Laplaces equation and all boundary conditions except the cylinder 
surface condition. As for the single cylinder, when this condition is applied, a matrix equation in 
the unknown coefficients A„s is derived. 

8-1     N 

Z Z Am H»+m Oi* ) exp(•9 ^ ) J'„ (kah) expO'nO i]/L) + Al„H'_„ (fa*8) 

A N 

+ Z   Z A»> Hn+<„ (fe8„) exp(/m6 ^) J'„ (kas) exp(w9 5(1) 
H=S+lm=-N 

= J:„(fe8)exp(*o8 cos(808 -Om))exp(-i«(-eo) +JC /2)) 

,n = -N N    (12) 

In the above, the higher the value of N, the better is the accuracy in d>6. The order of the matrix is 
given by (2N+1)A. The coefficients A„6 are computed by the matrix inversion. 

Once the velocity potential at a field point, r5, 6s is known, the particle kinematics are computed 
as before from Eqs. 2 and 3 so that the forces on the pile may be obtained from the Morison 
equation. The spatial part of the radial and tangential velocities at the center of the pile (r8, 9s) is 
obtained from 

.cosh fa 
sinh kd 

Z -J' (fej) exP0«(95 - 9„ + K \ 2)) + A\ H'„(krs) exp(«9,) + 

i 

(Z+ Z ) Z4^UKX,(^5)exp(<m(e8(l -gjexp^) 
H=l     n^o+1   m--N 

(13) 

and 

- cosh fa 
kr sinh kd 

Z ~nJ„ (krs) exp(m(9 6 - 8 m + n \ 2)) + nA\ H„ (krs) exp(w9 8) + 
n--N 

(Z+ Z )Z^(-»)».,-(foillV»(^)exp(fei(e.(l -Q^expQnQ^) 
(1 = 1     H = 8 + l    m = -N 

(14) 

It can be shown that for a two cylinder case, the total number of images N=7 provides sufficient 
accuracy (up to 4 significant digits) for forces. For symmetric two caisson/ one pile configuration 
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at right angles to the flow, the last two terms in the radial velocity expression ur
s should provide 

equal values at the pile. This provides a check on the numerical computation. Thus the transverse 
force will be absent in this case as one would expect. 

NUMERICAL RESULTS 

In order to show the effect of a single large caisson on the forces on a pile, numerical values on 
the forces on the pile are computed with and without the presence of the caisson. For this 
comparison the values of the hydrodynamic coefficients are taken as CM=2.0 and CD=1.0. The 
water depth to the caisson radius is taken as l .0 and the forces are computed at the still water 
surface. The pile diameter to the wave height ratio is considered to be 0.25. In deep water this 
corresponds to a Keulegan-Carpenter value of about 12. Three different diffraction parameter 
values ka are chosen: ka=1.0, 2.0, 3.0. The pile is placed at different distances from the center of 
the caisson at 0, 90, and 180 degree orientation. Note that 0 degree corresponds to the pile placed 
behind the caisson with respect to the wave direction, 180 degrees places it in front of the caisson 
while 90 degrees is transverse to the flow. 

The results for ka values of 1.0, 2.0 and 3.0 are shown in Figs. 3-5. The x-axis corresponds to the 
nondimensional distance r/a where r is the distance between the centers of the caisson and the pile 
and a is the caisson radius. The y-axis represents nondimensional force amplitudes on the pile. The 
quantities FX and FZ show forces in the presence of the caisson while FXA is the force in its 
absence. For the 0 and 180 degree cases only the x forces (FX) are presented as one would 
expect. However, for the 90 degree case, there is a force component in the z direction (FZ) as 
well. 

The 0 degree case shows the shielding effect. When the pile is very close to the caisson the x force 
on the pile is small compared to the single pile case. As the pile is moved away from the caisson in 
the 0 degree direction, the x force on the pile increases and approaches in value to the single pile 
forces. This increase is slow and the forces are close to each other at a distance of six radius 
away. 

When the pile is in front of the caisson facing the wave, the force on the pile is affected by the 
oscillating nature of the wave as the pile is moved away. The effect of the caisson here is high 
and is felt by the pile for a long time. Interestingly, the diffracted wave being out of phase with the 
incident wave, the forces experienced by the pile as it is moved away, fluctuates in magnitude, 
sometimes re-inforcing and sometimes canceling the single pile forces. This oscillation frequency 
corresponds to the wave length of the incident (and diffracted) wave. 

When the pile is transverse to the caisson with respect to the wave direction, the wave load on the 
pile is considerably higher than the pile alone case due to closeness of the caisson. As in the 180 
degrees case, the load fluctuates about the pile-alone force as the caisson is moved along the 90 
degree line. The load approaches the pile-alone force with increasing distance. In fact, at a 
distance of about five times the radius, the forces are almost identical. This orientation also 
experiences a transverse load whose magnitude is as much as 25 percent of the single pile load. 
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The transverse load is small in the close proximity of the caisson and grows steadily with distance 
reaching maximum quickly near a distance of two radii. 

As the diffraction parameter is increased in value (equivalent to higher wave frequency), the 
oscillation frequencies at 90 and 180 deg. increase. The normalized forces, however, are higher at 
the lower ka values. 

A second numerical example shown here is the load on a pile in the presence of two large caissons 
symmetrically placed around the pile (Fig. 6). In this case the pile is always assumed to be in the 
center while the distance of the caissons from the pile is varied symmetrically. The normalized x 
and z loads on the pile are plotted in Fig. 7 for a ka value of 2.0. The loads at still water surface as 
before are shown and the values of CM and CD are taken as 2.0 and 1.0 respectively. The other 
values are the same as before. In this case, the transverse force is zero due to the symmetric 
configuration since the forces produced by the caisson no. 1 will be equal and opposite to the 
forces generated due to the presence of caisson no. 2. On the other hand, the x-force is 
considerably higher than the single pile force due to the re-inforcement caused by the caisson pair. 
For example, close to the caissons (r/a near 1.0), the force on the pile is more than twice that of 
the single pile. 

CONCLUDING REMARKS 

Analytical expressions have been derived on forces on piles in the presence of caissons. The 
theory is derived for a pile near a single caisson as well as near multiple caissons. Numerical 
values are given for several examples, including pile near a single caisson, and pile in the center of 
a caisson pair. Results show that the force is influenced by the presence of the caisson for r/a < 
2.0. A transverse force is generated for a single caisson case at 90 deg. due to diffraction of 
waves. Multiple caisson interaction with the pile is more pronounced. Many offshore and coastal 
structures include the geometry presented in the above examples, e.g., Maureen Gravity Platform, 
Risers on Tension Leg Platforms, etc. where this interaction may be important. 
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CAISSON   3 

CAISSON   2 

CAISSON   1 

Fig. 1   Definition Sketch for Single Caisson Fig. 2  Definition Sketch for Multiple caisson 

Fig. 3 Forces on Pile with and without Single      Fig. 4 Forces on Pile with and without Single 
Caisson ~ ka=l .0 Caisson — ka=2.0 
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CHAPTER 31 

WAVE DYNAMICS AT COASTAL STRUCTURES: DEVELOPMENT OF 
A NUMERICAL MODEL FOR FREE SURFACE FLOW 

Zoheir A. Sabeur(1), N William H Allsop(2), Robert G.Beale(3), John M.Dennis(4) 

Abstract 

The development of third generation wave models is needed for a detailed 
study of wave dynamics and impact at coastal structures. This would require the 
modelling of wave flows with high distortion of the free surface at confined 
boundaries. In our opinion, the Volume of fluid method, which uses concepts of 
local advection of fluid in free surface flow modelling, is the prime candidate for 
simulating realistic flows at sea defences and walls. In this paper, the numerical 
techniques for the simulation of waves with highly distorted water/air interfaces 
at a slope, using the volume of fluid method, are considered 

Introduction 

The volume of fluid method (VOF), originally developed by Hirt and 
Nichols [1], can be used for the study of transient waves within confined 
structures. The possibility for simulating the interaction (or interactions) of waves 
at structures with complex geometry leads to a more realistic modelling of wave 
impact at breakwaters and coastal defences. Furthermore, a stable numerical 
simulation of such wave dynamics can provide important information on impact 
pressures, jets and wave flows at specified locations of the coastal structure. 
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Thus, the numerical approach based on the VOF technique for the 
simulation of transient waves can lead to a good design for the construction of 
sea defences that sustain wave forces encountered during severe ocean, sea and 
atmospheric conditions. 

In previous years, two dimensional depth integrated models have been 
widely used in the study of wave action at vertical walls and slopes [2]. However 
they are limited by the fact that the free surface is assumed to remain a single 
valued function of space in all flow cases. Vertical fluid accelerations which are 
large in magnitude and short in duration, during wave impact, cannot be modelled 
and the free surface is implicitly maintained as a simply connected function of 
space. These first generation type of models are well established in coastal 
engineering. They can provide solutions to problems involving wave propagation 
at structures with simple geometry and in flow cases where breaking and 
overturning waves do not take place. They are also important for the study of 
solitary waves and can be used in the development of the next generation wave 
models. [3], [4] 

The speed and storage memory of modern computers have allowed 
scientists to develop the second and third generation wave models, and despite 
the task for a large amount of numerical operations, driven by new mathematical 
algorithms, the total CPU time used by such computers can be optimised and lead 
to an efficient study of wave dynamics at coastal structures. 

Second generation wave models based on Boundary Integral Methods 
(BIM) which were developed by Peregrine et al, and others [5], raised important 
questions on the physics of impact pressures at vertical walls. Peregrine showed 
the existence of large magnitude vertical accelerations of a wave front at impact 
and the possible mechanisms by which air bubble entrapment could be governed. 
The existence of short timed (~ 1msec) oscillatory impact pressure peaks at 
specific locations of the vertical wall suggests the existence of several types of 
wave interactions with the wall. Therefore, a detailed numerical investigation 
needs to be carried out. 

As a result, the third generation wave models which describe the dynamics 
of waves before, at and after impact have been developed, and recent simulations 
of breaking and overturning waves at vertical walls and slopes have been 
completed. [6]. 
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Mathematical formulation 

The general equations for fluid motion under transient conditions are 
given by the Navier-Stokes equations (NS). They incorporate fluid mass and 
momentum conservation and take into account of the external forces that are 
applied on the fluid body. 

In two dimensional cartesian coordinates, the NS equations are given by 
the following differential equations: 

Conservation of mass: 

dp | c{pu) | d{pv) = Q 

dt       dx dy 
(1) 

Conservation of momentum: 

and 

d( pu)    d(pu2)    d( puv) 

a dx dy PFX+Y a (2) 

d{pv)    4puv)    d{pv2) v doyr 
+ ; + 1 = pF + Z_> a dx. dy a (3) 

Fx and F represent the components of the resultant external force applied on the 
fluid in the x (horizontal) and y (vertical) directions respectively, a is the stress 
tensor and p is the density of the fluid, u and v are the velocity field components 
in the x and y directions respectively. / is the time variable. 

In the case of a Newtonian incompressible fluid the density p is 
constant in time and the stress tensor a is assumed to vary linearly with the fluid 
deformation rate. 

Thus: 

.ayxayy. 0 

0 

-PS 
+ r 

du du    dv 
dx dy    dx 

du    dv dv 
_dy    dx dy 

(4) 
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where p is the reduced pressure and y is the kinematic viscosity. (All variables 
are used in (SI) units.). As a result, equations (1), (2) and (3) simplify and can be 
written in a compact vectorial form: 

divU = 0 (5) 
dU 

and — + (U • grad)U = F- grad(p) + yV2U (6) 
ot 

U and F are the velocity and external force vector fields respectively. 

Numerical Model 

Sabeur et al developed a new VOF based model in recent years [7]; this 
model discretises the NS equations in both time and space by means of finite 
difference techniques. Equations (5) and (6) can be written as follows: 

divU"+l = 0 (7) 
and 

U"+x -U' 
+ grad(p"+l) = Q" (8) 

St is the time step and Qn involves the finite difference advective terms and the 
external force F of the NS equations: 

Q = -(U-grad)U + yV2U + F (9) 

Various finite difference schemes can be implemented in the spatial 
discretisation of Q. As far as numerical stability and accuracy are concerned, each 
of the schemes have their advantages and drawbacks. The choice of the finite 
difference scheme greatly depends on the computing task required for the wave 
modelling case, ie, Number of wave propagation periods, wave length, boundary 
geometrical complexity. 

When combined, equations (7) and (8) lead to the Poisson equation (PE) 
for the pressures: 

VV+l=(/iv(| + 6") (10) 
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The volume of fluid method 

The study of wave motion with a highly distorted free surface needs the 
implementation of the VOF method which tracks the fluid locally in space. For a 
specified rectangular grid and time step, fluid fluxes are computed at each cell 
face. The fractional amount of fluid per cell is then determined by the net flux of 
fluid advected in both vertical and horizontal directions. 

The flux calculation leads to the update of the F function in time. That is 
the fractional volume of fluid at each cell centre point. Thus, a zero value of F in 
a cell means that it is empty while a unit value of F corresponds to a cell full of 
fluid. An intermediate value of F between zero and one normally represents a free 
surface cell, or indeed a trapped bubble. In strict numerical modelling terms, 
however, a true free surface cell is a cell that has at least one empty neighbouring 
cell. In figure 1 for example, the cell where F= 0.99 is not considered as a free 
surface cell because its four nearest neighbour cells are not empty. Therefore the 
PE is applied for such type of cell as if it was a full cell. 

<)<F<1 <KF<1 F=0 F=0 

0<F<1 

\ 
()<F<! 

(F=0.99) 
1KF<I F=0 

F=/ F=t 0<F<1      \ <XF<1 

F=/ F=] F=l 
"""fcpy^ 

Figure 1. Illustration on the type of fluid and void cells considered by the VOF 
wave model. 

In addition to the above, a numerical correction is performed on the F function 
values at the end of each computational cycle because, usually, a unit value of the 
F function (or, indeed a zero value) cannot be reached accurately by 
computational means. Instead, it is rounded to one (or zero) if it reaches a value 
of l+/-s. (or +/-e). In practice, and for an efficient modelling of the fluid 
interface, e should be no bigger than 0.00001. 
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Boundary conditions 

In the VOF method, pressure and velocity equations must be specified. 

Figure 2. A typical 2D VOF cell with six dynamic variables 

Figure 2 shows the location of the six variables used in a staggered finite 
difference grid and computed for each time level n. In the case of a full cell 
located inside the flow ( meaning, that the cell is totally surrounded by full cells), 
equations (8) and (10) are used to compute the velocities and pressures at time 
level n+1 respectively. Then, the F function value in the cell can be updated and 
the fluid advected in time. However, in the case of boundary cells, the 
computation of the pressures, the velocities and function F becomes tedious and 
time consuming. 

Boundary cells can be classified as follows: 

• Ordinary free surface cell 
• Non-ordinary free surface cell 
• Inflow cell 
• Full cell at a vertical/horizontal/sloped rigid boundary 

For each boundary cell, apart from the free surface cells, pseudo Poisson 
equations can be implemented by setting fluid mass conservation and virtual 
velocities inside local boundaries [8]. For example, rigid free-slip (or no slip) 
boundary conditions can be established for solid boundaries. The normal 
velocities to the boundaries and the gradient of the tangential velocities are set to 
zero. Parallel (or anti-parallel) and equal in magnitude virtual velocities are set for 
rigid free-slip (or no-slip) boundary conditions. 
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Free surface cells are provided with different pressure equations which involve 
the orientation and curvature of the interface, the nearest pressure inside the fluid, 
the local atmospheric pressure at the free surface and surface tension. The 
continuity of normal and tangential shear stresses is also enforced. A typical 
pressure equation at the free surface is given by: 

-/> + 2r —= -/,„ — + — (ii) 

supplemented with a condition on stresses at the interface: 

= 0 (12) 
fZJ.     cU,A 

7 + • 
V 3r,       &„ J 

cp and y/ are the free surface tension and curvature respectively. pAir and pAir are 
the reduced pressure and density of air respectively. Un and U, are the normal 
and tangential velocities to the free surface. The reduced pressure at the interface, 
p, is interpolated (or extrapolated) from the nearest dynamic pressure inside the 
fluid and normal to the interface. It can be located from the orientation of the free 
surface. Hence, the nearest interpolation dynamic pressure can be found either 
below or above the fluid interface, or can be located to the left or to the right of 
the interface. The orientation and curvature of the interface are computed by the F 
function local gradients corresponding to nearest neighbouring cells to the free 
surface. 

This approach for setting the boundary conditions at the free surface is 
used by most VOF methods, however the boundary conditions for cells which 
intercept the slope are not straightforward. 

In the new VOF wave model, the conditions on the orientation of the 
interface, given by the local gradients of F, are slightly modified at 
air/water/slope boundary cells. Virtual values of F, inside the sloped structures, 
are given a priori. Then, a stable air/water/slope interface can be modelled. 

Further numerical development of air/water/slope boundary conditions is 
needed. Applications of flows with the VOF method can be then extended to 
more complicated type of interface. For instance, in cases of floating and moving 
objects in fluids. 
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The simulation of progressive waves at sloped structures can be 
generated by a weakly reflective inflow boundary condition (WRIB). [6], [8]. 
Continuity of flow is enforced at the boundary and the free surface is assumed 
horizontal at all time. The velocity vector field U and water elevation rj at the 
inflow boundary must satisfy the following conditions: 

£/    rdU_dUj!L       dUin 

dt ck       dt ck 
and 

^L-C— = ^-_c^L (14) 
dt ck       dt ck 

C is the wave celerity. Uln and rjin are the inflow velocity field and water 
elevation (above or below still water level) respectively. For example, they take 
the following sinusoidal forms: 

Ha>     r -. 
Uin{x,y,t)=     . Jcosh(fcy)sin(fflO+7sinh(fey)cos(ft>f + foc)J      (15) 

and 

7;,,(*,0=ysin(fa:-«0 (16) 

h is the still water level (SWL), co the angular wave frequency, k the wave 
number and H the total wave amplitude, (j = V-l.) 

(The use of imaginary complex j in equation (15) should not be confused with 
grid cell coordinate].) 

Equations (13) and (14) are discretised forward in time and solved one time step 
earlier than the pressure and velocity equations. In this manner, the velocity field 
[/and elevation r/, can be provided for the computation of term Q, which appears 
in equation (8) at time level n. Water elevation n enables the computation of F at 
the inflow boundary free surface cell. At the free surface, F is given by: 

F = n + h-^Fudy0 (17) 

./V values of FtJ are found strictly equal to unity in a water column, /, which is 
adjacent to the inflow boundary column, ^-is the height of cell ij. 
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The combination of PE, the pseudo Poisson equations at the boundaries, 
and the free surface pressure equations leads to a system of M equations with M 
unknowns. M is the number of grid cells occupied by the fluid where F is greater 
than zero. Once the pressure equations are computed at a specified time level, the 
new velocity field is calculated, the F function is updated and the fluid advanced 
accordingly. The updated values of F provide the new value of M. 

In an early simulation of a dam-break flow by the VOF method, the 
Gauss-Seidel (GS) iterative scheme was used to solve the pressure equations. The 
GS algorithm requires a computational time that is proportional to A/2. For M 
smaller than -10000, the algorithm converged after approximately 1200 
iterations. 

Numerical simulations, results and discussion 

The speed of the pressure solver can be improved by adapting successive 
over-relaxation techniques (SOR) to the GS algorithm. However, as M gets larger 
with high resolution grids, or when diagonal dominance of the PE deteriorates, 
the SOR algorithm slows down and does not successfully converge. Powerful 
methods such as the Conjugate gradient (CG) or Lanczos (LZ), should be used to 
overcome this problem. The pressure field should be therefore represented in 
vectorial form and the structure of the corresponding Poisson matrix updated at 
each time step. Preliminary attempts to the matrix formulation, using parallel 
processors, [9] have been carried out and adapted to the VOF wave model. The 
simulation of a Dam-break flow showed similar results to the early calculations 
with the GS method. 

The simulation of progressive waves at a slope, using the WRIB 
condition, has been completed. The stability of the VOF model over several wave 
periods and for two cases of slopes, in a 4m deep and 35m long rectangular tank, 
has been achieved. The computation of the pressure equations was performed on 
a uniform 150x80 rectangular grid and the minimum time set to 0.001 sec. In this 
early simulation, surface tension was not included and the pressure at the 
interface was set to zero, (void representation). The wave characteristics for each 
cases of slopes are given in the table below: 

Wave parameters T (sec) H(m) SWL(m) Slope Surf^ 
1 st case 2.8 1. 1.5 1:3 0.3 
2nd case 2.8 1. 1.5 1:4 0.2 

Table 1. Wave characteristics used for model tests. 
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According to Battjes theory on breakers[10], the first and second wave 
test cases correspond to flows with spilling breakers. Spilling breakers occur with 
a surf similarity coefficient 4 smaller than 0.5, which is the case in our study. 
Large magnitude impact pressures are not encountered in such flows but 
distortions of the free surface with large velocity jets at air/water/slope 
boundaries do take place. In the first wave test case, shown in figure 3 for 
example, air entrapment at the slope region occurs at t=11.65 sec. Maximum 
velocity jets reaching approximately 5 m/s at the wave crest are calculated. The 
wave then spills along the slope, as shown in figure 4, and the front of the spill 
changes direction due to gravity. This change in the direction of motion causes 
the top of the wave to break and overturn, as shown in figure 5 at t=13.60 sec. 
Additional air bubbles are then trapped inside the fluid and lead to the formation 
of velocity jets that are parallel to the slope plane and persist in time. (Figure 6.) 
The kinetic energy of the wave flow region driven by the jets, decreases gradually 
in time and causes the collapse of part of the wave crest back onto the slope, as 
shown in figure 7. This feature of the model clearly illustrates the potential 
modelling of transient waves by the VOF technique. Similar observations to the 
above equally apply to the second wave test case. They are shown in figures 8-12. 

U1213MlB18       17UlB20212Z23MZa8eZ7 

X(m) 

Figure 3. t=l 1.65 sec, slope=l:3 

Figure 4. t=12.70 sec, slope=l:3 
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Figure 5. t=13.60 sec, slope=l:3 

Figure 6. t=14.19 sec, slope=l:3 

x(m) 

Figure 7. t=14.30 sec, slope=l:3 
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Figure 8. t=l 1.09 sec, slope=l:4 
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Figure 9. t=12.10 sec, slope=l:4 

Figure 10. t=12.40 sec, slope=l:4 

Figure 11. t=13.30 sec, slope=l:4 

Figure 12. t=13.60 sec, slope=l:4 
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Conclusion and recommendations 

This work clearly demonstrates the potential of the VOF implementation 
to the NS equation for the study of wave dynamics within confined domains, i.e. 
coastal structures. The newly developed model is capable of simulating the full 
process of wave interaction with structures. Wave impact generated from 
collapsing and plunging breakers can be equally modelled and dynamic pressures 
and jets predicted at specified locations of the structure. The model also provides 
more understanding in wave dynamics at coastal structures which in turn helps to 
promote improved design methods. 

In order to realise the full potential of VOF based wave models in 
coastal engineering , the following research and development is recommended: 

• Implementation of the Conjugate gradient or Lanczos algorithms in the 
pressure solver. 

• Development of boundary conditions at water/porous medium interfaces. 
• Implementation of the compressible NS equations for air entrapment 

dynamics study. 
• Extension of the theory to 3D for a better understanding of wave interactions. 
• Calibration and validation of numerical data with laboratory results. 
• Comparison of numerical predictions of wave dynamics with field data. 
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CHAPTER 32 

Scale Effects in Oxygenation in the Breaker Zone 
of Coastal Structures 

V.K. Tsoukala1 and C.I. Moutzouris2 

Abstract 

The significance of oxygen transfer across the air-water interface with its 
associated impact on water quality and environmental pollution control in coastal zones 
has become a matter of concern for coastal engineers. In the present paper experimental 
data on oxygen transfer obtained in the large scale facility of Delft Hydraulics have 
been presented. The obtained oxygen transfer coefficients have been compared to 
existing models for gas transfer under breaking and non breaking waves. Scale effects 
are found to be an important factor which needs to be considered when laboratory 
results are translated to field conditions. 

Introduction 

Oxygen transfer across the air-water interface with its associated impact on 
water quality and environmental pollution control in coastal zones has become 
increasingly important for coastal engineers. Systematic studies of the oxygenation 
of water systems commenced with the emergence of water pollution problems 
associated with river systems (Streeter and Phelps,1925). Years later these studies 
were augmented to incorporate lakes and oceans. 

Understanding of the parameters influencing air-sea gas exchange has 
increased considerably in recent years, although little is known about the exact 
mechanisms that control the process. Recent research has also begun to investigate 
the penetration of other gases in water, including nitrogen oxide, N2O, carbon 
dioxide, CO2, helium, He, and sulfur hexafluoride, SF6 (Keeling, 1993, Woolf, 1991, 
Wanninkhof, 1992, Wanninkhof et al.,1995). However, available data for the 
evaluation of the different gas exchange models is still limited. 

Research Associate,   Professor 
Laboratory of Harbour Works, Civil Engineering Department, National Technical 
University of Athens, 5 Iroon Polytechniou Str., Zografou, 157 73 Athens, Greece 

403 



404 COASTAL ENGINEERING 1996 

Experimental results indicate that wave action increases the penetration of 
gases into the water (Jahne, 1985, 1987, Hosoi, 1977, Hasse and Liss, 1980). It is 
therefore considered that waves have a positive effect on the oxygenation of water 
bodies. Breaking waves enhance the aeration process by entraining air bubbles and 
increasing turbulent mixing. Field, laboratory and theoretical studies have been 
performed to study this phenomenon in detail. The presence of air bubbles increases 
the air-water interface area available for gas exchange. The formation of bubbles and 
increased turbulence that result from the action of breaking waves contribute to the 
increase of dissolved oxygen (DO) in water. Hosoi and Murakami (1986) assumed 
that oxygenation due to non-breaking waves in their experiments was negligible and 
that the whole water body is oxygenated through the wave breaking zone. Wallace 
and Wirick (1992) observed that breaking waves can increase the rate of aeration by 
up to 200 times due to the entrainment of bubbles. 

The role of coastal structures in water oxygenation has recently come under 
investigation (Moutzouris and Daniil, 1994b, Hosoi et al., 1977), as wave breaking 
results in high oxygenation rates and therefore in improvement of water quality in 
the vicinity of coastal structures. For oceans the transfer coefficient is usually 
correlated to the wind velocity (Wanninkhof, 1992, Wanninkhof et al., 1993). It 
should be noted though that laboratory and field data give significantly different 
correlations possibly (Liss, 1983) due to scale effects. 

A research program has been initiated at the Laboratory of Harbour Works 
(LHW), National Technical University of Athens, to investigate and model air 
penetration in the wave breaker zone of inclined coastal structures. Initial 
experimental results from a small wave flume at LHW (Daniil and Moutzouris, 
1993) indicated that scale effects should be investigated for application to field 
conditions. In order to quantify these effects and to compare to earlier results, further 
experiments were conducted in a larger facility. Measurements were carried out in 
the large wave flume of Delft Hydraulics (DH), the Netherlands, financed by the 
European Community, as part of the Large Installations Program (LIP): "Training 
and Mobility of Researchers- Access to Large Scale Facilities". 

This paper presents the preliminary results from this research program, 
which indicate that the scale of the phenomenon has a considerable influence on the 
transfer mechanisms. Oxygen transfer velocities determined from the large scale 
experimental result are compared in this paper to the models of Daniil and Gulliver 
(1991) for non-breaking waves and Daniil and Moutzouris (1994, 1995) for breaking 
waves, derived and verified from measurements in small scale facilities. 
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Experimental Procedure 

Large scale oxygenation experiments under breaking waves were performed 
at the Wind Wave Flume of Delft Hydraulics (DH) as a part of the European 
Program: "Training and Mobility of Researchers - Access to Large -Scale Facilities". 

The wave flume of Delft Hydraulics is "T" shaped with a total length of 
100m and 8m width while the last 9 m are 25m wide. The outline of the flume is 
shown in Figure 1. The flume is equipped with a hydraulic dual piston wave maker 
for the generation of mechanical waves. Waves are generated by a computer- 
controlled wave board with adjustable rotation and translation. Waves with 
frequencies between 0.65-0.90 Hz and heights between 8.5-20.5 cm were produced. 

A concrete structure with a uniform slope of 1:2.3 was placed at one end of 
the flume in order to model a sloping beach and initiate wave breaking. The 
structure was watertight and no water exchange between the front and the back of 
the sloping beach was possible. The water depth was 0.72m for all experiments. 

Three capacitance wave gauges were used for recording the wave 
characteristics (Figure 1). The experimental procedure consisted of two distinct 
phases. During the first set of experiments, the water was deoxygenated using 
sodium sulfite (Na2S03) and cobalt chloride (CoCl2). About 8 kg of Na2S03 and 
0.55 Kg of CoCl2 6H2O were required for every experiment and these were 
sufficient to deoxygenate an area of 12m length and 8m width. 

In the second set of experiments the water was deoxygenated using the 
nitrogen stripping method. Long elastic tubes with small pores were connected to 
nitrogen cylinders equipped with regulating pressure valves. The elastic tubes were 
placed in a 12m long area of the flume which was isolated during the deoxygenation 
process from the rest of the flume by a movable divider. Approximately 60-70 m3 of 
nitrogen were needed for each experiment. For the deoxygenation process 
approximately 10 hours were required. 

The concentration of DO in the water body was monitored over time by a 
portable oxygen meter type OXI-96, at 21 sampling locations along the flume (see 
Figure 1). In order to verify the accuracy of readings obtained with the oxygen meter, 
water samples were also taken and analyzed using the azide modification of the 
Iodometric Winkler titration method for D.O. determination The measurements of 
the dissolved oxygen concentration commenced immediately upon wave generation 
and continued until the DO value reached 80% of the estimated saturation level for 
the specific conditions of temperature and atmospheric pressure. 
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OUTLINE OF THE FLUME 

WAVE MAKER 

DEOXYGENATED AREA 

Figure 1. Schematic layout of the wave flume of the laboratory of Delft Hydraulics. 

The transfer of oxygen between the air-water interface is a term of source or 
sink in the mass transfer equation. In the experiments performed the only source 
considered is oxygen transfer through the water surface. The oxygenation is 
characterized by the f oxygenation coefficient K2 (sec"1) or the oxygen transfer 
coefficient (or oxygen transfer velocity) KL (m/sec). 
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Data analysis 

For all sampling locations the change in DO concentration under wave action 
was monitored and DO-time histories were obtained. A comparison of DO -time 
histories for experiments in the large and small scale facilities with waves of about 
the same period and height, illustrating that the transfer velocity is lower for the 
large scale facility is shown in Figure 2. 
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Figure 2. Comparison of DO-time histories at the wave breaking point for 
experiments in different scale facilities with approximately the same wave 
characteristics (T=T.55 sec H=18.3 cm). 

The transfer coefficient KL is determined from the one dimensional transport 
equation, using linear regression and the measured DO concentration time history 
from a location where the horizontal transport can be assumed negligible: 

In (C,-C)= - KL(A/V)t+ln (C,-C0) (1) 

where C is the concentration of DO (mg/1), Co is the initial concentration (mg/1), Cs 
is the saturation concentration (mg/1), KL is the oxygen transfer coefficient (m/sec), 
A is the projected free surface area (m2), and V is the aerated volume (m3). It is 
assumed that the saturation concentration is steady and for the initial time t=0 the 
concentration is C=CQ. 
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Exp 
No 

T 
(sec) 

H 
(cm) 

L 
(m) 

9 
(°C) 

P 
(mmHg) 

Sc K,. 
*105 

Kr,2o 
no5 

Breaking Waves 

Di 1.55 20.3 3.30 19.4 757.5 563 8.02 8.15 

D2 1.55 18.26 3.30 19.3 760.0 566 6.91 7.04 

D4 1.55 9.21 3.30 18.5 764.0 590 2.12 2.20 

D5 1.30 12.52 2.50 18.6 757.5 587 6.02 6.24 

D6 1.30 9.68 2.50 18.6 754.5 587 3.51 3.64 

D7 1.30 10,30 2.50 18.6 751.0 587 4.82 5.00 

D8 1.10 8,75 1.86 18.3 752.5 597 2.43 2.54 

D9 1.10 10,92 1.86 18.0 759.0 606 3.49 3.68 

Non Breaking Waves 

Dio 1.10 10.92 1.86 17.9 759.0 609 4.8 5.1 

Dn 1.55 20.32 3.30 17.9 759.0 609 6.2 6.5 

Dl2 1.55 12.52 2.50 17.9 751.1 609 3.0 3.1 

A4 1.90 28.27 4.37 12.7 762.5 809 3.4 4.2 

A5 1.90 21.14 4.37 13.2 761.0 785 3.5 4.2 

A7 1.55 20.18 3.30 13.9 766.5 756 3.9 4.6 

Table 1. Experimental data from Delft Hydraulics wind wave flume for breaking 
and non-breaking waves. 

In order to compare experimental data, it is necessary to transform the 
coefficients obtained to their values at 20° C, using the equation given by Daniil and 
Gulliver (1988): 

(KL20/KL) = (Sc/Sc20) 1/2. :(v/v20)[293/(e+273)]1/2(p/p2o)1/2 (2) 

where Sc = v/D is the Schmidt number, v is the kinematic viscosity of water, D is 
the molecular diffusivity, 9 is the water temperature in degrees Celsius, and p is the 
water density. The water density and the kinematic viscosity were determined by the 
relations given by Heggen (1983). 
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The transfer coefficients KL at the wave breaking area and the transformed 
coefficients to 20 °C are presented in Table 1. 

Comparison of results with existing gas transfer models 

Various models have been proposed for the prediction of the oxygen transfer 
coefficient. The most commonly used is the surface renewal model, first developed 
by Dankwerts (1951). In this model the transfer coefficient is expressed as a function 
of the surface renewal rate: 

K, «JDr   or K, Sc"z oc,/v r 1/2, (3) 

where KL is the oxygen transfer coefficient (LT ), and r is the average surface 
renewal rate (T ). 
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Figure 3. Comparison of large scale experiments to Daniil and Gulliver (1991) 
model for non-breaking waves. 

Non Breaking waves 

Based on this surface renewal model Daniil and Gulliver (1991) expressed 
the renewal rate as a function of a wave Reynolds number, and proposed the 
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following equation for the determination of the oxygen transfer coefficient, under 
non-breaking waves: 

KL=a H f Sc -1/2 
(4) 

The gas transfer coefficient is thus shown to be proportional to the vertical 
wave velocity at the water surface. Equation (4) provided the best comparison to the 
wave maker data and to data from other small scale flumes. Using data from the 
small scale facility of St. Antony Falls Hydraulic Laboratory the coefficient a was 
determined equal to 0.0159. 

Experimental data from the large scale facility of Delft Hydraulic are 
compared to equation (4) in Figure 3. The experimental data are considerably lower 
than the predictive equation. Correlating experimental data from Delft Hydraulics, 
the constant of proportionality a for equation (4) is equal to 0.0089 which is 
approximately 0.60 of the predicted values of the model of Daniil and Gulliver 
(1991). 

Breaking waves 

For gas transfer under breaking waves, two models have been developed 
recently by Daniil and Moutzouris (1994, 1995). The constants were determined 
from experimental results in small scale facilities. 
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Figure 4.  Comparison of large scale experiments to Daniil and Moutzouris, (1994) 
model for breaking waves. 
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Daniil and Moutzouris (1994), relate the transfer coefficient for breaking 
waves to the vertical wave velocity at the water surface with a qualitatively similar 
equation to Daniil and Gulliver (1991) equation as follows: 

KLSc1/2 = aHf-b (5) 

where H is the wave height, f is the wave frequency, a= 0.066 and b= 0.0028 m/sec. 
Data from experiments in Delft Hydraulics are compared to equation (5) in Fig. 4. 
Fitting equation (5) to data from Delft Hydraulics yields a=0.019 and b=0.0006 
m/sec. 

Daniil and Moutzouris (1995) proposed the vorticity based model for gas 
transfer under breaking waves, where the renewal rate was expressed as a function of 
the wave vorticity at the water surface and the term L/d that express the influence of 
relative depth: 

KL SC
1/2
 = a (L/d) (vco)1/2 + b (6) 

where L is the wave length, d is the water depth, v is the water viscosity, co is the 
wave vorticity at the water surface. Daniil and Moutzouris (1995) give a=2.86 and 
b=-0.00246 m/sec for breaking waves on a uniformly sloping beach based on a 
number of 9 experiments in the wave flume of LHW and mention that this model 
gives considerably better correlations, as compared to correlation with the vertical 
wave velocity and wave slope presented previously. 

In Fig. 5 data from DH are compared to equation (6). Fitting equation (6) to 
data from DH give a=0.91 and b=-0.0004 m/sec. 

Although data for breaking waves from the large scale facility of DH are 
lower, approximately 30% of the corresponding coefficients obtained from small 
scale facilities for the same wave characteristics, the correlation of the data to the 
wave parameters of the existing models is good. This indicates that the existing 
models include the important wave parameters, but an attenuation coefficient 
expressing the effect of length scale should also be included. 

Conclusions 

Experimental data on oxygen transfer obtained in the large scale facility of 
Delft Hydraulics, as a part of the European program "Training and mobility of 
Researchers-Access to Large Scale Facilities", have been presented. The obtained 
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oxygen transfer coefficients have been compared to existing models for gas transfer 
under breaking and non breaking waves. 

60 

40 

00 20 

•     T=1.55 sec 
• T=1.30sec 
• T=1.10sec 

T\ 
KLSc'"= 0.91 (L/d) (vco)l/2 -0.0004 

KLSclw= 2.86 (L/d) (vco)1" -0.00246 

0 12 3 

(L/d)(vco)l/2*103(m/sec) 

Figure 5. Comparison of large scale experiments to Daniil and Moutzouris model, 
(1995) for breaking waves. 

In all cases the coefficients were considerably lower than the corresponding 
coefficients obtained from small scale facilities for the same wave characteristics. 
This could be possibly due to the minimized effect of solid boundaries in the large 
scale facility. Using the same wave parameters new constants were determined to the 
large scale experimental data with high correlation coefficients. For non breaking 
waves the coefficients obtained in the large scale facility were 60% of those obtained 
in the small wave facility for the same wave characteristics whereas for breaking 
waves the measured coefficients were 30% of those obtained in the small wave 
facility. 

Finally it is concluded that the effect of scale is pronounced and should be 
taken into account when small scale laboratory results are translated to field 
conditions. The above comparisons and analysis indicate that the coefficients of the 
existing models should be expressed as a function of the length scale of the 
phenomenon. 
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CHAPTER 33 

WAVE ACTIONS ON A VERTICAL CYLINDER 
IN MULTI-DRIECTIONAL RANDOM WAVES 

Yu-xiu Yu*, Ning-chuan Zhang** and Qun Zhao*** 

Abstract 
The wave actions on a vertical cylinder in multi-directional random waves are 

experimentally studied in this paper. The two-dimensinal (2-D) wave method is 
extended to calculate the three-dimensional (3-D) wave forces. The variation of 
various hydrodynamic coefficients with KC number and wave directional spreading 
are investigated. The three-dimensional wave forces are compared with that of 
two-domensional waves. 

1. INTRODUCTION 
The sea waves are three-dimensional (multi-directional) and irregular. So the 

effects of irregularity and directional spreading of waves should be included in the 
prediction method of the wave actions on cylinder. The wave actions on a slender 
rigid cylinder consist of in-line forces and lift forces (transverse forces) and both 
forces are nonlinear. Moreover, in multi-directional random waves, the in-line 
forces and the lift forces are mixed each other, it makes the problem more com- 
plex. At present the physical model test and the field observation are usually con- 
ducted to study it. But these study are rare owing to the complex of technique and 
the huge expense. Aage et al (1989), Chaplin et al (1993) and Hogedal et al 
(1994) studied the effects of spectral shape and the directional spreading on the 3- 
D wave action on a vertical cylinder, and no effect of spectral shape was found. 
Comparing with that of 2-D waves, for the 3-D waves, the in-line forces were 
smaller and the transeverse forces were much larger. Moreover, the effect of direc- 
tional spreading on the drag force is more than that on the inertial force and these 
effects were specially obvions at the place near and above the still water level. But 
they only gave a few data points of the ratio between the forces of 3-D waves and 
2-D waves. Koterayama and Nakamura (1992) and Chaplin et al. (1993) mea- 
sured the 3-D wave forces on a platform and in laboratory respectively. They mea- 
sured the wave forces on cylinder and the orbital velocity of waves simultaneously 
and found that the 3-D wave forces could be simplified as a 2-D problem and calcu- 
lated with Morison Equation. 

*  Professor, Department of Civil Engineering, Dalian Univercity of Technology(DUT) , Dalian 116024 
»»  Associate Professor, Department of Civil Engineering, DUT, Dalian 116024 , China 
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In this paper, the effects of wave directional spreading and KC number on the 
wave forces and the hydrodynamic coefficients are emphasized. Moreover the 3-D 
wave forces are compared with 2-D one. 

2. THEORETICAL CONSIDER AND ANALYSIS METHOD 
2. 1    Sea wave spectrum 

The Sea wave is a complex 3-D random process. It is commonly described by 
the directional spectrum in frequency domain, which is generally expressed as the 
product of the frequency spectrum, S(f) and the directional spreading function, G 
(f,6), i.e. 

S(f,9) =S(f) • G(f,0)| 

j^GCf ,0)d8 = l | (1) 

There were many studies on the frequency spectrum and many formulas of spec- 
trum have been proposed (Yu, 1992). The effects of the shape of frequency spec- 
trum on wave force coefficients on cylinder in both 2-D and 3-D wave field can be 
negligible from Yu and Zhang (1989) and Hogedal (1994) respectively. There- 
fore, only the JONSWAP spectrum (7=3. 3) is used in test due to its popular ap- 
plication in the world. Concerning the directional spreading function there is not a 
generally recognized formular, and a simplified Mitsuyasu-type spreading, 

(2) 
G(8) =G0(s)|cos||2' 

G0(S) = crm"cos2s}der 

is used.  In Eq. (2), the spreading parameter, s is independent on frequency.  In 
this test, s is varied to change the directional spreading, and s=°o means an unidi- 
rectional irreguler wave. 
2. 2    Effects of directional spreading on wave forces 

The unidirectional wave forces on a cylinder consist of in-line forces and trans- 
verse forces. According to Morison Equation, the in-line forces consist of drag 
forces and inertial forces. The transverse forces are equal to lift forces (Yu and 
Miao, 1989). In the multi-directional irregular waves, the wave actions on a cylin- 
der are rather complex. The waves may be coming from all directions and the in- 
line force induced by a component wave in a certain direction can be mixed with the 
lift force induced by the compoent wave in the perpendicular direction. In this pa- 
per , the multi-directional wave forces on a cylinder are still divided into the in-line 
forces, Fx, and the transverse forces, Fy, paralleled and perpendicular to the main 
wave direction respectively. There are two methods for calculating these forces • 

(1) Extend the calculation method from 2-D wave forces to 3-D wave forces. 
The 3-D wave surface measued at the position of cylinder is treated as a unidirec- 
tional wave with the main wave direction. Then the in-line force can be calculated 
with Moreson Equation, and the transverse force is calculated with lift force equa- 
tion , but the effects of directional spreading on forces are included in the hydrody- 
namic coefficients. According to the field observation by Koterayama et al(1992) 
and the experimental study by Chaplin et al (1993), this approximate treatment 
was acceptable. Because the effects of directional spreading on drag force are differ- 
ent from that on inertial force   and the ratio between drag force and inertial force is 
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dependent on KC number. So the applicability of this method will be further exam- 
ined and the variation of hydrodynamic coefficients with the directional spreading 
parameter and KC number will be investigsted in this paper. 

KC number is usually defined as KC=Um • T/D, where T is the wave peri- 
od; Um the maximum horizontal orbital velocity, D the diameter of the cylinder. 
For irregular waves, the height and period of each wave in a wave train are varied. 
Here regardless of the directional spreading, the parameters of the significant wave 
and its maximum horizontal orbital velocity at the wave surface are chosen to define 
KC number, hereafter referred to as (KC)l or KC, and it is in agreement with the 

engineering practice. 
(2)The multi-directional wave surface is decomposed into a set of wave com- 

ponents of definite amplitudes, frequencies, directions of propagation and initial 
phases. Using the decomposed wave components, more accurate prediction of wave 
kinematics can be made. Then the directional wave forces on a cylinder can be cal- 
culated with Morison Equation in vectorial form. In this way, the characteristics of 
the 3-D irregular wave forces can be better described. We will discuss it in the near 
future. 
2. 3    Forces calculation and force coefficients 

(l)The total in-line wave forces acting on a whole cylinder can be calculated 
with Morison Equation and the drag coefficient, CD and inertia coefficient, CM can 
be determined by the method of least squares in time domain from test data(Yu and 
Zhang, 1989). 

(2) There are some limitation for the application of Morision Equation to 3-D 
wave forces. So the single force coefficient method is also used to calculate the in- 
line forces, F„, transverse forces   Fy and their resultant forces, FR. 

(FJp = |(CP)pPDfVz 
c,        ' Jo 

(Fy)p = i(CF)PpD(\4dz!> (3) 
it ' Jo 

(FR), = |"(CFR)PPDJ^ 

where CF^ , CF and CFR are the coefficients of in-line forces, transverse forces and 
resultant forces respectively. The subscript p is the index of the statistical charac- 

teristics.  For example, when P = 77j,  (Fx)i»  (Fy)i and (FR)i. are the average 

peak values of the highest one tenth in-line forces, transverse forces and resultant 
forces respectively. Ui- is the maximum horizontal orbital velocity of wave which 
height is Hi. The coefficients (CFX)P> (CFT)P and (CFR)P can be determined from 
measured wave forces with Eq. (3). With this method, only the characteristic val- 
ue of the wave forces can be calculated. 
2. 4    Orbital velocity of waves 

For calculating the wave forces on the cylinder, the orbital velocity and the ac- 
celeration should be known. It is difficult to measure the horizontal velocities along 
the water depth simultaneously, so they are usually calculated from wave surface 
with a suitable wave theory. For the multi-directional irregular waves there is not a 
generally recognized available wave theory. In the field observation (d=15m, Hi/ 
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d^O. 19) from Koterayama et al(1992) and the model test with multi-directional 
irregular waves (d=2. Om, Hl/d^O. 15) by Chaplin et al(1993), the wave sur- 

faces and the orbital velocities were measured simultaneously. It is found that the 
measured horizontal orbital velocities in 3-D waves conform to that directly calcu- 
lated from the wave surface with the 2-D linear wave theory. In our experimental 
study on the unidirectional wave action on pile array (Yu and Shi 1994, d=l. Om, 
Hi/d^O. 34), the linear wave theory and the Stokes wave theory of second order 
were used and compared each other. It was found that the results obtained with 
linear theory are better than another. Moreover, it is considered that the linear 
wave theory is suitable for the simulation of orbital velocity, acceleration and the 
wave forces on pile in irregular waves with linear summation method. So the linear 
wave theory is used in this test (Hl/d^O. 297). 

3. EXPERIMENT 
The experiments were conducted in the State Key Labratory of Coastal and 

Offshore Engineering, Dalian University of Technology, China. The wave basin is 
55m long, 34m wide and 1. 3m deep. The multi-directional wavemaker consists of 
30 independent segments of 0. 8m wide. The wave absorbers were placed along the 
basin walls to prevent wave reflection from the walls. 

DS-30 multi-point wave gages were used to measure the wave height. The top 
of the model cylinder was fixed onto a supporting frame, so the cylinder model 
worked as a cantilever beam under the wave action and the force meter was set be- 
tween the cylinder and the support frame. The force meters were used to measure 
both the total in-line forces and the total transverse forces simultaneously. The 
sensitivity, linearity and stability of this meter are very good. The natural frequer- 
cies of the meter system in both directions in still water are 7. 3—8. 2Hz. A VAX- 
I computer was used for controlling wavemaker. Both the data acquisition and 

processing of wave surfaces and wave forces were conducted with a computer IBM 
-386. 

The water depth was kept at 0. 5m. The JONSWAP spectrum (7=3. 3) and 
the simplified Mitsuyasu type directional spreading, Eq,(2) were used to simulate 
the multi-directional waves with spreading indices from s = oo, unidirectional 
wave, to s=2—5 and the main wave direction is 0=0°. For each group of s, there 
were several wave heights and periods. Each of cylinder models with diametrers of 
2, 4 and 6cm was placed at the center line of basin and was 7m away from the 
wavemaker. 

The single direction per frequency model (Yu et al, 1991) was used to gener- 
ate the directional waves. The wave gage array consisted of four gages was used to 
measure the directional spectra. The wave surface measured with gage No. 5 was 
used to approximately represent that at the place of cylinder. The sampling of data 
was done at the interval of 0. 05sec, and the data length was 204. 8sec. , 4096 
points. The datum signals were lowpass filtered with a cut-off frequency of 4HZ. 

There are several methods for evaluating directional spectrum, of which the 
Bayesian approach (Hashomoto et al. 1987) is better from our primary comparison 
(Liu and Yu, 1993) and therefore it is used in this peper. 

4. RESULTS AND ANALYSES 
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4.1    Waves 
The measured wave parameters are shown in Table 1. The surface variation 

of the multi-directional irregular waves is more complex than that of the 
unidirectional waves. The distributions of the instantanesous values of wave surface 
are close to normal distribution but there is a little trend of skewness in wave pro- 
files , with an excess of high crest points and lack of low trough points. The distri- 
bution of wave height is close to Rayligh distribution and is close to Gluhoviski dis- 
tribution along with the relative water depth decreasing. 
4. 2    Characteristics of wave forces in time domain 

Fig. 1 and Fig. 2 are the examples of the simultaneous histories of measured 
wave surface, total in-line wave forces, total transverse wave forces and total resul- 
tant wave forces. It is found that in the same condition of wave parameter and 
cylinder diameter, the in-line wave force decreases with s decresasing, but its fre- 
quency is basically the same as wave's. For the transverse forces, the effects of 
spreading parameter, s are more obvious. In Figs. 1 and 2, the KC numbers are 
not large. The transverse force of unidirectional wave, s == °°, is pure lift force, 
whose value is small and frequency is higher. For the directional waves with s = 
15, the transverse forces maybe consist of the components of in-line forces induced 
by oblique waves and the lift forces, and the former rapid increases with s decreas- 
ing. Its frequency is larger than wave's. The variation in resultant force is similar 
with that in in-line forces. 

The experimental data and fitting curves of the variation of the ratios between 
transverse and in-line forces, resultant and in-line forces along with KC number 
show that even if the data points are scattered to some extent, but the variation 
law is clear and they are synthesized in Fig. 3. Along with s decreasing, the vortex 
shedding behind cylinder is changed by the gradually increased oblique waves, it 
makes lift forces decreasing and the oblique wave force increasing. Therefore, the 
transverse force changes from lift force dominating to component of in-line forces 
dominating. As s=15~25, the value of transverse force can be up to more than 
half of in-line force, when s = 2'-~5, it can be up to 74% of in-line force. But the 
peak values of in-line forces and transverse forces are not of usual occurence simul- 
tanously, so the resultant forces increase slowly with s decreasing. 
4. 3    Wave force coefficients 

The drag coefficient CD and inertia coefficient CM are varied with KC number 
and directional spreading parameter s as shown in Fig. 4. Both coefficients de- 
screase with s descreasing. 

The single force coefficients Cpx, CFy and CFR can be determined with Eq. (3) 
from measured wave force data and they are also varied with KC and s, but their 
test datum points are less scattered. It can be noticed from Fig. 5 that the in-line 
forces and the resultant forces decrease and the transverse forces increase with s 
decreasing. Concerning the transverese forces, the lift forces induced by unidirect- 
ional waves (s=oo) vary with KC along a wave type curve, but along with s de- 
creasing it gradually becomes to a progressively decreasing curve similar to that of 
in-line forces. 
4. 4    3-D wave forces compare with 2-D wave forces 

In Fig. 5, for a given KC number one can get a set of force coefficients from 
different curves of s ,then divids each coefficient by that of s = °° to get the ratio 
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Fig. 5    Single forces coefficient    versus KC and s 



424 COASTAL ENGINEERING 1996 

between 3-D wave force and 2-D one as shown in Table 2. Because the test runs 
are limited and the test data are scattered to some extent, so these results are pre- 
liminary and should be further examined and improved. 

Table 2    Ratio between 3-D wave force and 2-D wave force 

s    ^v. 5 10 15 20 

In-line 
wave forces 

35-60 
15-25 
2-5 

0.92 
0.88 
0.80 

0.92 
0.88 
0.73 

0.91 
0.82 
0.74 

0.91 
0.89 
0.77 

Transverse 
wave forces 

35-60 
15-25 
2-5 

1.82 
2.90 
5.24 

1.48 
2.03 
2.58 

1.21 
1.09 
1.30 

1.09 
1.02 
1.28 

Resultant 
wave forces 

35-60 
15-25 
2-5 

0.89 
0.83 
0.80 

0.96 
0.93 
0.83 

0.96 
0.92 
0.80 

0.96 
0.94 
0.83 

4. 5    Characteristics of wave forces in frequency domain 
Fig 6 shows two examples of wave spectrum and wave force spectrum. The 

spectral shapes of in-line force and resultant force basically conform to that of wave 
spectrum. But for unidirectional wave the transverse force spectrum is exactly the 
lift force spectrum and its peak frequently appears at the twice peak frequency of 
wave. When s is small, the transverse force spectrum have not a twice frequency 
peak but it is different in shape from wave spectrum. 

5. EXAMINATION AND DISCUSSION 
(l)For examinating the feasiblity of Morison Equation to calculate the in-line 

wave forces on cylinder , the values of CD and CM obtained from Fig. 4 are substi- 
tuted into Morison Eq. to calculate the in-line wave force history with measured 
wave surface history. Then the calculated wave force history is compared with the 
measured one as Fig. 7 shows. For the unidirectional wave, two histories are con- 
formable. Along with s decreasing the degree of conformabilty decreases to some 
extent, but two historis are basically conformable. It means that the in-line force of 
directional waves can be calculated with present method. 

(2)Concerning the wave fore coefficients, there are rare data for directional 
waves. The experimental data obtained by Chaplin et al(1993) are very scattered. 
Koterayama et al gave the variation of CD> CM with KC from field observation, but 
the value of s is not clear. Their curve of CD is basically within the range of curves 
in Fig. 4 and the curve of CM is close to that ofs=15~25in Fig. 4. 

(3)Ratio between 3-D and 2-D wave forces 
Some researchers studied the 3-D wave forces on cylinder mainly by experi- 

ments and gave some data concerning the ratio between 3-D and 2-D wave forces, 
which are collected in Table 3. These data are in comparison with present results. 
It turns out that the existing data are in the range of present results except the ratio 
of transverse forces, but in this paper, the variation of ratios with KC and s are 
given. About the transverse force, it is found from tests that when KC is small, 
the transverse forces induced by unidirectional wave are very small, but under the 
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Fig. 6    Measured wave spectrum and force spectra 

actions of directional waves with small s» the transverse forces induced by oblique 
waves are large. Therefore, the ratio of transverse force can be up to about 5. 0. It 
is reasonable. 

6    CONCLUSIONS 
1    The effects of directional spreading of waves on wave forces acting on a 

cylinder are obvious and the level of effect is dependent on (KO1/3 and s. Within 
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Table 3    The ratios between 3-D and 2-D wave forces 

Authors 
Directional 
spreading 

KC 
Inline 
forces 

Transeverse 
forces 

Resultant 
forces 

Nwogu and 
Isaacson 
(1989) 

ff, = 32° 
«. = 43° 
a, = 65° 

0.95 
0.911 
0.816 

Aage et. al 
(1989) 

North Sea spreading 
and c» = 29° 

*»20 0. 82~0. 87 1.4—1.8 

Chaplin et. al 
(1993) 

n=2,o,=26. 5° 
n=8,o,S15° 2-9 

0.77 
0.88 

Hogedal et. al 
(1994) 

North Sea spreading 
o,= 30'> 

a, = 43° 

8.8-12.6* 
4. 22~6. 52" 
4. 22~8. 86" 

0.875 
0.865 
0.765 

~1. 62 0.916 
0.874 
0.798 

This paper 
(1996) 

G(f,8) = 

Go(s)cos2'— 

s=35~60 

(04 = 13. 6~10. 4°) 

s=15—25 

(o, = 20. 6°~16°) 

s=2~5 

(oa = 43*~33. 6°) 

3.0-20 

3. 9~20 

3.9 — 20 

0. 92~0. 91 

0. 89-0. 82 

0. 80—0. 73 

1.82—1.09 

2.90—1.02 

5.24-1.28 

0.96—0.89 

0.93—0.83 

0. 83—0. 80 

Note: (l)cJeis the standrad deviation of directional spreading function. 
(2) * KC number is defined with peak frequency period . TP and H.J.. 

the extent of this experiment, the in-line forces of multi-directional waves can de- 
crease to 73 — 92% of that of unidirectional waves, and the transverse forces can 
increase to 200% or more. 

2 Multi-directional wave forces exerting on a vertical cylinder can be predi- 
cated with the methods used for unidirectional wave except s = 2 — 5, but the ef- 
fects of directional spreading must be included in their force coefficients. 

3 All wave force coefficients of CD, CM> CF;[, CFy and CFR are varied with 

(KO1/3 and s. Among them, the scatters of the coefficients CF]t, CFY and CF are 
relatively small. 

4 For unidirectional waves (s = oo), the transverse force acting on cylinder 
is the pure lift force and its main frequency is frequently double or three times the 
wave frequency. Along with s dreasing the transverse component forces induced by 
the oblique waves increase. As the test results show, when s= 15 — 25, the trans- 
verse component forces of oblique waves have been dominant. 
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CHAPTER 34 

WIND/WAVE RELATION AND THE PRESSURE GRADIENT EFFECT 

Spiros M. Gouloumis * 

Abstract 
The S.M.B. prediction model is used worldwide to hindcast sea wave 

characteristics using wind data. Even though wave parameters showed that 
qualitative similarities are present between ocean and small basin waves, 
major weather factors such as the wind speed and barometer pressure 
gradients in relation with the topography should be considered as 
calibration factors. 

Introduction 
The Laboratory of Harbour Works, National Technical University of 

Athens (N.T.U.A.), is conducting a Wave Measurement Project aiming at 
developing a wave prediction model adjusted to Greek Seas, especially in 
the Aegean Sea, well-known for its particular wind and wave conditions. 
Nowadays, the L.H.W. has installed the Wave Measurement, Transmission 
and Analysis network (in Greek: KYMATA) in the Aegean Sea and Cyprus 
using five Waverider buoys. 

The Heraklio Wave Measurement Program was conducted in the 
South Aegean Sea for one year, using a Waverider buoy. In the present 
paper, the wind/wave interrelations and the S.M.B. prediction model are 
examined, taking into account the topography and the pressure systems 
affecting the East Mediterranean region. 

The wind velocity gradient and the pressure jump are major factors in 
waves' development. The S.M.B. prediction model seems not always to be 
adequate in fully describing the development of the waves, in the Aegean 
Sea. A special model should be applied, distinguishing at least the most 
critical differences (North from South winds and storm from squall events). 

1 Civil Engineer, Research Associate, Post-graduate student 
Laboratory of Harbour Works, Civil Engineering Department, National Technical 
University of Athens, 5, Iroon Polytechniou Str., 157 73 Zografou, Greece 
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Wave Measurements 

The South Aegean Basin is about 130 km long from North to South 
and 300 km wide from West to East, while the whole Aegean basin, being 
a little narrower, is nearly 610 km long. Due to the orientation of the 
measurements' field and the dominant weather conditions in the Aegean 
Sea, the winds of interest are those blowing from the North during 
the winter season, when several storms occur. (See Fig. 1) 

Greece 
> kilatnallonal boundary 

National captlal 

- Railroad 
- Road 

0 lOOKiMmtlara 

Site of rneasur-etnepts 

Kmrlhm *\   ^r ^'nUBaa 

Fig. 1 Geomorphologic map of the Greek Archipelagos 
and the Aegean Sea region. 

A Waverider buoy was moored about a mile off Heraklio shore 
North of Crete Island, at a water depth of about 22 m. Wave characteristics 
were recorded from of October 1,1992 until September 22,1993. 

An accelerometer on board the buoy estimated the vertical 
acceleration. Water surface elevation time series of 20-min. duration was 
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recorded every second hour or continuously in cases where the wave was 
higher than a threshold defined height (2.5 m). Considering the quality of 
raw data, the measurements conducted are highly accurate. 

A total of 5014 records were processed, examining the relationship 
between the wave characteristic parameters, as well as the wave energy 
density spectrum characteristics. The wave parameters investigated showed 
that qualitative similarities exist between ocean and small basin waves, 
and also that quantitative differences do exist (Gouloumis and Moutzouris, 
1995). 

Wind/Wave Interrelation 

Significant wave heights were related to the corresponding wind 
speed blowing from the North and recorded onshore, considering several 
storm events of developing sea. The data plotted in Fig. 2 refer to rather high 
wind speeds, being proportional to the wave heights as it is widely accepted 
and supported from both theory and field measurements (Bretschneider, 
1958; Pierson and Moshowitz, 1964; Hogben N., 1988). Further on, the 
spectral peak periods Tp of the waves vs. the corresponding wind speed 
seem to be in some agreement with the JONSWAP result (Fig. 3) 

Fig. 2, 3 Significant wave heights and spectral peak periods vs. the wind 
speeds blowing three hours before the wave measurements 

An interesting feature also is that the relation between the non- 
dimensional expressions of the characteristic wave heights Hs and the 
spectral peak periods Tp plotted in Fig. 4, is found to be almost identical to 
the result found if the deepwater fetch-limited equations for wave height 
and wave period in the Shore Protection Manual (SPM) (1984) are combined, 
and to the TMA  equations  for  deep  water   (Hughes  S., 1984),   the only 
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difference being a coefficient of 0.01096 instead of 0.0105 and 1.0112 
respectively. Thus, it can be supported that waves have similar characteristic 
parameters both in the ocean and in the small Aegean basin examined. 

Three wind records have been used from the Heraklio and Thira 
Island weather stations, corresponding to winds that were blowing 
simultaneously and 3 hours before the wave measurements. Thira is located 
at the North of the basin we examine. The Heraklio weather station seems to 
give the most appropriate wind data. 

01 

Fig. 4 The nondimensional expressions of the characteristic wave height Hs 
and the spectral peak period Tp. 

An evaluation was carried out using the SMB method of predicting 
wave conditions from wind data, since "...the best equations to use in a 
simple wind/wave hindcast model are the SMB equations of SPM 77" (Parle 
P., Burrows R., 1989) and it is a widely used method in the design of most 
marine works. The SPM '77 simplified wave prediction equations using the 
SMB method are as follows: 

gHs/U2 = 0.283 tanh(0.0125 FA0.42) 

gTz/U = 1.20tanh(0.077(gF/U2)A0.25), where F=gX/U2 is the fetch coefficient 

The data plotted refer only to the North wind records which is the 
dominant wind direction, in order that better correlation is achieved. In Fig. 
5 the dimensionless wave height equation has been plotted vs. the fetch 
coefficient, where the effective fetch for the North direction is calculated to 
be 150.6 km. 
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The data plotted using the Thira wind records seem not to be suitable 
enough to describe weather conditions at Heraklio area, probably due to the 
location of the station (the island's airport on a plateau). Further more, it is 
not yet understood what is the effect of the numerous islands lying in the 
central Aegean Sea to the wind field and the wave generation conditions. 

It should be noted that although a lot of data points are gathered near 
the values estimated by the SMB model, many other measurements are well 
out of the predicted values, scattered over a large area of Fig. 5. 
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Fig. 5 The dimensionless significant wave heights vs. the fetch coefficient. 

The S.M.B. prediction model seems not always to be adequate in fully 
describing the development of the waves, in the Aegean Sea. A major reason 
could be that the wind field over the Aegean Sea is not uniform due to the 
topography forming a long, from North to South, rather narrow basin 
containing the Archipelagos Islands causing strong orographic effect. 

The Pressure Tump Effect 

In order to further investigate the situation, six representative storm 
events of developing sea were selected. The wind was always blowing from 
the 48 degrees north sector. In Fig. 6 the dimensionless wave heights have 
been plotted versus the fetch coefficient. The data clearly represent two 
different sea-states, one of which is characterized by sudden occurring high 
waves, corresponding to relatively low wind speeds. 
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Fig. 6 The six storm events forming two groups with different characteristics 
(Heraklio wind data recorded 3 hours before wave measurements) 
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Fig. 7 Significant wave heights' time series of six storm events. 
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The time series of measured significant wave heights (Hs) plotted in 
Fig. 7 show that three of the curves corresponding to the storm events of 
December 1st, 1992, January 31st and February 8th, 1993, are characterized 
by rapidly growing waves, being fully developed in just 3 to 6 hours, 
indicating the occurrence of squall storms and fast arising sea. 

Examining the weather systems experienced at the time of the wave 
measurements, we can distinguish a certain combination of pressure 
systems over East Europe, similar for all three cases of fast arising sea not 
complying with the S.M.B. prediction model (Fig. 8 of the Appendix). Waves 
rise much faster during squall storms where intense winds, suddenly 
blowing, sweep over the Aegean Sea. Winds are triggered by the intense 
barometric gradient in South East Europe, caused by the combination of an 
East Europe High pressure field and the Low pressure systems passing over 
East Mediterranean, in the region of the island of Cyprus. 

Medium velocity winds blowing over the Black Sea are canalized into 
the Aegean Sea through the mountain ranges of mainland Greece on the 
west and Asia Minor on the east, becoming very intense because of the 
Bernoulli phenomenon. Furthermore, simultaneously to the maximum wind 
gust, a major barometric pressure jump is noticed at all three episodes where 
wave development does not follow the S.M.B. prediction model, as it can be 
clearly seen in Fig. 9 of the Appendix. 

In all other cases examined, where the measured wave heights were 
close to the predicted ones rarely exceeding them, the High pressure system 
lies at the west over central Europe and the pressure gradient is mild causing 
winds of normally arising speed (Fig. 10) 

Fig. 10 Weather map dated on November 6th 1992, at 12:00 UTC. When the 
High pressure system lies at the west the pressure gradient is mild. 
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While the frontal systems pass over the measurements' region, the 
pressure jumps up to 9 milibars in total and on the order of 1 Mb per hour. 
In all three cases, the wave still rises following the pressure jump, even 
though the wind speed decreases. The relative isobar maps in Fig. 11 show 
clearly that a pressure front moves from north to south over the Aegean Sea, 
causing a forced wave which seems to reinforce the wind generated wave 
while interaction between them should be present, as well. Examining the 
barometric pressure records as well as the isobar maps of the events, we can 
estimate the speed of the pressure front propagation to be in the order of 
U=51 km per hour as the 610 km long Aegean basin was swept from north to 
south in about 12 hours. A resonant wave is therefore possible to be 
produced, since the face velocity at the specific depth of 22 m at the buoy 
location is C=Wgh = 52.2 km/hour « U, indicating the possible presence of a 
squall line surge (Thieke R., Dean R., GARCIA A., 1994). 

Pu&L"> A* ^*\, 

'^               \ 
i??^  4 ̂ 

Fig. 11 Weather map dated on February 8th 1993, at 06:00 and 12:00 UTC. 
The High pressures propagate from north to south over the Aegean Sea. 

Focusing on Fig. 6, it can be noted that during the three storm events 
where the wind is increasing in a normal way and there is no severe change 
in the barometric pressure, the wave development is generally over- 
estimated by the S.M.B. model. The dimensionless maximum wave heights 
appear close to the predicted values and they are all gathered together 
showing the maximum possible wave developed at this area under normal 
weather conditions. 
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On the other hand, considering the cases not complying with the SMB 
model, the dimensionless maximum wave height expressions show a 
tendency that unusually high significant waves can appear corresponding to 
relatively low wind speeds the fetch being constant, depend obviously on 
the pressure gradient propagation experienced. The corresponding 
characteristic wave periods of these cases are higher than the periods 
corresponding to the "normal" conditions, indicating long wave existence 
mentioned before (Fig. 12). Attention should also be paid to the characteristic 
periods of the maximum significant waves measured during the abnormal 
storms, being linear proportional to the wind speed. 
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X   8/2/93 
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A 6 I III 92 
9  21/11/92 

T "T" 

Fig. 12 Characteristic wave periods versus wind speed transformed to period 

The theory analyzed above in order to explain high waves measured 
corresponding to relatively low wind speeds at fetch limited conditions, is 
further supported by the storm episode of November 21, 1992. Even though 
it has the characteristics of the "abnormal" cases, it is well described by the 
S.M.B. model. Besides the fact that the wind speed rises very quickly and 
the pressure jump is intense (Fig. 13), the measured wave heights follow the 
S.M.B. model supporting even further the previous conclusion since the 
pressure front propagates from west to east as it seen in Fig. 14, not 
reinforcing the north wind generated waves as the buoy's location is 
sheltered from the west. 
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Fig.     Wind speed, significant wave height and barometric time series of the 
storm episode dated November 21,1992. 

Fig.      Weather maps of November 20th and 21st 1992, at 12:00 UTC. The 
Low pressure system travels from west to east not reinforcing the 

north wind generated waves. 
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Conclusions 

Even though waves seem to have similar characteristic parameters 
both in the ocean and in the small Aegean basin examined, the S.M.B. 
prediction model is proved to be insufficient to fully predict wave climate in 
the Aegean Sea, where strong orographic effects and peculiar weather 
conditions are present. 

It is necessary to consider all the meteorological factors involved to 
successfully predict wave heights under different weather conditions. 

The wind velocity gradient and the pressure jump, when propagates 
to the same direction of the wind blowing, are major factors in describing the 
development of the waves. The possible effect of the Cyclades islands lying 
in the middle of the Aegean basin on the wave development and 
propagation has also to be assessed. 

Large amount of measurements expected to derive from the Wave 
Measurement KYMATA network will hopefully give insight into the 
situation, now that a new perspective is applied. 

The S.M.B. prediction model seems not always to be adequate in fully 
describing the development of the waves, in the Aegean Sea. A special 
model should be applied, distinguishing at least the most critical differences 
(North from South winds and storm from squall events). 
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December 1st 1992 at 12:00 UTC January 31st 1993 at 12:00 UTC 

February 8th 1993 at 12:00 UTC 

Fig. 8 Weather maps over the East Mediterranean Sea and Europe 
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Fig. 9    Wind speed, significant wave height and barometric pressure time 
series of the storm episodes not complying with the SMB model. 



CHAPTER 35 

NON-REFLECTED MULTI DIRECTIONAL WAVE MAKER THEORY AND 
EXPERIMENTS OF VERIFICATION 

Kazunori ITO' ,  Hidehiro KATSUI2,   Masashi MOCHIZUKI3,  Masahiko ISOBE4 

ABSTRACT 

In the hydraulic model test in a wave basin, reflected waves from models of 
structures and walls of the basin reflect again at the wave maker. The re-reflected 
waves disturb wave field in the basin and consequently reduce the accuracy of 
experiments. We developed a non-reflected multi directional wave maker thory. By 
taking into account both current and past water elevation data in front of the wave 
paddles, the theory makes the wave makers possible to absorb reflected multi 
directional waves. Numerical simulations and experiments show that this theory is 
superior to the conventional theory in its efficiency of the absorption. 

1. INTRODUCTION 

In general, multi directional wave experiments using wave makers placed in a line have 
the following problems: an experiment area with a uniform wave field is small, and 
reflected waves from a model and/or a wave basin cannot be absorbed efficiently. In 
order to create a larger experiment area, reflecting walls are installed at the end of multi 
directional wave makers placed in a line[l], or wave makers are set in the J-shape[2]. 
These methods are very effective to enlarge an experiment area. However, when a 
model is surrounded by wave makers and/or a reflecting wall, re-reflected waves from 
these wave makers and/or a reflecting wall exert a large effect on the model; thus, it 
becomes important to absorb reflected waves. The method proposed by Kawaguchi[3], 
which uses the data on water surface elevation at the wave paddle front, has been put to 
a practical use for absorbing uni- directional reflected waves. Hiraguchi et al.[4] carried 
out experiments by applying this method to multi-directional wave makers to absorb 
multi-directional waves. However, as only an orthogonal wave direction against a wave 
paddle is taken into account in Kawaguchi's method, the absorptivity decreases when 
the incidence angle of reflected waves is oblique. Ikeya et al.[5] proposd the method' 
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for absorbing oblique waves using the data on water surface elevation at the front of 
two or more wave paddles. However, the absorptivity in this method also decreased due 
to the errors in computing reflected waves, as evanescent waves are not taken into 
account. Their theory does not have a wide application, because it stands on the 
assumption that a wave basin has side walls. Besides, as the above two methods take only 
a representative frequency into account, the absorptivity decreases when a wave has 
dominant frequency dispersion. 
This paper aims to establish a non-reflected wave maker theory for multi-directional 
waves in consideration of directional dispersion, frequency dispersion and evanescent 
waves[6], and to report the results of the basic experiments on oblique regular waves to 
verify the theory [7]. 

2. FORMULATION OF NON-REFLECTED WAVE MAKER THEORY 

Fig. 1 shows the coordinates used 
in the analysis: x- and y-axes in 
the horizontal direction, and z- 
axis in the vertical upward 
direction. 
Wave paddles are set along the x- 
axis. Here, let us take a piston- 
type wave maker by way of 
example to develop the theory. 

2.1. WAVE MAKER THEORY 

WAVE 
e : DIRECTION 

1T-^vrTT*IT-rJl » 
WAVE MAKERS  x 

Fig. 1 Definition of cordinate 

The fluid treated here is inviscid and unconsolidated. When a small amplitude 
wave theory can be applied to the wave and the amplitude of a wave paddle is small 
enough, the problems of wave making with the constant water depth are governed by 
the following equations: 

- + - d2^    <?20    <?2<& 
dx2 dy2      dz2 

dt 
dr\ (90 _ 

dt dz 
d<& dx 
dn dt 

~dz~ 
0 

:y = 0 

: z = -h 

(1) 

(2) 

(3) 

(4) 

(5) 

where, <P(x,y,z,t): velocity potential,    y   (x,y,t): water surface elevation,   g: gravity 
acceleration,  h: water depth,  n: normal direction,  X: displacement of a wave paddle. 

Now, the theory is developed for regular waves. By separating a variable 0, 
Eq.(6) can be obtained from Eq.(l) and (5). 

^y^^M^^Me^ (6) 
»=o cosh Kh 

When n=0, angular frequency   co and a wave number  kn in Eq.(6) satisfy the 
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dispersion relation Eq.(7) of a progressive wave component; when n=l to oo, they 

satisfy the dispersion relation Eq.(8) of an evanescent wave component. Here, kn is 

an imaginary number when n=l to  oo,   and  kn is the imaginary part of kn. 

CO1 = gkn tanh knh 

co2 = -gkn tan knh 
(7) 

(8) 

Next, use Eq.(4) as follows: 

dn 
y=0 

dy 
= U(x,y)F(z)e-i0" (9) 

where, U(x,y): amplitude of wave paddle velocity F(z): function of wave paddle motion 
(F(z) of a piston-type wave maker =7) 

By  substituting Eq.(6) into Eq.(9) and integrating in the vertical direction using 
orthogonality, Eq.(lO) can be obtained as follows: 

D d<t> 
U-- 

In the case of a piston-type wave maker, D„ and G„ can be obtained as follows, 
respectively. 

D. 
tanh kh 

2k 
1 + - 

2kji 

sinh 2k h 
:n = 0     = 

tan kh 

2k 
1 + - 

2knh 

sin 2k h 

m±Kh :n = Q 

k„ 

:n = l,2,3,-- (11) 

(12) 

If water surface elevation f]p of a progressive wave component is given as Eq.(13), 
U which is necessary for making a progressive wave can be determined as Eq.(14) from 
Eq.(lO) withy=0. 

t]p=ae 

U(x,0)-- 

;{k0(x cos9+y sind)-(Ot} 

D0 gaK 
G0   co 

sinf? 
i{kQ{xcose)} 

(13) 

(14) 

where, the subscript 0 represents a progressive wave, and a represents a complex 
amplitude of component waves. 

0„ of an evanescent wave is the solution of Eq.(15) and the boundary condition 

JS  " =   > then, from the relation in Eq.(lO), Eq.(16) can be obtained. 

dx2      dy2     K *"    ° 
D0G„ 

D„G0 mfin 

gak0 sin 6 /t0jrcos9-.v1/*„2 +*„2 cos2 e 

+ kn cos 6 

(15) 

(16) 

Therefore, when making a regular wave, the water surface elevation   T]e  of an 
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evanescent wave component at the wave paddle front (y=0) can be described as follows: 

77,(*,0,0 = -#§L iak0 sin 0 ikax cos 0-iiot 

Dfio^k2+k2co%26 (17) 

Thus, the water surface elevation at the wave paddle front can be obtained by adding 
the water surface elevation of a progressive wave component and that of an evanescent 
wave component as in Eq.(18): 

77O,0,f) = 1- 
D0Gn ik0sm6 

Dfio^} + k2 cos 6 
ae lkoxcos0-iO}t 

(18) 

Multi-directional waves can be described as superposition of component waves. 
Therefore, the wave paddle velocity Au)(x,y = 0,t) and the water surface elevation at 

the wave paddle front  rf° are obtained in Eq.(19) and (20), respectively. 

dn 
= Aw = Y Djo 8a'kj°   sin©  *''{*'•'* cose')-ai'} 

TAG*   »J 

TJl'\x,0,t) = ^i 
;=i 

Gi„Di 

^ GinD<„ 

ikj0smGj 

„=1 "jODjn  -yjkl+kJo COS2 6, ">ol 

i\kjnx cosOf-tOit) 

(19) 

(20) 

Both the actual wave paddle velocity and water surface elevation are real variables, 

thereby becoming the real parts in Eq.(19) and (20). Hereafter, a symbol ~~ in this 
paper stands for a real variable. 

2.2. ABSORPTION THEORY 

The conventional non-reflected wave maker theory[3],[5], where the water 

surface elevation measured at the wave paddle front is converted into a wave making 
signal, is based on a so-called feedback control. This method has a great advantage in 

the aspect of practical control. This paper develops a new non-reflected wave maker 

theory using the data on water surface elevation at the wave paddle front. 

In the case of non-reflected wave making, the water surface elevation at the wave 
paddle front (f^"1') is the sum of the water surface elevation of a progressive wave 

which is a target wave (f\^''), the water surface elevation of an evanescent wave which is 

created due to wave making (fjj-'^), the water surface elevation of a progressive wave 

component of a reflected wave (77 *r'), and the water surface elevation of an evanescent 
wave which is created due to the motion of wave paddle to absorb a reflected wave 

As   vj •«   ( = f}p
(0 + 77V;))     can  be 

can be obtained  as 
{rfp); that is,    (J7("M,(0+Tt(/)+V)+*7,lr>) 
calculated by Eq.(20), a reflected wave  ffr)   (=VP

[r>+iJe{r>) 

fj(.r)_^{m)_  (fij-'l+fjj''') .where no re-reflection occurs from the wave paddle since 
reflected waves are absorbed. 

The relation between the water surface elevation 77(r) at the wave paddle 
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front which includes an evanescent wave and the wave paddle velocity  A(r' is defined 

by transfer function  Hpe(cD,6)     as A{r)(x,0,t) = Hpe((O,6)f}(r)(x,0,t)   in the case of 

a regular wave. The concrete form of Hpe(co,9) is described in the following equation, 
which uses the real parts in Eq.(19). 

*V      '    Gn   co ^iD.Gn tt Dn°o ^jk2+k0
2 cos2 0 

(21) 

Assuming that a reflected wave 7J(r) is in a narrow band spectrum of frequency and 
wave direction, Eq.(22) and (23) can be obtained as follows: 

7J{r)(x,y,t) = Y,amcos(pm (22) 

(Pm = (k + Akn)[xcos(9+Aem)-ysm(e+A9m)]-{m + Acom)t + em (23) 

where, £m is a phase number. 
When   Hpe(a>,6) can be expanded around a representative frequency   ft) and a 

representative wave direction Q using Taylor expansion in consideration of the first 
order quantity, the motion velocity of a wave paddle which absorbs reflected waves can 
be obtained in Eq.(24). 

OO ~\   JJ oo T    77 oo 

Air)(x,Oj) = Hpt^am coscpm + —-*• x£ Acomam cosq)m + -=^X A0<A cos^ 

(24) 

Then, by obtaining a series of the second and third terms in the right side of 
Eq.(24) using simultaneous equations of f^r),   d2ffr)jdt     and     d2ffr) jdxdt'm 
consideration of the first order quantity, the motion velocity of a wave paddle can be 
expressed as follows: 

A"=Hptrf) + d^ 1 
da>    2ft) 

2 =(r) \ 

dHpe   1 

50   I 2 
C0tf?T?W- 

1 

XCOt0 

2ft) 
1 + - 

i2 £(r) 1 
2•<r> <?2f) 

o>r     &ft)sin0 (9x<?r 

(25) 

where, k ; wave number of a progressive wave against 0) 
c; phase velocity of a progressive wave against &> 

«: group velocity of a progressive wave against ® 
H *" : transfer function regarding a representative value 
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The second term in the right side of Eq.(25) is a correction term for frequency 
dispersion, and the third term is a correction term for directional dispersion. 

From the above equations, the wave paddle velocity ^r~> for absorbing can be 
calculated from a reflected wave; then, by subtracting J|<r) from the wave paddle 
velocity ^o for making a target wave, a wave paddle can be controlled. Thus, non- 
reflected wave making becomes possible. 

3. DISCUSSION ON THE THEORY THROUGH NUMERICAL CALCULATION 
3.1. DISCUSSION ON AN EVANESCENT WAVE 

An evanescent wave 
occurs due to the difference 
between the wave paddle 
motion and a vertical 
distribution of horizontal 
water particle velocity of the 
target wave. The amplitude of 
an evanescent wave becomes 
largest at the wave paddle 
front, and decreases in 
accordance with the distance 
from a wave paddle. 

Fig. 2 shows the ratio 
of progressive wave 
amplitude and evanescent 
wave amplitude, when a 
regular wave is created using 
a piston-type wave maker. 
From the  figure, it  is clear 

18 r- 

16 < 
14 
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10 

4   - 
I I— 

2   - 

90 

kh 

^•^2.0 :                     i 

'         ^^\      ' 
; 

i               i              ? • _;                   i                   T 

 i 1 i 1 
80 70 

WAVE DIRECTION $' 
60 50 

Fig.2 The ratio of progressive wave amplitude and evanescent 
wave amplitude 

that when a piston-type wave maker creates a deep-sea wave with the large ratio of 
wavelength and water depth kh, an evanescent wave is more likely to occur; while, as the 
wave direction is tilted, it occurs less frequently. 

Therefore, in the control method where a reflected wave is detected by using the 
water surface elevation at the wave paddle front, an evanescent wave must not be 
neglected. By taking into account of this wave, the absorption of a reflected wave is 
expected to be improved. 

3.2. DISCUSSION ON    NON-REFLECTED CONTROL 

In a practical use of a reflected wave absorption control, a reflected wave is 
detected by a wave gauge installed on the wave paddle front as in conventional methods. 
Therefore, the differential of the theoretical equation(25) is necessarily approximated 
with finite- differential. Besides, it is not easy to give a representative wave direction in 
advance. For some structural models, a representative wave direction of a reflected wave 
is particularly difficult to predict. In the case of a floating model, wave direction of a 
reflected wave reaching a wave paddle varies from hour to hour according to the 
motion of the model. Here, a practical calculation method is adopted; as for a 
representative frequency, a representative value of the wave to be created is given in 
advance, and a representative wave direction is approximated using Eq.(26) and (27). 

0{t) = COS 
' -dri<-r)/dx 
-c 

dfi(r)/dt 

m = U(N-i)e(t-At)+d(t)) 
Nl 

(26) 

(27) 
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where,    ^': wave direction at the time t 

"w; a representative wave direction 

N is the value obtained by dividing the elapsed time of absorption control of 
reflected waves by the intervals of sampling of water surface elevation (Af)» that is, the 

number of times of sampling, d/dx is the mean finite-differential of the second order, 
which is calculated from the data on water surface elevation at the front of two or more 
wave paddles. When d/dt is defined as the unilateral finite-differential of the second 
order and d2/dt2 is as the unilateral finite-differential of the first order, they can be 
calculated from the data on water surface elevation measured in the past using a water 
gauge. As shown above, the characteristic of absorption control in this theorv is the use 
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of data on water surface elevation at the wave paddle front and the past data. 
As a result of numerical calculation without approximating the derivation in Eq.(25), 
this theory was proved valid regardless of a wave direction or water depth. Next, by 
approximating the derivation in Eq.(25), numerical calculation was conducted. The 
conditions of a reflected wave include Bretschneider-Mitsuyasu spectrum, Mitsuyasu- 
type directional function (Smax=10), significant wave height 3cm, significant wave 
period 0.7s, 1.0s, 1.5s, and the water depth 0.3m, 0.75m. Wave direction against the 
peak wave direction is in the range of ±30°   . The frequency range is 0.5 to 1.5 times 

and 0.5 to 2.0 times as large as the peak frequency fp. The intervals of wave gauges (A 
x) is 0.25m, and ^V is given as 0.01s. Using these, it is quantitatively examined using 
the absorption rate E which is defined by Eq.(28). 

1--J(j0
r(A(^o.')-A,(*.o./))2*)/(jo

,"A(*.o,02*) xlOO (28) 

A (x 0 t) where, ^v '  ' ': the wave paddle velocity in Eq.(19) 

A.(x'°'0: the wave paddle velocity in Eq.(25) 

For comparison, the results of conventional method are also shown: in the 
conventional method, there are no second and third terms in the right side of Eq.(25); 
sin   d  in the right side of transfer function equation(21) is 1; and the total series is 0. 

Fig.3 shows the comparison of the absorption rate when the peak frequency of a 
reflected wave, water depth and the frequency range are varied. From (a) and (b), it is 
clear that when the peak frequency is Is, this theory is superior to the conventional 
method in   terms of absorptivity, regardless of the  water depth.  When  frequency 
becomes 1.5s as in (c), the ratio of the wave gauge space and the wavelength (Z±x/L) 
becomes smaller and the approximation becomes more accurate, thereby improving the 
absorptivity. On the other hand, in (d) where frequency is 0.7s and the water depth is 
0.3m, the accuracy of approximation decreases, showing no significant difference from 
the conventional method. Therefore, when the frequency range of reflected waves is 
about 0.5 to 1.5 times as large as fp, this theory is significant on condition that Ax/L is 
0.33   or   smaller.   In   (e) 
where the frequency range 
is larger (0.5 to 2.0 times 
as large as fp), this theory 
exceeds  the  conventional 
method on condition that 
the     wave     direction     is 
around 90°   ; however, as 
the wave direction is tilted, 
there becomes no 
difference       from       the 
conventional method. This 
is caused by the limit in 
assuming  a narrow band 
spectrum and the error in 
approximation. 
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Fig.4    The C-shape multi directional wave makers 

4. EXPERIMENTS ON REFLECTED WAVE ABSORPTION 
4.1. EXPERIMENTAL EQUIPMENT AND METHOD 
(1) EXPERIMENTAL EQUIPMENT 
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A multi-directional wave maker is a multiplex piston-type wave maker, 
consisting of 52 wave makers. Two capacitance-type wave gauges were installed with a 
space of 25cm on a 50cm-wide wave paddle: one at the front of a driving shaft, the 
other in the middle of two driving shafts. As shown in Fig.4, multi-directional wave 
makers were arranged in the C-shape within a wave basin (35 X24m). The number of 
wave makers on each side was 15, 22, and 15, respectively. The L-shape installation is 
also possible: 30 wave makers on the long side and 22 on the short side of the wave 
basin. Cut-off walls called guide walls were installed at each corner of the C-shape. The 
neutral point of each wave paddle can be shifted arbitrarily within the range of ±40cm 
stroke. The power of each driving shaft can also be adjusted arbitrarily. 

(2) EXPERIMENTAL METHOD 

The experiment was carried 
out by  making waves from 
WAVE   MAKER   1   and   2 
shown   in   Fig.5,   with   the 
WAVE MAKER 3 serving as 
absorption    control    as    in 
Eq.(25).       Following       the 
method proposed by Toida et 
al.[8],   the   power   of   five 
driving shafts installed at the 
ends of the wave makers  1 
and 2 (C, F) was controlled to 
be 100% to 0%, in order to 
decrease     the     effect     of 
diffraction   waves   from   the 
ends. In addition, in order to 
decrease     the     effect      of 
diffraction   waves  from   the 
corner, the method of shifting the neutral point of wave paddles[7] was adopted. In 
absorption control in Eq.(25), both ends were controlled for the purpose of decreasing 
diffraction waves. 

The water surface elevation at the front of WAVE MAKER 3 was measured at 
the lattice points (24X 15) with a 30cm-space, as described by hatching in Fig.5. 

4.2. DISCUSSION ON AN EVANESCENT WAVE 

WAVE MAKERS 2 

Fig.5 Mesurement area and difinition of wave direction 

Regular waves were 
made in the vertical direction 
from the wave makers 2 in 
Fig.5, then both the water 
surface elevation at the wave 
paddle front and an evanescent 
wave were measured. The 
measurement conditions were: 
frequency changing from 0.7s 
to 1.0s and 1.5s, water depth 
from 50cm to 60cm, 70cm 
and 80cm, and wave height 
from 0.5cm to 0.8cm. 
Fig.6 shows the relation of the 
ratio of wavelength and water 
depth  kh  and the amplitude 
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ratio of a progressive wave component and an evanescent wave component 7 / TJ p, 

when #=0° , along with the theoretical curve for comparison. It is clear from the 
figure that the experimental values agree well with the theoretical values. When kh<2, 
y / y p was less than 0.02 which can be disregarded; whereas when kh >3, it can no 

more be disregarded. Since an evanescent wave is also a wave direction function, the 
more the wave direction became oblique, the smaller the value of r> / r? p became. For 

example, when water depth was 80cm, frequency 1.0s, and wave direction 45 ° , rj J 7/ p 

was about 0.03. 

4.3. CAPABILITY OF NON-REFLECTED WAVE MAKER THEORY FOR REGULAR 
WAVES 

Fig.7 shows the wave height distribution 
when absorption control on the WAVE MAKER 3 
was conducted against an incident wave with 
frequency 1.0s, wave direction 45° , wave height 
5cm, and water depth 80cm. For comparison, 
Fig.7 also shows the case where the WAVE 
MAKER 3 was fixed to serve as a reflecting wall 
and the results of conventional method. 
When the WAVE MAKER 3 absorbed an incident 
wave, created waves formed a wave field; when it 
did not, incident waves and reflected waves formed 
a two-directional standing wave field. In Fig.7(a), 
a standing wave field was formed at the front of 
the WAVE MAKER 3; in (b) where wave direction 
was disregarded, though the wave height 
fluctuation became smaller, a standing wave field 
was also formed. This means that absorptivity 
decreased because the wave direction was 
disregarded.  On  the other hand, in  (c)   where 

UNIT : cm 8 
°"-^ 

(a) Reflecting wall 

UNIT : cm 
45°\: 

(b) Conventional method (c)Author's method 
Fig.7 The contour of the wave heights 
(Regular wave:T=ls,H=5cm, 6 =45° ) 
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absorption control was conducted using Eq.(25), the wave height distribution showed 
uniformity. However, around A, at the end of the wave makers, showed a tendency to 
form a standing wave field. 

Fig.8 shows the similar results, when frequency  was given  as 1.5s.  The 
absorptivity by Eq.(25) was high. 
(Regular wave:T=ls,H=5cm, #=45° )Fig.9 shows the results when the wave direction was 

60° . Though the pattern of isolines was slightly different, there was no significant 
difference in the region where a standing wave field was formed and in the isoline 

UNIT : cm        0 =45 

(a) Conventional method (b)Author's method 
Fig.8 The contour of the wave heights 
Regular wave:T=1.5s,H=5cm, 6 =45°  ) 

UNIT : cm       6 = 60° \^J 

(a) Conventional method (b)Author's method 
Fig.7 The contour of the wave heights 
Regular wave:T=l .5s,H=5cm, 0 =60°  ) 



454 COASTAL ENGINEERING 1996 

values. Thus, it is judged that both absorption controls had the same degree of 
absorptivity. 

4.4    CAPABILITY OF NON-REFLECTED WAVE MAKER THEORY FOR MULTI 
DIRECTIONAL WAVES 

The experiments were carried out to investigate capability of absorption for 
multi directional waves. WAVE MAKER1 and WAVE MAKER 2 generated multi 
directional waves and WAVE MAKER 3 absorbed waves propagating toward 
WAVE MAKER 3. WAVE MAKER 3 was driven by using author's method or 
conventional method for the sake of comparison. Furthermore WAVE MAKER 3 was 
controlled as the reflecting wall. The water elevations were measured by STAR 
ARRAY that was located in front of WAVE MAKER 3 (Fig.5). Directional 
spectrum were calculated by using Expanded Maximum Entropy Principle 
Method(EMEP). Since EMEP can not estimate the phase interaction of incident and 
reflected waves, STAR ARRAY was set over one wave length (2.7 m) distant away 
from WAVE MAKER 3. 
In the experiments, the wave generated by WAVE MAKER1 and 2 had 
Bretschneider-Mitsuyasu spectrum, Mitsuyasu type directional function ; Smax= 10,70, 
H1/3=5cm, T1/3=ls and   #p=45°   .   Smax is spreading parameter, H,;3   significant wave 

height, T1/3   significant wave period,     6 p is principal wave direction. 
Fig. 10   shows the directional spectrum in the case of Smax=70.   In the case of 

WAVE MAKER 3 being the reflecting wall (Fig. 10 (a) ), three peek frequency appear 
at around 0°   , -45°   and 45°   . The wave direction of incident component waves 
appears at about 45°   . Reflected component waves corresponding to the incident 
component waves propagate to the direction of -45° . The component wave of 
which frequency is about 0.9Hz can be understood as the component waves that 
propagate crosswise between WAVE MAKER 1 and 2. On the other hand , the 
reflected component waves less than 1.3Hz can not be seen in the case of author's 
method (Fig.10 (b) ). This figure indicates that the author's method can absorb multi 
directional waves effectively. And the directional spectrum analysis showed the 
similar results for Sraax= 10    and   Smax=70. 

But, the results of directional spectrum   analysis did not indicate the remarkable 
difference between author's method and conventional one. 

The conventional method can effectively absorb the wave trains which 
propagate toward the wave paddles only at a right angle. But this can not absorb the 
wave trains coming obliquely to the wave paddles. Thus reflected waves should remain 
in the basin. Now we try to explain the reason why the directional spectrum could not 
show the remarkable difference between the author's method and the conventional one. 
In the calculation of directional spectrum , cross-spectrum must have presumption 
error and smoothing operation is indispensable for cross-spectrum analysis. 
Consequently, it is judged that the influence of the reflected waves vanished in the 
process of the calculation. 

Fig.11   shows     significant  wave  heights(hl ~ h4)   at  STAR  ARRAY. 

Legends(#, <0,B)   indicate the difference of the control method of WAVE MAKER 

3; • for standstill as a wall, O for control by the author's method , • for 
control by the conventional one. As shown in figure(Smax=70), each significant 
wave height does not show the large difference between the author's method and the 
conventional one and distribution of H1/3 is uniform. But, for Sm„=10, the significant 
wave heights of the conventional method is not specially uniform . This attributes to 
the disturbance caused by the reflected waves from WAVE MAKER 3. Therefore, we 
may conclude that as an angle between wave direction and wave paddle is large, the 
conventional method can not absorb   oblique wave groups with such wave directon. 
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Fig. 11 The comparison of the wave heights at STAR ARRAY 

5. CONCLUSION 

This paper established a non-reflected wave maker theory for multi- directional 
waves considering evanescent waves as well, using the data on water surface elevation at 
the front of two or more wave paddles and the past data. From the results of numerical 
calculation and experiments, this theory was proved to have higher absorptivity than the 
conventional method. 
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CHAPTER 36 

Fifty Years of Wave Growth Curves1 

Paul C. Liu2 

Abstract 

It has been over fifty years since the public 
release of the well-known monograph of Navy H.O. 601, 
prepared by Sverdrup and Munk (1947) during World War 
II. In celebrating 50th anniversary of the 
International Coastal Engineering Conference that was 
started in 1948, it is of interest to revisit the wave 
growth curves developed in H.O. 601 and compare them 
with a recent study on wave growth curves (Donelan et 
a1. 1992). It is clear that while significant progress 
has been made over the last 50 years, Sverdrup and 
Munk's original idea still prevails in light of modern 
developments. 

Introduction 

The mid years of the decade of 1990s observe many 50th 
anniversaries of events that relate to the end of World 
War II. The end of the war marks the start of two 
important events that are of interest to coastal and 
ocean engineers: the public release of the well-known 
monograph of the Navy H.O. 601 by Sverdrup and Munk 
(1947) and the beginning of the International Coastal 
Engineering Conference. These two events practically 
ushered in the modern era of wind wave studies, and on 
this Silver Conference of ICCE it is interesting to pay 
a return visit to Sverdrup and Munk's wave growth 
curves given in H.O. 601 and to compare them with the 
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recent study of wave growth curves given by Donelan et 
al. (1992). This paper summarizes the essentials of 
the development of the two growth curves 50 years apart 
to show the differences in general approaches and the 
significance of the conceptual basis of H.O. 601 that 
prevails over time and still appears refreshing in 
light of modern achievements. 

The Wave Growth Curves According to Sverdrup and Munk 

When Sverdrup and Munk set out to develop 
techniques for wave forecasting in the early 1940's in 
support of U.S. amphibious operations during World War 
II, the state of knowledge at the time was based mainly 
on empirical relationships. Notable results such as 
that maximum wave heights are proportional to the 
square root of the fetch and that wave height is 
proportional to the wind speed or the square of the 
wind speed, all dependent on dimensional constants. 

Sverdrup and Munk started the initial efforts to 
realistically model the wind waves by examining the 
growth of waves on the basis of energy considerations.. 
They formulated the fetch  equation  as 

c dE    E dc 
—T~+—r=R, +K 2 dx     2 dx       ' 

where E is the mean energy per unit surface area, c is 
the wave phase speed, and Rt and Rv are the energy 
transferred to the waves at the sea surface due to the 
tangential stress and normal pressure of wind, 
respectively. 

By formulating the physical considerations of Rt 

and RVI incorporating measured information available at 
the time, and normalizing significant wave height, H, 
wave phase speed, c, and fetch, x, with wind speed, U, 
and gravitation acceleration, g, they were able to 
derive analytical expressions for dimensionless wave 
height, gH/xf, and dimensionless wave speed, c/U, (the 
wave age,) as functions of dimensionless fetch, gx/U2. 
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In essence they focused on the two basic 
parameters, the wave age j3 = c/U and the wave steepness 
8 = H/L, L is the wave length, where empirical 
functional relationships between the two can be deduced 
from the above fetch equation. They then derived three 
separate expressions for gx/lf in terms of /? and 8 
over three divided ranges of p. Wave height relations 
were then obtained in the dimensionless form from 
linear theory as 

^ = 2# = /(^; 

Following these developments, the final analytical 
expressions given in H.O. 601 also included no less 
than 17 empirical constants. These growth curves are 
plotted in Figure 1 as thin solid lines along with the 
historical data originally used. 

The developments of Sverdrup and Munk clearly set the 
stage for modern wind wave prediction and study. Their 
innovative introduction of the concept of significant 
waves based on statistical considerations is still the 
most basic and effective parameter used in 
characterizing wave field parameters. One might 
conclude that is also part of Sverdrup and Munk's 
innovations. However, the use of dimensionless 
parameters was actually suggested to Sverdrup and Munk 
by Morrough P. O'Brien based on intuitive understanding 
of fluid mechanics and knowledge of similitude and 
model laws2 (Wiegel and Saville, 1996.) The practice 
of correlating dimensionless parameters gH/xf and c/U 
with respect to gx/lf is still widely used today as 
part of the basic analysis of wind and wave 
measurement. 

2The author is indebted to Prof. Wiegel for pointing 
out this important historical fact to him. 
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Figure 1. H.O. 601 growth curves and data as compared 
with later and more recent developments. The original 
H.O. 601 curves are shown as thin solid lines The 
results of JONSWAP, Mitsuyasu, and others are 
summarized in dashed lines as given in Hasselmann 
(1982). The results of Donelan et al. (1992) are shown 
as the thick solid curves. Nondimensional significant 
wave height, H,", and wave period, T*, are plotted as 

functions of nondimensional fetch, X* . 
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An Ode to H.O.601 

Sverdrup and Munk prepared the H.O. 601 that 
established the physical foundations for wind wave 
predictions and subsequent wave studies. Bretschneider 
(1952) made further analysis with additional data and 
developed practical curves that became the widely used 
SMB (Sverdrup-Munk-Bretschneider) method of wave 
forecasting. With the advance of spectrum analysis in 
the 1950's and increasing use of computers in the 
1960's, along with new instrumentation and measurement 
techniques, new approaches have subsequently evolved. 
But the basic principles implemented in H.O. 601 have 
been continuously practiced, some maybe unwittingly, by 
most of the later wind wave analysis and model 
developments. 

Hasselmann (1984) in an article that pays tribute 
to Walter Munk's 65th birthday, entitled "An Ode to 
H.O.601," presented a comparison of the H.O. 601 growth 
curves with modern data of JONSWAP program (Hasselmann 
et al., 1973) and Mitsuyasu (1969) as shown in Figure 
1. He commended the legacy of H.O. 601 and concluded 
that "The progress in measurement techniques has 
clearly been commensurate with the progress in wave 
modeling." More recent modeling developments (Komen et 
al.,   1994) appear to substantiate this effect. 

The Wave Growth Curves of Donelan et al. 

The work of Donelan et al. (1992) provides an 
interesting account of the current state of the art of 
the wave growth curve studies. They explored the 
fetch-limited wind wave growths, using the wind and 
wave measurements from a linear array of five towers 
located along the prevailing wind direction on the 
eastern shore of Lake St. Clair, and found the 
differential growth of spectral wave energy between the 
towers, AEI Ax, to be a linear function of local wave 
age, UIcp, where U is the wind speed, and cp the 
phase speed of the waves at the spectral peak as: 
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AE 
-£ = 0.78 x 10" 
2gE Ax 

— -0.83 

Note that the right-hand side vanishes at UI cp =0.83, 
which is the well-established condition for a fully 
development wave field (Pierson and Moskowitz 1964.) 
Now combining the differential equation with that of 
the    well-known    empirical    relation    between 
nondimensional energy, e = g2EIU4 , and wave age 
substantiated by most of the measurements made from 
many parts of the world: 

£ = 0.0023 
' u ^ 

c 
V P J 

readily yields the following fetch relations: 

and 

X   = 4.0946 xlO4 In 
l-5,5414e3 

-2.2690 x10s l + 2.7707e3 

X*= 4.0946 xlO4 In 

U_ 

U 
-0.8302 

•3.3992x10' 
U 

- + 0.4151 

where X      is the nondimensional fetch gx/U   . The 
corresponding results of these two equations are also 
plotted as the thick solid lines in Figure 1 in which 

H* =Ag4elU1    and T*=cpIU    are used to facilitate the 
comparison with original H.O. 601 curves. An 
examination of Figure 1 indicates that the results of 
Donelan et al. (1992) are lower than the H.O. 601 
curves, but reach the fully developed stage much later. 
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In general, however, while data measurement and 
analytic modeling have made significant progress over 
the past 50 years, the ingenuity of Sverdrup and Munk's 
original development with very limited available data 
not only helped the Allied forces during the North 
Africa operations that led to WW II victory, but also 
remained reasonably close to the modern and latest 
measurements. 

Concluding Remarks 

For the most part, the wave growth curve 
developments of Sverdrup and Munk and that of Donelan 
et al. (1992) are basically similar. Both are 
basically started on available measured results 
followed by analytical derivations. With limited data 
Sverdrup and Munk's development required 17 constants 
for the operation. Donelan et al., however, with much 
more and better established data and analysis relied on 
four empirical constants. The current state of the art 
of wind wave modeling as given in the comprehensive 
book by Komen (1994) cautioned that "Despite the 
progress, we still are not able to make wave 
predictions that always fall within the error bands of 
the observations." It appears that after 50 years 
development and progress on wave modeling and wind wave 
studies, while wave modeling techniques have made 
significant progress for practical applications, there 
is ample room of further progress and enhancement 
remain to be explored. 
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CHAPTER 37 

DEVELOPMENT OF A THIRD GENERATION SHALLOW-WATER 

WAVE MODEL WITH UNSTRUCTURED SPATIAL MESHING 

Michel BENOIT ', Frederic MARCOS \ Franchise BECQ2 

Abstract 
A numerical third-generation wave model dedicated both to deep water and near- 
shore applications is presented and applied to several test-cases to highlight its 
capabilities. Among its main features, this model uses a finite-elements technique 
for the discretization of the modelled area, which makes it suitable to represent 
complex bottom topographies and irregular shorelines. Furthermore, the piece-wise 
ray method used for wave propagation allows to use rather large time-steps, which 
in turn allows to keep the computational time at a very moderate level. The 
implementation of shallow-water physics in the model is also described, in 
particular with respect to depth-induced breaking. Several applications of the model 
are presented and compared to field or laboratory data for their validation. Finally, 
the main research and development items are mentioned and discussed. 

l. INTRODUCTION 

Although originally developed for deep water applications and meteorological 
purpose (e.g. WAMDI Group, 1988), spectral "phase-averaged" wave models are 
presently being extended towards the near-shore and coastal domains. This 
extension implies first to improve the physics of the numerical models so that they 
become able to reproduce shallow-water effects. Several efforts have already been 
attempted in this way by developing numerical formulations for bottom friction, 
depth-induced breaking and non-linear interactions between triplets of waves (the 
so-called "triad-interactions") (e.g. Ris et al., 1994 ; Van Vledder etal., 1994). 

A second point to consider is the ability of the model to deal with the complex 
bottom topography of coastal and near-shore areas. Compared to oceanic 
applications, these shallow-water domains usually need a finer spatial discretization 
to properly represent bathymetric gradients and irregular shorelines. This requires a 
number of properties from the numerics of the wave model (discretization 
techniques, integration schemes) which are usually not encountered in present third- 
generation wave models. For instance, if one wishes to apply the WAM model to 
local areas, the size of the finite-difference spatial grid has to be decreased over the 
whole domain, which highly increases the number of computational points and 
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often leads to use nested grids. Furthermore, the explicit scheme for wave 
propagation in WAM will then imply a strong decrease of the time-step in order to 
ensure that the Courant Number remains lower than 1. This, in turn, will cause a 
significant increase of the computational time, so that the computation will likely 
become unrealistic at an operational stage. 

This paper deals with the development of a third generation spectral wave code 
applicable to deep water oceans, but also dedicated to shallow-water domains. This 
model, named TOMAWAC (which stands for "TELEMAC-based Operational 
Model Addressing Wave Action Computation"), is included in the TELEMAC 
modelling package developed by LNH, which contains numerous finite elements 
modules covering a wide range of maritime hydrodynamics applications. 

The TOMAWAC model is presented in Section 2. Special attention to the 
implementation and validation of depth-induced breaking is paid in Section 3. 
Section 4 presents the application of the model on a test-case of waves propagating 
on a current whirl. In Section 5, the model is applied to the simulation of an actual 
storm in the North-eastern part of the Atlantic Ocean and in the Channel. Finally, 
present and future research items are presented and discussed in Section 6. 

2.   PRESENTATION OF TOMAWAC WAVE MODEL 
2.1 Main modelling equations of TOMAWAC 
TOMAWAC solves the wave action conservation equation (or wave action 

balance equation) in spherical or Cartesian co-ordinates for infinite or finite water 
depth. The wave action density N is defined as the ratio of directional variance 
density F to relative (or intrinsic) angular frequency a : N = F / a. 

The directional variance density F(f,9) corresponds to the "classical" directional 
spectrum of waves and models the way the wave energy (or variance) spreads over 
frequency f and direction 0. _^ 

In the presence of a current field U, the action density is conserved (Bretherton 
and Garret, 1968). This leads to the following equation for the variance density 
F(x, y, fr, 6, t), expressed in TOMAWAC as a function of time t, spatial Cartesian 
co-ordinates x and y, direction of propagation 9 and relative frequency fr: 

^ + Q«+Cy^+Ce«+Cfr«=B.Q (1) 

with :        F(f,e) = %^- F(fr,G) 
Cg + U.k/k 

The absolute angular frequency co = 2TC .f   (as observed in a fixed frame of 
reference) is related to the relative angular frequency c = 2u f r (as^observed in a 
frame moving with the speed U) by the Doppler equation :   CO = a + k.U. 
where k is the wave-number vector, as given by the dispersion relation for linear 
waves as a function of water depth d :      o~2 = g k tanh(k.d) 

The transfer rates in space, direction and relative frequency are computed 
according to the linear wave theory : 

cx = cg.slne + ux 
Ce = -iad^-k-^ 

Cy = Cg.cos9 + Uy 
C^i(|(|+Ugradd)-Cgk.^ 
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n is the direction perpendicular to wave propagation direction and s 
corresponds to the direction of propagation (given by 9). The coefficient B results 
from the fact that the conservation equation must be basically written for the action 
density expressed as a function of wave number :   B = C.Cg / (2n a2). 

C = a I k and Cg = da 13k are the phase and group speeds respectively. 
The TOMAWAC model is unsteady (variable wind forcing conditions usually 

given by the wind-speed 10 m above the sea surface), but the current field U is 
assumed to be steady in version 1.2 of the code, as well as the water depth. 

2.2 Modelisation of source and sink terms in TOMAWAC 
In the Q term at the right-hand side of the balance equation (1), TOMAWAC 1.2 

operationally includes the following physical processes : generation by wind (Qin), 
dissipation by white-capping (QWc), bottom friction (Qbf) and depth-induced 
breaking (QbrX non-linear interactions between quadruplets of frequencies (Qnl4)- 
For each of these processes, several state-of-the-art formulations, calibrated against 
data from experimental campaigns in the field, are available in TOMAWAC and 
summarized in Table 1. The presentation of all the formulations is clearly out of the 
scope of this paper and can be found in the mentioned references. However, a more 
detailed presentation of depth-induced breaking is given in Section 3. In addition to 
these processes, a term modelling the non-linear transfers between triads of waves 
in shallow water (Eldeberky and Battjes, 1995) is presently under development and 
will be soon operational for use. 

Formulation 1 Formulation 2 Formulation 3 

Qin 
wind input 

Janssen(1991) Snyder etal. (1981) 
+ u* from drag law 

Snyder et al. (1981) 
+ u* from Charnock 

Qwc 
white-capping 

Komen etal. (1984) Janssen (1991) 

Qnl4 
quadruplets 

Hasselmann etal. 
(1985) 

Webb (1978) 
(under development) 

Qbf 
bot. friction 

Bouws and Komen 
(1983) + JONSWAP 

Madsenera/. (1988) Christoffersen and 
Jonsson (1985) 

Qbr 
surf-breaking 

Battjes and Janssen 
(1978) 

Thornton and Guza 
(1983) 

Roelvink (1993) 

Table 1 : Review of source and sink terms available in TOMAWAC 1.2. 

2.3 Numerical aspects of TOMAWAC 

2.3.1 Spatial and spectral discretizations 
Finite elements spatial discretization 
Spectral wave models usually use finite differences grids for spatial meshing. 

This may however become a limitation for nearshore applications, where complex 
bathymetry and irregular shoreline often require a refined resolution. As already 
mentioned in the introduction, the first solution to this problem is to use nested 
grids, but this implies an heavy management of input/output files, complicates 
programming and significantly increases the computational effort. 
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The finite elements technique used in TOMAWAC (and in all the models of the 
TELEMAC system as well) overcomes this problem quite elegantly because the 
user can determine locally the size of the mesh and then optimize the number of 
nodes according to the accuracy expected in the various parts of the computational 
domain. The maritime area to be modelled is then discretized in a number of 
triangular elements whose size may be varied according to the desired resolution. 
This unique feature allows for instance to have on a same grid large oceanic areas 
(with mesh size in the order of several hundreds of kilometres) and nearshore areas 
(with mesh size in the order of one kilometre or less). Examples of spatial grids 
used by TOMAWAC are given in the following sections of this paper dealing with 
applications and validation test-cases. 

Directional-spectral discretization 
The range [0 ; 2ix] of wave directions is discretized in a number of equally 

spaced directions. This number of directions usually lies between 12 (A9 = 30°) and 
72 (A0 = 5°). The discretized frequencies follow a logarithmic distribution 
(fi+1 = (l+e).fj). The number of frequencies usually lies between 15 and 30. This 
results in a directional-spectral grid for the directional wave spectrum which is 
regular over directions and logarithmic over frequencies. 

2.3.2 Numerical schemes 
The wave action balance equation is solved in TOMAWAC by a fractional step 

method, including : 
• a convection step (left-hand side of the balance equation (1)): 

M+v.g2(B.F) = 0      with:   V=(Cx;Cy;Ce;Cfr) 

• and a source terms integration step (right-hand side of the equation (1)): 

*• •   ' = B.Q    which reduces to : — = Q      as B is independent of time. 
9t 3t 

Propagation step : 
The convection step is treated by a piece-wise ray method or method of 

characteristics. Due to the fact that the convector field is stationary, the 
characteristics curve have to be computed only once, at the beginning of 
computation. The results are stored in computer memory. At each time step, the 
convection step is thus reduced to an interpolation, which allows to save a good 
amount of computing time. 

Source terms step 
The source terms integration is carried out through a weighted implicit scheme : 

E"+1 - F* = a.Q* + (1-a). Qn+1 

Ats^ 
where F* is the value of the variance spectrum after the propagation step and Q* 

represent the value of source-terms based on F*. 
Choosing a = 0 (a = 1) makes the scheme fully implicit (explicit). In one selects 

a = 0.5, this scheme reduces to the semi-implicit scheme used in the WAM model 
(WAMDI Group, 1988). 

2.3.3 Vectorization 

TOMAWAC is fully vectorized and may be run either on super-computers or on 
workstations, depending on the size of the computational domain. 



THIRD GENERATION WAVE MODEL 469 

3. IMPLEMENTATION OF DEPTH-INDUCED BREAKING IN TOMAWAC 
The modelling in TOMAWAC of energy dissipation due to depth-induced 

breaking is achieved by solving two successive problems : (i) estimation of the total 
energy dissipation due to breaking for the whole directional wave spectrum and (ii) 
distribution of this total dissipation over both frequencies and directions. 

(T. Total dissipation of wave energy due to breaking: 
The transformation of statistical parameters of an incident random wave train 

across the surf zone can be basically treated by two classes of models both based on 
the wave energy balance. The "probabilistic models" are based on a wave-by-wave 
approach (e.g. Dally, 1992) and offer a detailed description of the transformation of 
wave height distribution. This type of models was however not selected in 
TOMAWAC because of their important computational cost. The second class of 
models, the so-called "parametric models", assumes that the wave height 
distribution p(H) and the breaking probability conform to distributions whose 
shapes are a priori known all along the bathymetric profile. By combining these 
distributions with a dissipation rate per breaking wave, the total dissipation term D 
is obtained as a function of local wave and bathymetric parameters. As mentioned 
in Table 1, three such parametric models together with a model based on turbulence 
considerations for monochromatic waves have been implemented in TOMAWAC : 

• Battjes and Janssen (1978) model (BJ78) : The authors assume that the local 
depth limits the wave heights in the distribution to a maximum height Hra which is a 
function of water depth and incident conditions (Miche criterion). So the wave 
height distribution follows a Rayleigh distribution clipped at 11=1^. All the waves 
having a wave height of Hm are assumed to break. The dissipation rate per unit area 
for a breaking wave is evaluated by using the analogy with an hydraulic jump. As 
the breaking wave height Hm is assumed to be in the order of water depth, the 
combination with the fraction of breaking waves Qb leads, after algebraic 
manipulations, to the formulation for the breaking dissipation rate: 

D = ^fpPgHr with   a = 1 

Hm is given by :   Hm=&S8 tanh| y kA\       with  0.5 < y < 0.8 
k V    0.88' 

.0.88 
k V • 0.88/ 

Note that in shallow-water the above criterion reduces to : Hm = y.d. 

BJ 78 Probability for • nave to break 

Rayldfh 

Probability for a wave to break 

Wl 

RO 93 Probability for a wave to break 

Wetbtill 

Figure 1; Schematic diagram of parametric surf-breaking models, 

• Thornton and Guza (1983) model (TG83) : Based on field observations, the 
authors assume a Rayleigh distribution for the wave heights even in the surf zone, 
but propose two different formulations for the breaking probability. The first one 
assumes that all waves may break with the same probability, so the repartition of 
breaking waves, pbl(H)=W,(H).p(H) is directly proportional to the Rayleigh 
distribution (figure l.b). As, in general however, the largest waves of the 
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distribution are more likely to break, another formulation W2 (leading to pb2(H)) is 
formulated. The average dissipation rates are obtained by combining pb(H) with a 
dissipation rate per breaking wave (based on bore theory): 

D, 3^.B3pgfp 
H•s 

16 Hlh 
and 

3Vn   .       H5 

D2=—— B^gf —— 
16 H   h 

1 1 + 
H 

v2A 

H 

• Roelvink (1993) model : The originality of this model lies in the use of two 
different functions for the distribution of wave heights, namely a Rayleigh and a 
Weibull distributions. The breaking probability is close to the second formulation of 
the TG83 model where the H^. dependence is suppressed. The average dissipation 
terms U then read (m and A depend on local wave parameters): 

Dw , ,. = — pgf mAH 
Weibull        <-> "° p r J 

H 

H 

D 
Rayleigh 

a f JL Ux 

nns / 

3 f 

exp 

H 

H 

H 

vH     j \      rms / 

2^r 

1-exp 
(  rHW 

1-exp 

V 

•yh IJ 

yh 

.dH 

JJ 
.dH 

• Izumiya and Horikawa (1984) model (IH84) : this model is based on the 
Reynolds equations and was developed for monochromatic waves propagating over 
a bathymetry profile. The breaking dissipation term is expressed as a function of 
wave energy E : 

D: Cg 
C   pgh2 •Mi. 

p"2dj' 

2Cg 

c 
where M2

S is a stable wave criterion (about 0.9.10"2) and P0 = 1.8. 

("ii") Distribution of total dissipation over both frequencies and directions : 
No directional dependence has been demonstrated until now, so the discussion 

will be restricted to the frequency dependence. Vincent et al. (1994) have analyzed 
laboratory data for the evolution of single-peaked spectra along a monotonic 
bathymetry profile. The normalised energy loss was found to be quite independent 
of frequency allowing the assumption that the spectral distribution of energy 
dissipation is directly proportional to the energy density, so that : 

F(f,9) 
Qbr(f,6) = -D(m0,f,d)- 

mn 
with   m0=J~£'tF(f,e)dfde 

Experiments from Beji and Battjes (1993) for waves propagating over a bar also 
indicate the same trend, leading to the above state-of-the-art method currently used 
in other wave models (Ris etal., 1994 ; Van Vledder et al., 1994). 

On the other hand, Mase and Kirby (1992) observed in their laboratory 
experiments a frequency dependence of the breaking dissipation. They proposed to 
add a quadratic dependence on frequency, so that : 

Qbr(f,e) = -(a0+f2a,).F(f,e) with D(m0, f ,d) = f ^(a^ f2a,).F(f,e)dfde 
As, from the observations, a linear dependence on frequency could not be 

excluded, both the quadratic and linear dependences have been implemented in 
TOMAWAC (in addition to the above classical approach neglecting any frequency 
dependence). The inclusion of the frequency dependence for the breaking sink term 
does not significantly modify the evolution of the significant wave height along the 
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profile. As expected however, the mean frequency is found to decrease when a 
quadractic dependence of frequency is activated. Indeed the higher frequencies of 
the spectrum are more concerned by breaking dissipation, shifting the spectral 
shape towards the lower frequencies. However, such a behaviour can not be 
validated solely, but must be analysed in conjunction with (in particular) triad 
interactions, which play a central role in the energy flux between the spectral 
components in shallow water. 

(iii) Example of validation of depth-induced breaking in TOMAWAC model: 
A field experiment was conducted on September 4-6, 1985, at the Field 

Research Facility of the U.S. Army Coastal Engineering Research Center (CERC) 
in Duck, North California (Ebersole and Hughes, 1987). The case presented below 
was recorded on September 4, 15:10 hrs (41510). The wave conditions imposed at 
the seaward boundary for the application of TOMAWAC are summarized on figure 
2.a. The numerical simulations were carried out for the bathymetry profile shown 
on figure 2.a with a computational grid of approximately constant mesh (figure 2.b). 
The surf-breaking dissipative term was assumed to be frequency independent. 

The TOMAWAC results (figures 2-c to 2-f) show that all breaking models are 
able to correctly reproduce the significant wave height variations along the 
bathymetry profile. BJ78 model was used in a first run with a value of J determined 
from the Battjes and Stive (1984) formulation (y=0.53) and with the Miche criterion 
for the computation of Hm (Figure 2.c). This results in an overestimation of the 
dissipation. In fact, Battjes and Stive formulation is not efficient for low values of 
steepness s0. This test-case requires to increase yup to 0.75, which gives quite good 
results. The use of the weighting function W 2 in TG83 model gives better results on 
this experiment than W, (figure 2.d), even if it does not well reproduce the wave 
height enhancement observed before breaking. R093 model gives too much 
dissipation with the Rayleigh distribution (figure2.e), but the use of the Weibull 
distribution improves the results. The IH84 model is also too much dissipative 
(figure 2.f), but partly reproduces the wave height enhancement before breaking. 

(km) 

4. WAVES PROPAGATING OVER A CURRENT WHIRL 

This computation has to show the capability of TOMAWAC to represent wave- 
current interactions on a realistic (although schematic) case of a current eddy. This 
case was proposed by Mathiesen (1987) as fairly representative of the whirls 
sometimes occurring in the nearshore zone. 

4.1 Description of the test case 
The spatial domain is a square of 

80 km (figure 3). We consider an idealised 
circular whirl, centered on the origin : 
- The tangential current velocity increases 
linearly from zero at the center of the 
whirl: u(r) = ui -f- for r < ri < ro 

- Further away from the whirl center, the 
current follows a gaussian profile : 

' ((r-r0)\
2 

30 

20 

10 

0 - 

-10 

-20 

u(r) = umax exp 
br0 

for r>ri 

For this run, umax = 1 m/s, ro = 10 km and 
b = 0.3, which leads to ^ = 9.5277 km. 

-30 

-40 

Current (m/s) 
_   1.0 R = 25km 

Incident waves 

Figure 3 : Definition sketch and current 
field for the whirl test-case. 
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Mathiesen (1987) developed a semi-analytical model for this refraction problem 
using a ray tracing technique. This technique can be carried out upward or 
backward. Mathiesen used the backward ray method to determine the point (x,y,f,0) 
where the energy originates to reach the point of interest. Such computations were 
performed for different wave frequencies and directions in order to build a complete 
wave spectrum. Therefore, his results can be compared with those of TOMAWAC. 

The input offshore directional wave spectrum, chosen by Mathiesen (1987), is 
written in the form : F(f,0) = S(f).D(f,0) where S(f) is the frequency spectrum 
and D(f,0) is the directional spreading function. The frequency spectrum is a 
classical JONS WAP spectrum with a peak frequency fp equal to 0.1 Hz. D(f,0) is 
based a Gaussian-shaped directional distribution : 

nna0      \     2o^   / 
0m is the mean incident wave direction (here 0m= 0) and do is the circular 

standard deviation given by the following expression : 
• f y-2.03 

dO = <*0p 

<*0 = °0p 
(()'•" 

iff<fn 

iff>fn 
where  a0p = a0(fp) = 25° 

The water depth is supposed to be constant at 200 m. The computation is 
achieved with Cartesian co-ordinates, without any source term (Q=0). The mesh 
used consists of 1876 points and 3590 elements of about 2 km on one side. 

4.2 Results and discussion 
Several computations were performed 

with TOMAWAC, using different time- 
steps and different directional resolutions. 
Only the results obtained with a time-step 
of 1200 s and a directional resolution of 
7.5° will be presented below. The 25 
discretized frequencies range from 0.04 
Hz to 0.4 Hz (geometrical factor 1.1). 
The computed normalised significant 
wave height is given on figure 4. We can 
clearly see two zones where wave heights 
are enhanced separated by a zone where 
they are decreased. The greatest increase 
in wave height is obtained when waves 
propagate against the current while the greatest decrease is observed when they go 
the same way. The variations of significant wave height remain in the range ± 30%. 

Figure 4 : 

Wave 
height 

1.400 

1.300 

1 L2°° 
" 1.100 

I 1.025 

" 1.000 

J 0.900 
* 0.800 

Map of normalised significant 
wave height 

Figure 5 : Computed directional wave spectra at various locations 
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Figure 5 shows the wave spectra computed at various locations. We can see the 
presence of crossing seas, with several directional peaks in the spectrum, especially 
at points n°l and 3. The directional distribution of wave energy is very 
inhomogeneous on this test-case. On figure 6, the directional spectra at f = 0.1 Hz 
are plotted for the eight points presented in figure 4. Mathiesen (1987) gives similar 
results with his model whose directional discretization (2.5°) was finer than ours. 
The TOMAWAC results compare very satisfactorily with the semi-analytical 
solution. The model thus appears to be able to reproduce the main features of the 
directional spectra, although they have a quite complex shape at several locations. 
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Figure 6 : Directional spectra at f = fp = 0.1 Hz - Comparison with Mathiesen (1987) model 
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5. SIMULATION OF THE STORM OF JANUARY 25,1990 IN THE CHANNEL 
Of all the storms to hit the Atlantic coast of France during the winter of 1989- 

1990, the one on January 25, 1990 was one of the most violent, with winds of force 
9 to 11 (on the Beaufort scale) over French Brittany. On this particular day, the 
strongest gust of wind recorded at the Hague signal station was measured at 46 m/s 
(166 km/h). The winds blew continuously from the West, which was particularly 
conducive to the formation of strong waves to the West of Cotentin, and on that 
day, the buoys located at Ouessant registered wave heights of over 16 metres ! 

The period chosen for computer simulation with TOMAWAC runs from 
January 16 to 30, 1990, with a time-step of 5 minutes. The computational mesh 
consists of 6 205 nodes and 11 444 triangular elements (figure 7). The broadest 
meshes cover approximately 40 km on the grid boundaries, whereas the most 
refined ones cover less than 5 km in the English Channel. The directional wave 
energy spectrum has been discretized into 25 frequencies and 12 directions. The 
windfields (two horizontal components of the 10 m wind-speed) were provided 
every 6 hours from the French meteorological model results. Boundary conditions 
were provided by a previous simulation performed on a coarser grid covering the 
Northern part of the Atlantic Ocean. All source terms, including surf-breaking, were 
activated for this computation. The simulation was carried out without taking tidal 
effects into account. It required less than two hours of computing time on a Cray 
C98 computer for modelling an actual duration of 14 days. 

-10 -5 o 5 Long, (deg.) 

Figure 7 : Grid used for the simulation of the storm of January 25,1990. 
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Figure 8 shows a chart of significant wave heights computed at the paroxysm of 
the storm, along with the energy spectra at the same moment at various points in the 
Channel. We can see that the storm's maximum intensity occurs close to the West 
Brittany. The further we move into the Channel, the smaller the wave heights, even 
though heights still manage to reach 5.5 m to the West of Cotentin (Flamanville). 
To validate the simulation, computational results are compared with the buoy 
measurements at Ouessant and Flamanville on figure 9. On both places, numerical 
results compare quite satisfactorily to buoy data. Furthermore, it appears from 
figure 8 that wave breaking significantly contributes to decrease the wave heights 
along the coasts of the French Brittany Peninsula. 

The TOMAWAC model thus gave a good overall account of itself as far as 
reproducing the height of the waves was concerned, even though it slightly 
underestimated the January 25, 1990 peak at Ouessant. The mean periods are also 
fairly well reproduced, despite being generally rather overestimated by the code. 

Figure 8 : Results of TOMAWAC at the peak of the storm of January 25,1990. 
(Upper plots : directional spectra ; Lower plot: map of significant wave height) 
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Figure 9 : Comparison of TOMAWAC results with buoy data at two locations. 

6. CONCLUSIONS — FUTURE WORK 

The applications presented in the previous sections show some of the 
capabilities of the TOMAWAC wave model, in particular for the simulation of 
storm waves for both offshore and nearshore areas. These cases are however only 
samples from the numerous test-cases performed during the validation step of the 
model. As a part of the TELEMAC modelling system, TOMAWAC indeed follows 
the Insurance Quality Procedure of EDF-LNH, with precise development rules and 
a complete documentation. 

The inclusion of shallow-water effects such as bottom friction and depth- 
induced breaking has allowed to further extend the range of validity of the model 
towards the nearshore zone. In addition, the numerical background for spatial 
discretization (unstructured "finite elements" grid) and propagation scheme (piece- 
wise ray method) make the model very attractive for the modelling of shelf seas and 
shallow-water domains. 

Present development efforts are dedicated to the extension of the TOMAWAC 
model towards the very shallow water depth, in particular by considering the non- 
linear interactions between triads of waves. The possibility to deal with unsteady 
currents and water levels is also a field of present research, in order to study the 
interactions between waves, storm-surges and tides. 
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CHAPTER 38 

New Optimization Method for Paddle Motion of 
Multi-Directional Wavemaker 

Akira Matsumoto x and Minoru Hanzawa 

Abstract 

Uniformity of monochromatic oblique waves in a wave basin is investigated. 
A new method, using non-linear least square formulation, to determine individual 
wave paddle motions of multi-directional wavemaker to improve uniformity, is 
proposed. The possibilities and limitations of the method are discussed. Trial 
computations and comparisons with experiments demonstrate the validity and 
usefulness of the method. 

Introduction 

It is of prime importance to reproduce the desired oblique planar wave 
train in a wave basin. If an accurate and simple method were available for this 
purpose, directional random waves could also be reproduced through superpo- 
sition of various oblique waves for constituent elements. Up to now, however, 
monochromatic oblique waves generated by a multi-directional wavemaker using 
the conventional snake principle (Biesel, 1954) have shown considerable spatial 
variations in wave height and wave propagating direction due to the finite length 
of the entire wavemaker and the finite width of each paddle (Takayama, 1982). 

To reduce these spatial variations, Dalrymple (1989) presented a theory 
which utilizes reflection from the sidewalk Although his method is widely em- 
ployed, if a reflective structure is to be tested using it, significant re-reflection 
will occur from the sidewall and the resultant wave field will become contami- 
nated. In this context, a method which does not use sidewall reflection is quite 
promising.  This kind of approach was first proposed by Ishida and Watanabe 

Researcher, Applied Hydraulics Laboratory, TETRA Co., Ltd., 2-7 Higashi Nakanuki, 
Tsuchiura, Ibaraki, 300, Japan. 

2Senior Researcher, Ditto. 
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(1984) for a discrete-type multi-directional wavemaker under the condition of 
normal incidence. They showed that such spatial variations can be suppressed 
by controlling the amplitude of some of the wave paddles at both ends of the 
wavemaker without using'the sidewall reflection. Mizuguchi (1993,1994) estab- 
lished a theory for continuous-type multi-directional wavemaker and proposed a 
general method to produce a uniform wave field for waves of oblique incidence. 
Toita et al. (1994) validated his method experimentally. The method employs 
linear decrease of paddle amplitude at both ends of the wavemaker while the con- 
ventional method uses a constant paddle amplitude. Although this method is 
very successful, the total length of the wave board to be controlled must be equal 
to one wavelength for the best result. The method is thought to be somewhat 
empirical. It cannot specify the target area in the basin, and the experimental 
work does not refer to uniformity of the wave propagating direction. Hanzawa et 
al. (1994) applied an electromagnetic wave theory for the generation of oblique 
waves. The applicability of this was investigated numerically using the boundary 
element method presented by Isaacson (1989). They suggested that the Dolph- 
Chebyshev distribution (Dolph, 1946), which was originally derived to determine 
the current distribution feeding to broadside antenna array and is optimum to 
minimize the beam width when a side lobe level is specified, showed possibility 
to improve the uniformity of an oblique water wave field. 

In this paper, a new optimization method is proposed to determine each 
wave paddle motion to improve the uniformity of the monochromatic oblique 
wave field without using sidewall reflection. First, the amplitude of each wave 
paddle is determined using a non-linear least square method instead of the in- 
tuitive linear decrease proposed by Mizuguchi. Second, the wave heights and 
water particle motions are computed to investigate the generated wave fields. 
Finally, the method is validated by comparing computed and experimental wave 
fields. In comparison to Mizuguchi's method, the proposed method improves the 
uniformities of both the wave propagating direction and wave height, and the 
method can specify the location of the target area in the basin arbitrarily. 

Formulation of the Problem 

A wavemaker of continuous piston type is assumed to be installed in con- 
stant depth in a very wide wave basin with negligible sidewall reflection. In the 
following linear wave analysis, 27V is the total number of driving rods, a, is the 
amplitude of the i-th rod, M is the total number of reference points distributed 
within the reference area, and Aj is the wave amplitude at the j-th reference 
point. Within the reference area, the uniformity of the wave field is improved. 
In this study, the magnitude of at is determined as the optimum value while the 
phase difference between adjacent paddles is simply decided in accordance with 
the conventional snake principle. Fig.l gives a schematic view of the formulation. 

The Hankel function gives a unit solution of the Helmholtz equation, ex- 
pressing waves spreading from a point source over a horizontal bottom.   Lin- 
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earity of the equation permits an arbitrary superposition of such unit solutions 
for multiple sources distributed along the wave paddles. A particular solution is 
obtained by determining the alignment of the point sources so that the resultant 
oblique wave field has a uniform wave height distribution within a given area in 
the basin. Fig.2 shows the coordinate system and waves emitting from a point 
source on the wave board. 

WAVE BASIN 

REFERENCE AREA 

s 

-N  WAVEMAKER   i  N-1 

Figure 1: Schematic view of the formulation. 

ii it •> -»• X 

-N     -3      -2      -1        0        1        2     N- 

Figure 2: Coordinate system. 
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Neglecting the evanescent mode waves, the water surface profile at the j'-th 
reference point {XJ,VJ) can be written as follows (Mizuguchi, 1993). 

rfe = ajEf+E* cos jarctan (J^) - <rt} (1) 

The wave amplitude at the j-th reference point normalized by the representative 
amplitude of the driving rod, 60, is thus expressed as 

Aj = N&.+E* (2) 

where 

and 

bo 

2sinh2fcd 
sinh2kd + 2kd (3) 

JV-l 

Es =  ]P a* cos 0 {Nij cos (ikw sin[3) — Jij sm (ikw sin0)} (4) 
i=-JV 

JV-1 

Ec =  ^2 cti cos P {Nij sin (ikw sinP) + Jij cos (ikw sinP)} (5) 
i=-N 

N« -11 [l ~ £) N° U{k (** -iw - -2) - «)2+(^2d* (6) 

r«=£ I1 - S)Jo \/(fc (*' -lw -1) - *)2+(W d*  (7) 

in which, t is the time, a is the angular frequency, k is the wave number, d is 
the water depth, p is the wave propagating direction measured counterclockwise 
from the y-axis indicated in Fig.2, w is the width of a wave paddle, and No and 
Jo denote the Bessel and Neumann functions of zeroth-order. In Eq.(6) and (7), 
when i=-N or i—N-1, the integration is performed in the range of [0, kw] or 
[—km, 0] respectively. 

Denoting the target wave amplitude normalized by the representative am- 
plitude of the driving rod, &o, by Ac, the total residual squared is given by 

M 

r^^K-A,]2 (8) 
3=1 

The problem can then be regarded as a non-linear least square problem. The 
optimum amplitude of each rod is obtained by finding the values of Oj which 
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minimize r2. In this study, as expressed in Eq.(9), Ac is taken to be 1/2 of the 
wave generating efficiency of a two dimensional piston type wavemaker. 

2(cosh2fcd-l) 
(9) sinh2fca!+2fai 

Marquardt's method is suitably employed to solve Eq.(8) because of its 
stability in computation. Since this type of approach allows arbitrary collocation 
of reference points, it makes experiments more flexible. 

Optimum Distribution of Driving Rod Amplitude 

The general description of the least square problem is to find a set of N 
unknown parameters 

(xux2,..-,xN) 

which minimizes the value of 

M 
r2(x) = J2fj(x) 

(10) 

(11) 

where fj(xi,x2, • • ., xN) (j = 1,..., M) are arbitrary functions of x. 
When r2(x) depends nonlinearly on a set of N unknown parameters Xi, (i = 

1,..., N), the minimization must proceed iteratively. From the given initial trial 
values for the parameters, the calculation proceeds in a way that improves the 
trial solution. Such a procedure is then repeated until r2(x) reaches an equilib- 
rium (Press et al, 1992). 

Table 1 and Fig. 3 summarize the conditions and the setup for computation 
and experiments in this study. The wave basin was 50m long, 40m wide, 1.5m 
high. Wave absorbers placed along the side wall and the onshore slope were used 
to prevent waves from reflecting from the wall. The number of driving rods was 
28 (the number of wave paddles was 27) and the width of a wave paddle was 
0.9m. 

Table 1: Experimental conditions. 

Case Water depth 
(m) 

Wave period 
(s) 

Wave direction 
(°) 

Reference area 

1 
2 
3 

0.6 
0.6 
0.6 

1.8 
1.8 
1.8 

0.0 
22.5 
22.5 

A 
B 
A 

The reference area of the uniform wave field is the rectangular region of 
x=-4 to 4m, y=4 to 12m (Area A) and x~-9 to -lm, y=4 to 12m (Area B). 
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Within this area, 81 reference points are collocated at every lm grid point. A 
uniform distribution of the driving rod amplitude is used for the initial values 
and the iteration count of the minimization procedure is one. Computation to 
calculate the wave amplitude at the j'-th reference point in Eq.(8) is made in the 
manner presented by Mizuguchi under the assumption of small amplitude wave 
theory. 

 50m  

o 

SLOPE (1/6) 

P =22. 5 

REFERENCEx 
AREA(B)     -*• 
(8 x8m) 

WAVE 
ABSORBER 

-COMPUTED 
(18 x25m) 

/REFERENCE 
-/.AREA (A) 

AREA 

(8 x 8m) 

MEASUREMENT 
(y=7m) 

LINE 

WAVEMAKER(0.9mx27=24.3m) 

Figure 3: Wave basin. 

Fig.4 gives the computed distributions of the rod amplitude for Case 1 and 
Case 2. This figure shows that the present method yields the distribution of the 
rod amplitude with high peaks at both ends of the wavemaker. The conventional 
method uses constant rod amplitude, while Mizuguchi proposed a linear decrease 
at both ends. These peaks, representing singularities at both ends, produce an 
improved uniformity of the wave field in the reference area. Such a non-uniform 
distribution of the point source intensities was correctly suggested by Nishimura 
et al. (1994) for the continuation condition at the artificial boundary of a wave 
field calculation. 

The relationship between the iteration count of the minimization procedure 
and the values of residual squared for Case 1 is illustrated in Fig.5. This figure 
shows that only one time of iteration can reduce the value of residual squared 
up to approximately 1/100 of the original value. A preliminary investigation 
demonstrates that the uniformity of the wave field can be well improved by the 
distribution of the rod amplitude obtained by only one time of iteration. It 
is worth noting that not only the uniformity of the wave field in the reference 
area, but also that in its peripheral region can be widely improved to coincide 
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with its target value because of the continuity of the fluid, and the fact that too 
much iteration count narrows the area of such a peripheral region. As this study 
stresses the development of the new method and the examination of properties 
of generated wave fields, hereafter the number of iteration counts will be fixed 
to one. 
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Figure 4: Computed distribution of the driving rod amplitude. 
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Figure 5: Changes of the residual squared. 
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Properties of Generated Waves 

A series of computations on wave height, wave propagating direction and 
flatness of the hodograph of two component horizontal composed velocities were 
conducted to investigate the properties of oblique waves generated by the pro- 
posed method. Computations were carried out at every 50cm grid point over the 
area indicated in Fig.3 

Fig. 6 shows definitions of the wave propagating direction and the flatness of 
the hodograph. Because of the phase difference between one velocity component 
and the other, the path of the water particle does not follow a straight line but it 
forms an ellipse (Takayama, 1982). The wave direction is defined by the direction 
of longer radius. It should be noted that this definition gives a mean value of the 
wave direction because the wave direction at a fixed location varies from time to 
time. The flatness of the hodograph x, is defined by using a longer and shorter 
radius as follows: 

X = r2/n (12) 

where, n is the longer radius and r<i is the shorter one. The flatness of the hodo- 
graph indicates the magnitude of fluctuation of the wave propagating direction 
and is equal to zero if the wave field has complete uniformity. 

Figure 6: Trajectory of a water particle. 
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Fig.7 shows the computed distributions of the normalized wave height, the 
deviation of the wave propagating direction, and the flatness of the hodograph 
for Case 2. These results were obtained by the conventional method, Mizuguchi's 
method, and the proposed method. The normalized wave height was defined as 
the ratio of generated wave height to twice the amplitude of the driving rod. 
The target value is 0.97 according to the water depth and wave period used. 
The dark areas indicate that the normalized wave height is between 0.9 and 1.1, 
deviations of the wave propagating direction is between -2.5° and 2.5°, and the 
flatness of the hodograph is less than 0.05 respectively. 

The wave fields computed by the conventional method display wavy fea- 
tures of considerable variations around 30% in the normalized wave height and 
the wave propagating direction differs by nearly 10° from the target values over 
a large area. Furthermore, the flatness of the hodograph shows the maximum 
value to be over 0.15. These wavy features are considered to be largely related 
to the phenomenon that the wave energy of the oblique uni-directional random 
waves have directional spreading and the multi-directional random waves show 
a spatial variation of the directional spectrum. 

As shown in the figure, the proposed method reduced these wavy features 
to produce a wave field in which the error in the normalized wave height was 
less than 10%, the error in the wave propagating direction less than 2.5°, and 
the error in flatness of the hodograph less than 0.05. It is interesting to note 
that although the design procedure for paddle amplitude was, as was described 
above, derived from the viewpoint of wave height, not only the uniformity of 
the wave height but also the uniformities of both the wave propagating direction 
and flatness of the hodograph were significantly improved simultaneously. This 
may be explained by using the transfer function between the time series of the 
water particle velocities and the water surface elevation. The uniformity of the 
wave field for Case 1 produced by the proposed method is also improved with 
favorable results. See Matsumoto et al. (1995) for the reference. 

Mizuguchi's method also reduced the wavy features. However, it produced 
some spots of unacceptable errors. These may be ascribed to the fact that his 
method modifies only a few wave paddles at both the generator ends empirically 
while the proposed method controls all the paddle amplitudes as an optimum 
distribution. 

The normalized wave height computed by the proposed method for Case 
3 is indicated in Fig.8. In this case, the wave ray from the center of the whole 
wave paddle did not go through the center of the reference area. The figure 
demonstrates that, even in such a case, the uniformity of the wave field can be 
improved by the proposed method. This supports the idea that the proposed 
method has a high possibility to reproduce a desired directional random wave 
field, which does not show any spatial variation of directional spectrum, by the 
superposition of oblique waves. 
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contour  interval:0.1    EZ1:0. 9—1.1 

Figure 8: Computed normalized wave height (Case3). 

Comparison with Experiments 

Experiments were carried out to provide the wave height distribution and 
the water particle velocity to examine the performance of the proposed method. 
Equipment and experimental conditions are summarized in Fig. 3 and Table 1. 
The representative amplitude of the driving rod was 3.7cm. Both the water 
surface elevation and two component horizontal water particle velocities were 
measured using capacitance type wave gauges and electromagnetic velocimeters 
along the measurement line (y—7.0m) as indicated in Fig.3. In the analysis, time 
serieses of the water surface elevation and water particle velocity before reaching 
the reflected waves from the sidewall were used. 

Figs.9 and 10 compare the measured and computed distributions of the 
relative wave heights normalized with the target wave height for Case 1 and 
Case 2. In these figures, the loss of wave generating efficiency due to leakage 
of energy through the spacing between the wave board and the bottom of the 
wave basin, which was measured in the preliminary experiment, are taken into 
account. The agreement is good for both the proposed and conventional methods. 
A comparison of the measured and computed wave heights for Case 3 was also 
conducted. The measured wave heights agree well with those computed. This 
confirms the validity of the proposed method and the linear analysis of the wave 
field. 

Figs.11 and 12 present the measured and computed hodographs of normal- 
ized horizontal velocities for Case 2 obtained at the location a;=2.25m, y=7.00m, 
2=-0.15m. The diagonal dotted line shows the specified wave direction. The 
measured values follow computed ones quite well for both the conventional and 
proposed method. The water particle motions are also found to be reproduced 
well. Fig. 12 indicates that the wave propagating direction coincides with its tar- 
get direction. Moreover, the orbital curve becomes thinner, i.e., the magnitude 
of fluctuation of the wave direction decreases. These results confirm the validity 
of the proposed method from the viewpoint of the uniformity of wave direction. 
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Figure 9: Measured and computed normalized wave heights (Case 1). 

Figure 10: Measured and computed normalized wave heights (Case 2). 
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Figure 11: Hodographs of composed velocities (Case 2, Conventional method). 
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Figure 12: Hodographs of composed velocities (Case 2, Proposed method). 

Concluding Remarks 

Throughout this study, it was clarified that the method as presented actu- 
ally improves the uniformity of both wave height and wave propagating direction. 
Since the method can specify the target area in the basin arbitrarily, it should 
prove very useful for applying to multi-directional random wave fields. As the 
method is formulated by using an inverse problem, it is applicable independent 
of the type of wavemaker and boundary conditions in the wave basin. 
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CHAPTER 39 

GENERATION OF SECOND-ORDER LONG WAVES BY A WAVE GROUP IN 
A LABORATORY FLUME AND ITS CONTROL 

M. Mizuguchi and H. Toita 

ABSTRACT 
Generation of second-order long waves at a wave 

maker by non-periodic wave group is analyzed in time 
series by Mizuguchi(1995). The analysis, which include a 
way to control the long wave generation, is briefly 
described. Then confirmation by using a single wave 
packet is successfully undertaken both in numerical 
simulation by Boussinesq equation and in laboratory 
experiment. 

1. INTRODUCTION 

Long period waves (infra-gravity waves) are of 
typical time scale a few minutes. Recent studies on field 
waves in the nearshore zone reveals that these long waves 
are quite significant and cannot be neglected even for 
engineering purposes. 

Reproduction of a field phenomenon in laboratory 
experiments is a way to understand it if tried or a proof 
of understanding if successfully done. Here we deal with 
a method of correct reproduction of the long waves 
coexisting with grouping short-period waves. Ottesen 
Hansen et al.(1980) presented a theoretical analysis of 
the bound second-order long waves in the frequency space. 
The long waves are calculated as the second-order 
difference waves of the two primary waves with slightly 
different frequencies in Stokes-type nonlinear analysis. 
They also give discussions both on the production of 
spurious free long waves at a wave maker and on a method 
to suppress them. Kostense(1984) successfully applied the 
method to bichromatic waves. However this approach in 
frequency space cannot be applied to non-periodic wave 
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groups such as the initial growth stage of the wave 
generation and a single wave packet. 

On the other hand, Longuet-Higgins and Stewart(1962) 
show a way to describe these long waves by applying 
linear long wave equation with a forcing term given by 
second-order quantity ( radiation stress) of the short 
period waves. Mizuguchi(1995) follows their approach to 
study the behavior of the second-order long waves 
produced at the wave maker when grouping waves are 
generated in a laboratory flume. He also shows a way to 
control them in time domain. Here we report their 
experimental confirmation both numerically and 
physically. 

2. TIME SERIES ANALYSIS OF SECOND-ORDER LONG WAVE 
GENERATION 

Radiation stress approach employed by 
Mizuguchi(1995) is briefly described below. He assumes 
one dimensional case with a constant depth h. Then basic 
conservation equations are 

mass:      Tit+(hu)x=0 (1) 

momentum:   ut+gTix=-(Sxx/p)x/h (2) 

where r\ and u are surface elevation and onshore velocity 
for long waves. Sxx is a radiation stress component. 
Here the long waves are assumed to be of small amplitude. 
Eliminating u in Eqs.(l) and (2), we have the linear long 
wave equation with a forcing term. 

Tltt-g(hi1x)x=(Sxx/p)xx. (3) 

For a wave group, which propagates in a steady form 
on a constant depth, Longuet-Higgins and Stewart(1962) 
shows Eq.(3) has the following particular solution ( the 
bound long waves ) T)„, 

Ti„=-Sxx(x-cgt)/p(c
2-cg

2)  where c2=gh. (4) 

For the long waves under short wave groups in a 
laboratory flume, the general solution for x>0 ( wave 
maker at x=0) is written as 

Ti(x,t) = f(x-ct)+Ti.(x-cgt) (5) 

where f(x-ct) is a general solution of Eq.(3), which 
propagates in the positive direction. Uniqueness exclude 
other general solution, which propagates in the negative 
direction. Functional form of f should be determined by 
either initial conditions or boundary conditions. In 
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other words the general solution f(x-ct) is needed to 
satisfy conditions which reflect a real situation. 

When generating either grouping waves or irregular 
waves, we normally neglect the existence of the second- 
order long waves. Then this natural boundary condition at 
the wave maker is written as 

u=0  at x=0. (6) 

Surface elevation t] of Eq.(5) gives the following 
horizontal velocity u, 

u(x,t) = (c/h)f(x-ct) + (cg/h)Ti,(x-cgt) (7) 

For a boundary condition where u(0,t) is specified, 
Eq.(7) yields 

f—nr|.+ (h/c)u|,.0 (8) 

where n=cg/c. For the natural boundary condition described 
by Eq.(6), we have the following solution 

il(x,t)=Ti,(x-cgt)-nTi,[n(x-ct)] . (9) 

In addition to the bounded long waves T].(x-cgt), free long 
waves, whose magnitude is -n times of the bound one, are 
generated and propagate with the phase speed /gh. 

To control the free long waves, in particular, to 
suppress the free long waves, one put f=0 in Eq.(8) so 
that the following extra board motion is added to the 
motion for the group of primary waves. 

u|x.0=(c,/h)T|. (10) 

To introduce arbitrary free long waves f(x-ct) at the 
wave maker, one should further add 

u|x=0=(c/h)f. (11) 

Generation of free long waves for an initial value 
problem is also discussed in Mizuguchi(1995). 

3. NUMERICAL AND EXPERIMENTAL CONFIRMATION 

Numerical as well as physical experiments are 
conducted to confirm the theoretical analysis. 

For numerical simulation, Boussinesq equation is 
employed. Boussinesq equation can describe weakly 
nonlinear and weakly dispersive waves and is known to be 
able to simulate well the water waves in shallow water up 
to the second-order phenomena. We follow the normal 
procedure in the numerical coding, that is, the staggered 
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mesh in space and the leap-frog method in the time 
stepping. One advantage of the numerical simulation is 
that the boundary condition at the wave maker is exactly 
specified by the horizontal velocity as is done in the 
analysis. 

Laboratory experiment is conducted in a flume of 40m 
long, 30 cm wide with a piston-type wave maker. The 
displacement of the wave maker board is calculated by 
numerically integrating the corresponding velocity at 
x=0. The displacement of the wave maker board is assumed 
to be negligibly small. 

A group of waves are generated by introducing the 
velocity 

up=A(t)cos(2itt/T) (12) 

at x=0, where up is the vertically uniform horizontal 
velocity. A(t) is a slowly-varying amplitude function and 
is given by 

A(t) = (amax/2)[l-cos(2Tit/Tg)] 0<t<Tg otherwise A=0.  (13) 

Here T the period of the primary waves, Tg the duration 
of the wave group, and amax is the maximum amplitude of 
primary waves. In the experiments, T, Tg and amax are 
chosen to be 1.0 s, 8.0 s and 0.5 cm respectively. The 
small value of the amplitude amax assures the small 
amplitude assumption for the primary waves and also 
justify the way to convert the velocity to the motion of 
a wave maker. Water depth is 10 cm so that Boussinesq 
equation is applicable. 

First we generate the group of waves in a 
traditional way, or without any consideration on second- 
order phenomena. Figure 1 shows comparison of the surface 
profiles among measured, simulated and of analysis. 
Overall agreement is very good. The amplitudes measured 
in the physical experiment show a little decay while 
propagating. Linear modulation of the wave group, which 
is not long enough, might be responsible for the decay, 
although frictional loss may not be negligible. Figure 
2 shows long waves obtained by low-pass filtering the 
data in Fig. 1. All three envelopes agree very well, 
revealing the separation process of the free long wave, 
generated at the wave maker, from the bound long wave. 
Near the wave maker they almost cancel each other to give 
zero velocity at the wave maker. Some distance from the 
wave maker the free long wave, which is a positive hump 
in this case, starts to emerge as it leads the bound long 
waves with faster phase velocity. The free and bound long 
waves may be completely separated after travelling long 
distance, though nonlinear effects may come in to play 
non-negligible role there. 
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Next we generate a group of waves with the extra 
velocity of Eq.(lO) or the corresponding paddle motion, 
which is shown in Fig. 3. Figure 4 shows comparison of 
the three envelope profiles. As is in Fig. 1, they show 
good agreement. The measured maximum amplitude in the 
laboratory experiment is a little smaller than 0.5 cm 
even very near the wave maker. This may be caused by some 
mechanical loss and/or the displacement of the paddle to 
account for Eq.(10). It is noted that there is little 
difference between the data plotted in Fig. 1 and in Fig. 
4. 

Fig. 5 shows long waves obtained from the data in 
Fig. 3. Again three profiles are in good agreement, 
though they are quite different from those in Fig. 2. 
The analytical result in Fig. 5 is the Longuet-Higgins 
and Stewart solution ( hereafter abbreviated LHS 
solution) or Eq.(4). This shows that one can realize the 
LHS solution by introducing the velocity of bound waves 
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Fig. 1 Surface profiles of normally generated grouping 
waves 

Thick solid lines : laboratory experiment 
Thin lines : numerical simulation (Boussibesq equation) 
Broken lines : theory (a permanent wave group) 
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to the wave making. The long waves measured in the 
physical experiment decrease their magnitude while 
propagating, as the amplitude of the primary waves also 
decrease their amplitude. The long waves in Boussinesq 
model also show a slightly larager difference from the 
analytical one than those in Fig. 2. The difference may 
result from the fact that modulation of the wave group is 
more significant when the free long waves are suppressed. 
The total magnitude of long waves is larger than that 
with the free waves and resultant modulation stronger. 

It is worthwhile to be stated here that the LHS 
solution is correct as a solution of the problem and can 
be realized in an ideal situation. However free long 
waves, generated at the wave making process as shown in 
Fig. 2 and/or free long waves generated while wave groups 
shoals on a sloping bottom as discussed in Nagase and 
Mizuguchi(1996), contribute to canceling the LHS bound 
waves which tend to be infinitely large in the very 
shallow water. 
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Fig. 2 Long waves obtained by low-pass filtering the 
data in Fig. 1. Vertical scale is ten-times larger 
than that in Fig. 1. 
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Fig. 4 Surface profiles of grouping waves with no free 
long waves 
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4. CONCLUSIONS 

From the results stated above, we can conclude 

1) A time-domain analysis to understand the 
generation of second-order long waves in a laboratory 
flume is presented. 

2) Analytical results are successfully confirmed 
both numerically and experimentally, showing a way to 
control the generation of second-order long waves for 
non-periodic wave group. 

3) Even in very shallow water bounded long waves is 
described by the solution of Longuet-Higgins and 
Stewart(1962). However the observed long waves may not be 
so large as predicted by the LHS solution as accompanying 
free long waves nearly cancels it in reality. 
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Fig. 5 Bound long waves in the data shown in Fig. 4 
(Longuet-Higgins and Stewart solution) 
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CHAPTER 40 

Kinematic Predictions in Large 
Shallow Water Waves. 

Susan Smith1 & Christopher Swan2. 

Abstract. 

The present paper concerns the description of extreme waves in shallow 
water, and in particular contrasts the success of two recently developed wave 
theories (Sobey, 1992 and Baldock and Swan, 1994) to model the maximum water 
particle velocities arising beneath a highly nonlinear and transient (or unsteady) wave 
event. To achieve these comparisons exact numerical calculations were undertaken 
using the time-stepping procedure outlined by Dold and Peregrine (1984). 
Comparisons between this numerical "data" and the kinematics models confirm the 
importance of both the non-linearity and the unsteadiness, and further suggest that 
the nature of the wave-wave interactions has important implications for the accuracy 
of the kinematics predictions. In particular, the local Fourier series solution (Sobey, 
1992) is shown to be unable to model the global wave frequency-difference terms, 
and therefore tends to over-predict the fluid velocities beneath the still water level. In 
contrast, the double Fourier series solution (Baldock and Swan, 1994) explicitly 
incorporates both the nonlinearity and the unsteadiness of the wave, and typically 
provides a good description of the flow field beneath the still water level. However, 
this solution is limited in terms of the total number of Fourier components included, 
and consequently the largest velocities arising close to the water surface are typically 
under-predicted in the largest wave events. Nevertheless, both kinematics models 
provide a significant improvement over the existing design solutions. 

Introduction. 

Within both  coastal  and  offshore  engineering the identification  of an 
appropriate wave climate represents a fundamental input into the design process. If, 
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as is usually the case, design calculations are required to assess the applied fluid 
loading, the stability and transport of bed material, or the potential for over topping, 
a second and equally important aspect of the design involves the prediction of the 
water particle kinematics. In respect of this latter point current design procedures are 
either based upon a non-linear steady wave theory, or an unsteady linear theory. In 
the first of these cases the wave model incorporates the non-linearity of the wave 
motion, but neglects the unsteadiness or the transient nature of the sea state. Indeed, 
within this category the most commonly applied model is based upon a fifth-order 
Stokes' solution (Fenton, 1985). In this case a large wave is characterised by a 
representative wave height (H) and a wave period (T), and it is assumed that the 
wave forms part of a regular wave train which propagates without change of form. 
Alternatively, a higher-order stream function solution (Dean, 1965) may also be 
applied in which the wave profile is either specified in terms of H and T, or the series 
solution is matched to a measured surface profile, r\(i), using some form of 
constrained minimisation. However, in both applications of the stream function 
solution the wave is assumed to propagate without change of form, and thus the 
dispersive properties are neglected. 

In contrast, a linear random wave theory recognises the fact that a realistic 
sea state comprises a large number of wave components, many of which may be 
described as free waves and thus travel at a phase velocity (c) which is only 
dependent upon the wave period (T) and the water depth (d). Solutions of this type 
fall into the second category (noted above) in that they partially incorporate the 
unsteadiness of the sea state, but are restricted in the sense that they neglect the 
nonlinearity. Indeed, in solutions of this type all terms of order a2k2 and above 
(where a is the wave amplitude and k is the wave number ) are neglected. As a 
result, such solutions make no attempt to model the nonlinear wave harmonics which 
include both the higher-order Stokes' terms and the nonlinear wave-wave interactions 
arising between two or more frequency components (Longuet-Higgins and Stewart, 
1960). 

Unfortunately, it is now widely recognised that the largest waves within a sea 
state are both nonlinear and unsteady. As such, they do not arise as part of a regular 
wave train, but occur as individual events within a random, or irregular, sea state. If 
one considers a typical broad-banded spectrum in deep water, frequency dispersion 
provides a plausible explanation for the evolution of the largest wave events. In this 
case the extreme events are produced by constructive interference when a large 
number of wave crests arise at one point in space and time. Indeed, recent field 
measurements undertaken at the Tern Platform (Rozario et al, 1993) have confirmed 
the validity of this argument, and have demonstrated that the most probable shape of 
the largest wave is closely related to the auto correlation function of the underlying 
wave spectra (Tromans et al, 1991). 

However in intermediate and shallow water depths the evolution of the 
largest waves is perhaps more complicated. For example, although frequency 
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dispersion provides an effective method of focusing wave energy in all but the 
shallowest water depths (kd< 0.4), large waves may also be related to changes in the 
local bathometry (Peregrine, 1983); the interaction with uniform and depth-varying 
currents (Swan, 1990, 1992); or the occurrence of side-band instabilities (Benjamin 
and Feir, 1969). Although these effects are entirely separate, they will each produce 
extreme events which are both highly non-linear and unsteady. As a result, it is clear 
that the present design solutions do not model the fundamental characteristics of the 
largest wave events. Indeed, previous work presented by Baldock and Swan (1994) 
and Baldock, Swan and Taylor (1996) has considered large deep water waves, and 
has demonstrated that the underlying kinematics can only be predicted if both the 
nonlinearity and the unsteadiness is taken into account. However, the relative 
importance of these effects in shallow water remains unclear. For example, recent 
experimental observations (Baldock and Swan, 1996) have shown that the transfer of 
energy to the nonlinear harmonics is strongly dependent upon the water depth. 
However, these results are primarily concerned with intermediate water depths, and 
only contrast the measured data with one fully nonlinear unsteady wave model. The 
present paper will address this point, and will consider the extent to which recently 
developed wave theories are able to model extreme shallow water waves. In 
particular, exact numerical calculations based on the time-stepping procedure 
outlined by Dold and Peregrine (1984) will be used to contrast the kinematic models 
presented by Sobey (1992) and Baldock and Swan (1994). 

Kinematics Models. 

In recent years the possible inadequacy of the existing design solutions has 
been recognised, and in particular two alternative wave models have been proposed. 
In both cases these models are based upon a time-history of the water surface 
elevation measured at one spatial location, r|(t), and are thus appropriate to design 
calculations. In particular, they represent a significant improvement over the existing 
design solutions in that they attempt to incorporate both the nonlinearity and the 
unsteadiness of the wave motion. The first model, proposed by Sobey (1992) is 
based upon a local Fourier series approximation originally outlined by Fenton (1992). 
Within this solution the time-history of the water surface elevation, rj(t), is sub- 
divided into a large number of local windows within which the surface profile is 
assumed to be locally steady. This does not imply that the entire wave form 
propagates without change of form, merely that a small section of the wave profile is 
locally steady during the time interval that it passes the measuring point. If (x, z) 
represent the usual Cartesian co-ordinates in which z=0 corresponds to the still water 
level, and z=-d represents the bottom boundary, a velocity potential § may be defined 
within each window such that: 

J-,   . cosh(jk(d + z))     , . 
#x,*,y) = CEx + 2^ A  —TT A—sm{jkx - jcot) 

,-=,     '     smhykd) 

(1) 
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where CE is the co-flowing Eulerian current, co is the fundamental wave frequency (or 
27t\T, where T is the corresponding wave period) and k is the fundamental wave 
number (or 2nXk, where A, is the wave length). The constant coefficients Aj (for j = 1 
to J) thus represent the amplitudes of the individual harmonics which are determined 
by minimising the errors in the free surface boundary conditions. Within this solution 
the input parameters correspond to the upper limit of the series expansion (or the 
truncation order J), the local window length (x), and the time interval between 
adjacent data describing the surface profile (At). Although the minimisation 
procedure is somewhat involved, and the outcome strongly dependent upon the input 
parameters, the scheme is computationally efficient, and suitable for use on a 
standard personal computer. 

In contrast, the wave solution proposed by Baldock and Swan (1994) 
explicitly includes both time and space dependence. This solution is based upon a 
double Fourier series solution first proposed by Lambrakos (1981), and adopts a 
velocity potential defined by: 

M    N 

<Kx,z,t) = Z Zcosh*(* + <o[ A„cos(M - <°J) + iL,sin(^* - aj)] 

(2) 
In this case the proposed solution incorporates a total of M wave numbers each with 
M frequency components (where typically N = M), such that a total of 2NM wave 
harmonics are included within the overall solution. If Ti defines some large 
fundamental period, over which the solution is assumed periodic, the fundamental 
wave frequency is defined by Oi = 27t\Ti, and the corresponding wave number (ki) is 
calculated using the linear dispersion equation. Having identified these values the 
solution matrix (k^ ©m) is assembled from wave numbers and frequency components 
which are integer multiples of the fundamental: 

kn =nku (om=mwl 

(3) 
The final solution is again based upon a time-history of the water surface 

elevation measured at one spatial location (i.e. t, (t) at x = 0). In effect the unknown 
coefficients Am, and Bnm, together with the unknown surface profiles at all other 
spatial locations (i.e. r) (t) at x ^ 0), are determined by a minimisation of the error in 
the nonlinear free surface boundary conditions arising at all points in space and time. 
Provided the fundamental period is sufficiently large relative to the dominant (or 
peak) wave period, an appropriate mix of free waves and bound waves are generated. 
As a result, the final wave solution deforms in both space and time, and has to date 
been shown to provide a good description of the wave-induced water particle 
kinematics arising in deep water (Baldock and Swan, 1994). 

To assess the effectiveness of these solutions in intermediate and shallow 
water depths, we have sought to compare the predicted water particle velocities with 
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exact numerical calculations based upon the time-stepping procedure outlined by 
Dold and Peregrine (1984). Previous studies (Johannessen and Swan, 1996) have 
shown that these and other time-stepping procedures (notably Longuet-Higgins and 
Cokelet (1976), Fenton and Rienecker (1980) and Craig and Sulem (1993)) are in 
near-perfect agreement with laboratory data, and thus provide an excellent 
benchmark with which to test potential design solutions. At this stage it should be 
noted that these time-stepping solutions, although exact, are not appropriate for 
typical design calculations since they are based upon initial conditions which require a 
spatial representation of both the water surface elevation and the velocity potential at 
the water surface (i.e. r\(x) and <j>(x) at z=r\). This information is seldom available in 
a laboratory study, and never available from field data. 

Test Conditions. 

To assess the effectiveness of the wave solutions three test cases were 
considered in which an extreme wave group was produced in a water depth of 
d=0.7m, 0.3m, and 0.15m respectively. In each case the underlying frequency 
spectrum was broad-banded (at a laboratory scale), and consists of a total of 29 
frequency components which were each of equal amplitude and equally spaced within 
the period range 0.6 < T < 1.4s. Expressed in terms of an energy spectrum within the 
frequency domain this distribution of wave components has a peak frequency at 
approximately 0.71Hz, and decays according to a"4. In each of the three test cases 
the initial conditions used to commence the time-stepping procedure were such that 
the wave energy was fully dispersed within the spatial domain. On this basis a linear 
wave theory was used to provide both the surface elevation T](X) and the magnitude 
of the velocity potential at the surface (<|>(x) at z=r|(x)). However, the relative 
phasing of the wave components was such that after a large number of time-steps 
(typically larger than 100) frequency dispersion produced a focusing of wave energy 
such that a large highly nonlinear wave event was generated at one point in space and 
time. The numerically predicted horizontal velocities, u(z), arising beneath this large 
wave event were chosen as an appropriate yard-stick with which to judge the success 
of the kinematics models discussed previously. 

Discussion of Results. 

Figures la-lc concern the broad-banded spectrum (0.6s > T > 1.4s) in the 
three different water depths (d = 0.7m, 0.3m, and 0.15m respectively), and describes 
the time-history of the water surface elevation, r)(t), predicted at the spatial location 
at which the maximum crest elevation arises. In each of these cases the exact 
numerical calculations (following Dold and Peregrine, 1984) are compared to both a 
linear wave solution and a second-order approximation based upon the sum of the 
interactions identified by the Longuet-Higgins and Stewart (1960). These latter two 
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models are based upon the twenty nine free waves which were initially implemented 
within the time-stepping procedure, and are thus very different to either a linear 
random wave theory or a hybrid second-order solution (Stansberg, 1993) based upon 
a Fourier analysis of the measured water surface elevation. To facilitate comparisons 
of this type the time base on the horizontal axis has been shifted such that (for each 
wave solution) the maximum crest elevation arises at t=0. Comparisons of this type, 
and in particular the difference between the exact numerical calculations and the 
linearly predicted results, demonstrate the importance of the nonlinear wave-wave 
interactions. For example, in deep water conditions (d=0.7m) figure la suggests that 
a linear solution underestimates the maximum crest elevation by approximately 25%; 
while the inclusion of the second-order terms only accounts for approximately 30% 
of the total nonlinear effects. These results are consistent with deep water data 
presented by Baldock and Swan (1994). 

However, comparisons with figures lb and lc clearly suggest that the nature 
of the nonlinear contribution differs significantly with the water depth. For example, 
in figure lb (corresponding to a water depth of 0.3m) the nonlinear increase in the 
maximum crest elevation is reduced to approximately 20%; while the second-order 
interactions account for approximately 50% of this increase. Furthermore, if one 
considers the shallow water depth (d=0.15m in figure lc) there is almost no nonlinear 
increase in the maximum crest elevation when compared to a linear theory based 
upon the component free waves. However, the maximum crest elevation (relative to 
linear theory) does not alone provide an appropriate measure of the nonlinearity of a 
wave form. Indeed, if one considers the steepness of the wave profiles outlined in 
figures la-lc, there is almost no change depending on the water depth. 

An explanation for this effect lies in the nature of the nonlinear wave-wave 
interactions and, as will be indicated below, these also have implications for the 
ability of the nonlinear wave models to accurately predict the water particle 
kinematics. If one considers the second-order solution originally outlined by 
Longuet-Higgins and Stewart (1960), the nonlinear wave-wave interactions may be 
subdivided into two categories. Firstly, there are the so-called frequency-sum terms 
which correspond to a transfer of energy into the short wave or high frequency 
components. These may be interpreted as representing local nonlinear wave-wave 
interactions, and are responsible for increases in the local energy density as well as 
the increase in the maximum crest elevation. In contrast, the second category of 
interactions are represented by the so-called frequency-difference terms. These 
correspond to a transfer of energy into the long wave, or low frequency, wave 
components. These interactions may be interpreted as representing the global 
changes which are, in particular, responsible for the set-down beneath the wave 
group. 

Before considering the relative magnitude of these varying nonlinear wave- 
wave interactions, we will first contrast the ability of the nonlinear kinematics models 
discussed previously (namely Sobey, 1992 and Baldock and Swan, 1994) to 
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reproduce the exact numerical calculations provided by Dold and Peregrine (1984). 
Figures 2a-2c again relate to the broad-banded spectrum in three different water 
depths, and describe the depth variation in the maximum horizontal velocity, u(z), 
arising beneath the largest wave crest (i.e. t=0 in figures la-lc). Since the kinematics 
models are both based upon a least squares fit to the predicted nonlinear surface 
profile, it may be assumed that in all cases the surface profile, r|(t), is well 
represented by these models. Indeed, if this were not the case the underlying 
kinematics could not be confidently predicted. However, despite near-perfect 
agreement with the surface profile, the predicted kinematics show considerable 
variation. For example, in the deep water case (d=0.7m on figure 2a) the double 
Fourier series solution (Baldock and Swan, 1994) provides a very good description 
of the nonlinear kinematics up to the still water level, but slightly underestimates the 
maximum velocities within the vicinity of the water surface. In contrast, the local 
Fourier series solution (Sobey, 1992) provides an excellent description of the 
kinematics within the wave crest, but wildly underestimates the horizontal velocities 
beneath the still water level. 

The reasons for these discrepancies are clear. Firstly, the double Fourier 
series solution is based upon a fifteenth order approximation (or N=M=15 in 
equation 2), and thus incorporate a total of 225 harmonics. However, since the peak 
of the input spectrum arises at N=M=3, the accuracy of the solution is approximately 
equivalent to a fifth-order Stokes' solution. Since the wave events under 
consideration are extremely steep (within 5% of their breaking limit), it is not at all 
surprising that this level of approximation underestimates the near-surface crest 
kinematics. Unfortunately, the nature of this solution is such that small increases in 
the order of the approximation (i.e. N=M=18) provides little by way of increased 
accuracy, but has a large effect upon the computational requirements. Indeed, 
significant increases in the order of the approximation become practically unrealistic. 
In contrast, the local Fourier series solution is only fitted to a small section of the 

wave profile in any one window, and in the vicinity of the largest crest the curvature 
of the surface profile is such that the solution locates a large proportion of the wave 
energy in the high frequency range. As a result, it obtains a good description of the 
surface profile and the near-surface kinematics, but the predicted velocities decay too 
rapidly with depth (as is consistent with high frequency wave components), and the 
solution thus underestimates the kinematics at all points beneath the still water level. 

A similar pattern of results is also presented in figures 2b and 2c 
corresponding to water depths of d=0.3m and 0.15m respectively. In each of these 
cases (and indeed many other cases which have also been investigated) the local 
Fourier series solution provides a good description of the maximum horizontal 
velocities arising close to the water surface. However, with increasing depth beneath 
the surface, the description becomes poor. In contrast, the double Fourier series 
solution provides reasonable agreement over most of the water column, but 
consistently under-predicts the largest velocities arising close to the water surface. 
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To explain the varying success of these solutions, and in particular its 
dependence on the water depth, the normalised power spectra derived from a Fourier 
transform of the numerically predicted water surface elevations are presented on 
figures 3a-3c. In the deep water case (figure 3a) it is clear that the dominant 
nonlinear interactions generate high frequency or frequency-sum terms which in turn 
produce a large increase in the local energy density in the vicinity of the large wave 
crest. This is consistent with the experimental study presented by Baldock, Swan and 
Taylor (1996), and explains the large local increase in the maximum water surface 
elevation. However, as the water depth reduces it becomes apparent that there is a 
larger transfer of energy into the low frequency, or frequency-difference, terms. 
These results are consistent with the analysis of measured wave records presented by 
Mansard et al (1988), and with recent laboratory data presented by Baldock and 
Swan (1996). The relative importance of the total nonlinearity within the numerically 
calculated wave profiles is further considered in figure 4a. Within this figure each 
water depth has been considered separately, and the total transfer of energy out of 
the input range (ie. 0.6<T<1.4 or 4.5<©<10.5) has been determined from the wave 
spectra given in figures 3a-3c. At first sight these results are perhaps unexpected 
since it suggests that the shallow water case (d=0.15m) represents the most nonlinear 
wave form, at least defined in terms of energy transfers, despite the fact that the 
maximum crest elevation in this case shows no significant increase above the linearly 
predicted value (figure lc). However, the reasons for this are clarified in figure 4b 
where the relative importance of the local and global nonlinearity is addressed. In 
this case the transfer of energy into the high and low frequencies are expressed as a 
percentage of the total energy transferred out of the input range for each water depth. 
These results clearly suggest that in deep water the local nonlinearity is dominant; 
while a reduction in the water depth leads to an increase in the importance of the 
frequency-difference terms, and a reduction in the importance of the frequency-sum 
terms. As a result, in the shallow water case (d=0.15m) the transfer of energy into 
the frequency-difference terms (or global interactions) is larger than the transfer of 
energy into the frequency-sum terms (or local interactions). 

This variation in the nature of the nonlinearity explains the success (or 
otherwise) of the kinematics models. For example, the double Fourier series solution 
is based upon a best fit to a measured (or in this case predicted) time-history of the 
water surface elevation which includes several complete wave forms. As such, it is 
able to resolve both the local and the global nonlinearity, and is only restricted in the 
sense that the total number of harmonics is small when compared to the peak of the 
wave spectrum. As a result, this solution will give satisfactory results provided the 
transfer of energy to either the high frequencies or the low frequencies is not too 
large. For example, if the local nonlinearity is very strong the double Fourier series 
solution will typically underestimate the maximum horizontal velocity arising close to 
the water surface (figure 2a); while if the global nonlinearity is excessive, this solution 
will typically underestimate the set-down beneath the wave group, and will therefore 
tend to overestimate the horizontal velocities arising close to the bottom boundary 
(figure 2c). In contrast, the local Fourier series solution is fitted to a small section of 
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the water surface profile within an individual window. As a result, it can successfully 
model the high frequency, or local nonlinearity, since this will determine the local 
curvature of the surface profile. However, given the input in any one window, it is 
unable to resolve the global nonlinearity, since the window length is significantly 
shorter than the length-scale appropriate to the set-down beneath the wave group. 
As a result, in those cases where the global nonlinearity is important, one would 
typically expect the local Fourier series solution to overestimate the velocities 
beneath the still water level (figures 2b and 2c). 

Concluding Remarks. 

The present paper has considered the description of highly nonlinear and 
unsteady (or transient) wave events, and has demonstrated that the nature of the 
nonlinear wave-wave interactions is strongly dependent upon the water depth. In 
particular, in deep water the exact numerical calculations indicate that the local 
nonlinear wave-wave interactions, corresponding to the frequency-sum terms, are 
dominant. However, as the water depth reduces the global nonlinearity, represented 
by the frequency-difference terms, become progressively more important. This result 
has important implications for the prediction of the underlying kinematics. For 
example, a double Fourier series solution (Baldock and Swan, 1994) is limited in 
respect of the total number of Fourier components which can practically be included; 
while the local Fourier series solution is unable to model the global non-linearity and 
thus becomes less effective in shallow water. However, despite these reservations, it 
should be stressed that these models will typically provide an improved description of 
the water particle kinematics when compared to the existing design solutions which 
either ignore the unsteadiness of the wave form, or the nonlinearity. In particular, the 
double Fourier series solution can accurately incorporate both the increased crest- 
trough asymmetry due to the local nonlinearity, and the set-down beneath the wave 
group due to the global nonlinearity, provided the extreme wave event is not too 
close to its breaking limit. 
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CHAPTER 41 

FETCH LIMITED SPECTRAL EVOLUTION IN FINITE DEPTH 
WATER 

I.R. Young1 

L.A. Verhagen2 

ABSTRACT 

The results of a field experiment aimed at investigating the evolution of fetch 
limited waves in water of finite depth are presented. In particular, non-dimensional 
growth curves, the parametric form of the one dimensional spectrum and the 
directional spreading of the spectrum are investigated. 

INTRODUCTION 

Commencing with the cornerstone JONSWAP experiment (Hasselmann et al., 
1973), the investigation of the evolution of deep water wind generated ocean waves 
has been a common theme. Although this case represents a very idealized situ- 
ation, the resulting evolution provides valuable insight into the complex physics 
of wind wave evolution. In addition, the resulting non-dimensional growth curves 
and parametric spectral forms have proved a valuable aid to preliminary engineer- 
ing design and for use in the validation of comprehensive spectral models. 

The limitation of such studies to deep water is restrictive, particularly when 
it is considered that a significant percentage of coastal engineering works are in 
areas where finite water depth will influence the resulting wave field. Despite the 
obvious requirement, there exists no comprehensive counterpart to JONSWAP 
(Hasselmann et al., 1973) in finite depth water. 

This paper presents the results of such an experiment. The evolution of the 
wave spectrum has been measured at a number of points along a shallow lake. 
The relatively simple geometry and bathymetry of the lake and the absence of 
contaminating swell results in a near ideal test basin in which to investigate fetch 
limited growth in finite depth water. 

xSchool of Civil Engineering, University College, UNSW, Canberra, ACT 2600, Australia 
2Pugro-Inpark, P.O. Box 3000, 2260 DA Leidschendam, The Netherlands 
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The paper investigates three basic areas of finite depth fetch limited evolution: 
the development of non-dimensional energy and non-dimensional peak frequency 
with fetch, the one dimensional spectral form and directional spreading. 

DESCRIPTION OF EXPERIMENT 

The site chosen for the present experiment was Lake George (see Figure 1). 
The lake is approximately 20 km long by 10 km wide and has a relatively uniform 
bathymetry with an approximate water depth of 2 m. A series of 8 measurement 
stations were established along the long North-South axis of the lake as shown in 
Figure 1. With the exception of Station 6, the sites consisted of minimum blockage 
space frame towers, designed to provide minimum contamination to either wind or 
wave measurements made from the towers. The central site, Station 6, consisted 
of a large platform with temporary accommodation for the research team. Each 
of the sites was instrumented with a surface piercing Zwarts poles. In addition, 
cup anemometers at a reference height of 10 m were located at Stations 2, 4, 6, 
7 and 8. Air temperature and relative humidity and water temperature were also 
measured at Stations 2, 6 and 8. A spatial array consisting of 7 Zwarts poles 
was established adjacent to the platform at Station 6 to provide high resolution 
measurements of the directional wave spectrum. 

NON-DIMENSIONAL GROWTH CURVES 

It is convenient to represent the data in terms of the non-dimensional variables: 
non-dimensional energy, e = g2E/Uf0, non-dimensional frequency, v = fpUio/g, 
non-dimensional fetch x — 9X/Ui0 and non-dimensional depth 6 = gd/Uf0 where 
g is gravitational acceleration, E is the total wave energy or variance of the wave 
record, fp is the frequency of the spectral peak, d is the water depth, x is the fetch 
and Uio is wind velocity. 

Figures 2 and 3 show scatter plots of e (Figure 2) and v (Figure 3) verses %• The 
data have been partitioned into discrete intervals of 5. Figures 2 and 3 show data 
in the range 6 = 0.2 — 0.3. A preliminary investigation of the north/south data 
indicated that the data which conformed to deep water conditions was consistent 
with previous deep water growth law formulations. In particular, e was well 
modeled by the JONSWAP relationship (Hasselmann et al., 1973), e = 1.6 x 10~7x 
and v by the Kahma and Calkoen (1992) form, v = 2.18x~0'27. 

Noting these deep water asymptotic limits to the data, a nonlinear least squares 
analysis of the data yielded the model 
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BASE • 
STATION 

Figure 1: Map of the Lake George experimental site. The measurement locations 
are labelled Si to S8. Data were transmitted to the Base Station on the western 
shore of the lake where it was logged under computer control. The contour interval 
is 0.5 m, with the maximum contour value 2 m. 

where 

and 

where 

e = 3.64 x 10~3 {tanh Ai tanh 
Bi 

tanhAi. 

1.74 

Ax = 0.493S076 

Bx = 3.13 x lCry-67 

0.133 {tanh A2 tanh 
Bo 

tanh^2 

A2 = 0.33W101 
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-0.37 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

Equations (1) and (4) are shown in Figures 2 and 3 respectively. As these 
figures contains data for a finite range of 6 (ie. S = 0.2 — 0.3), two curves are 
shown, one for each of the extremes of 6 for that figure. Generally, the proposed 
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gd/U.f0=   0.2-0.3 

Figure 2: A scatter plot of non-dimensional energy, e against non-dimensional 
fetch, x- Only data with values of non-dimensional depth, S between 0.2 and 0.3 
are shown. The north/south data are shown as the large dots and the lower quality 
east/west data as the small dots. Equation (1) is shown for the two extremes of 
6 (ie. 0.2 and 0.3) by the two dashed lines. The deep water asymptotic form of 
Equation (1) is shown as the solid line. 

relationships [(1) and (4)] approximate the data well.  As with all previous field 
measurements of this type there is some data scatter. 

At short non-dimensional fetch the waves are in deep water and approach the 
deep water asymptotic limits which are consistent with the numerous previous 
deep water data sets. As the non-dimensional fetch increases, the effects of the 
finite water depth become more pronounced and the data progressively deviate 
from the deep water limit. At relatively large values of non-dimensional fetch, 
further spectral development ceases as shown by the "plateau" regions of the 
curves in Figures 2 and 3. Rather than there being a single universal growth 
curve, there are a family of curves, one for each value of non-dimensional depth. 

Lake George is approximately twice as long as it is wide and whether this 
aspect ratio limits the wave development along the north/south fetch must be 
addressed. To investigate this point, cases for which the wind direction was ap- 
proximately perpendicular to the long east and west boundaries of the lake were 
extracted from the full data set.   As there are no measurements of wind speed 
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gd/U 0.2 - 0.3 

Figure 3: A scatter plot of non-dimensional peak frequency, v against non- 
dimensional fetch, X- Only data with values of non-dimensional depth, S between 
0.2 and 0.3 are shown. The north/south data are shown as the large dots and 
the lower quality east/west data as the small dots. Equation (4) is shown for 
the two extremes of 8 (ie. 0.2 and 0.3) by the two dashed lines. The deep water 
asymptotic form of Equation (4) is shown as the solid line. 

along the fetch for these cases, only data from Station 6, where the wind was al- 
ways measured have been considered. As these east/west events are common, we 
can be very selective with the data, retaining only those cases for which the wind 
direction is within ±10° of normal to the respective shore lines, This east/west 
data set is also shown in Figures 2 and 3. Since there is no detailed information 
to determine the development of the wind field with fetch for these cases and 
since there is moderately elevated land to the east and west of the lake (compared 
with north/south which is quite fiat) the east/west data set is considered to be 
of inferior quality to the north/south data set. Nevertheless, the east/west data 
set is consistent with the north/south data, confirming that the lake geometry 
has no significant influence on the results. It should be noted that there is only a 
relatively small range of values of x for each selected range of 6 for the east/west 
data, since all data is obtained from only a single dimensional fetch of approx- 
imately 5 km. Also, since the east/west data is believed to be of lesser quality 
than the north/south data, it was not used in the nonlinear least squares curve 
fit used to develop (1) and (4). 
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SPECTRAL EVOLUTION 

Bouws et al.  (1985) proposed the TMA spectral form for the representation 
of wind generated waves in water of finite depth 

E(f) = a#2(27r)-4r5exp 
4   U •7 

exp| ^J $ 

and 

$ 
[t(/,C3T 

[M/,oo)]~3^ 

(7) 

(8) 
9/ 

Based on the wavenumber scaling arguments implicit in the TMA spectral 
form, Bouws et al. (1985, 1987) speculated that the spectral parameters should 
be functions of the non-dimensional wavenumber, K = Uf0kp/g, where kp is the 
wavenumber of the spectral peak. To investigate this dependence with the present 
data set, the spectral parameters of a, 7 and a are presented as functions of K in 
Figures 4, 5 and 6, respectively. As with previous studies of spectral evolution, 
there is significant scatter in the data. 

10-1 

sio- 

10" 

 —H JIJLSI 

10" 101 

K =   Ufokp/g 

Figure 4: Values of the parameter a as a function of non-dimensional wavenumber, 
K. The solid line is a least squares fit to the data [Equation (9)]. The TMA result 
is shown by the dashed line and the JONS WAP form, transformed from frequency 
to wavenumber space, by the dash-dot line. 
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* =  U^p/g 

Figure 5:   Values of the peak enhancement parameter, 7 as a function of non- 
dimensional wavenumber, K. The horizontal line represents the data mean. 

Within the data scatter, a relationship between a and K is clear, with a an 
increasing function of K (see Figure 4). A least squares fit to the data yields the 
power law relationship 

a = 0.0091K
0
'
24 (9) 

Equation (9) is shown on Figure 4, together with the TMA result, 
OLTMA — 0.0078K.

0
'
49

. Both (9) and the TMA form are consistent with the data. 
In deep water the general TMA form reverts to that of JONSWAP. The deep 
water JONSWAP result scales a in terms of the non-dimensional frequency, v, 
o:JONSWAP — 0.033^0,67. Assuming a deep water linear dispersion relationship, 
this result can be converted to wavenumber space, OIJONSWAP — 0.01K

0
'
33

. This 
JONSWAP result is also shown in Figure 4 and is broadly consistent with the 
finite depth formulations. 

All results are comparable and confirm that the trend towards decreasing val- 
ues of a with increasing maturity of the waves, already observed in deep water, 
also holds in finite depth situations. 

In contrast to the observable trend in a with K, no similar result is apparent 
for either 7 or a. This result is consistent with both TMA (Bouws et al., 1985, 
1987) and JONSWAP (Hasselmann et al, 1973). There is, however, significant 
sampling variability associated with these parameters.   The mean values of the 
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Figure 6:  Values of the spectral parameter, a as a function of non-dimensional 
wavenumber, K. The horizontal line represents the data mean. 

data set yield j„ •• 2.70 and <x„ . = 0.12. 

DIRECTIONAL SPREADING 

Two common models have been proposed to represent the directional spreading 
of wind waves: cos25 9/2 and sech2(SO. A number of different techniques have been 
reported for the fitting of such analytical forms to the data. Mitsuyasu et al. 
(1975) and Hasselmann et al. (1980) analyzed their buoy data using the Fourier 
Expansion Method (Longuet-Higgins et al., 1963; Young, 1994) and determined 
the value of s from the first 2 components of the Fourier expansion. Donelan et 
al. (1985) compared this approach with one in which the directional form was 
matched to the half-power points of the measured spreading function. It was 
argued that matching the half-power points was more meaningful since interest is 
concentrated on the energetic region of the directional distribution. This technique 
appeared to reduce the scatter in the data. 

In addition to these techniques, application of a nonlinear least squares fit 
[Levenberg-Marquardt method, Press et al. (1986)] was also investigated with 
the present data. This least squares approach, was adopted here, together with a 
Maximum Likelihood Method analysis of the data from the directional array. 

Both formulations of the spreading function yield qualitatively similar results, 
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indicating the spectrum is narrowest at the spectral peak frequency and broadens 
at frequencies both larger and smaller than the peak value. The cos2s 9/2 formu- 
lation exhibited marginally less scatter than the sech2/36> form and was adopted 
for further analysis. 

A least squares analysis of the directional data yields the following form for 
the present finite depth data 

"(f)"   /</. 
11 ay" f*f> p 

Equation (10) has been constrained to yield narrowest spreading at f/fp = 1. 
The scatter in the data is such that the actual point of narrowest spreading cannot 
be determined with great accuracy. It is clearly, however, in the vicinity of the 
spectral peak frequency. 

Equation (10) is shown in Figure 7 together with the deep water results of 
Mitsuyasu et al. (1975), Hasselmann et al. (1980) and Donelan et al. (1985). 
As the results of Mitsuyasu et al. (1975) and Hasselmann et al. (1980) are both 
wave age dependent, mean values typical of their respective data sets have been 
used to construct Figure 7 (Mitsuyasu et al., 1975 - Uw/Cp = 1.1; Hasselmann et 
al., 1980 - Ui0/Cp — 1.4). As Donelan et al. (1985) provide no functional form 
expressed in terms of s, the result in Figure 7 was obtained from digitizing the 
result given in their Figure 30. 

The present results are marginally narrower (higher s) than those of both Mit- 
suyasu et al. (1975) and Hasselmann et al. (1980), they are however significantly 
broader than the high resolution results of Donelan et al. (1985). As shown by 
Donelan et al. (1985), the results of both Mitsuyasu et al. (1975) and Hassel- 
mann et al. (1980) are excessively broad due to the instrumentation and analysis 
technique utilized. The present result [Equation (10)] should have comparable 
resolving power to the result of Donelan et al. (1985). The inference is that finite 
depth wind wave spectra are broader than their deep water counterparts. Due 
to the relatively narrow range of kpd spanned by the present data set a more 
emphatic statement cannot be made. At present it is necessary to rely on these 
two independent data sets (Donelan et al., 1985 - deep water; Lake George - finite 
depth). There is always some possibility that, in addition to water depth, there 
are other unknown influences responsible for the different spreading. 

CONCLUSIONS 

The data set presented in this paper represents the first comprehensive field 
study of the evolution of fetch limited waves in water of finite depth. The data 
set is sufficiently comprehensive to fully define non-dimensional growth curves for 
both energy and peak frequency. In contrast to deep water results, a single growth 
relationship does not exist for each quantity.  Rather, a family of curves result, 
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Figure 7: The dependence of the directional exponent s for the present finite 
depth data as a function of f/fp [Equation (10)] (thick solid line). Also shown for 
comparative purposes are previous deep water data sets: Mitsuyasu et al. (1975) 
- 'dash dot line'; Hasselmann et al. (1980) - 'dashed line'; Donelan et al. (1985) - 
'open circles'. 

depending on the non-dimensional depth. 

The one-dimensional spectrum has been shown to conform to the TMA form. 
The spectral parameter a is shown to be a function of the non-dimensional peak 
wavenumber, K. 

The directional spreading is qualitatively similar to deep water results. The 
spectra are narrowest at the spectral peak frequency and broaden at frequencies 
both above and below the peak. Compared with deep water results, finite depth 
spectra appear to exhibit broader spreading. This is possibly due to the different 
nonlinear coupling which will exist in finite depth cases. 

The present data set is significantly more comprehensive than previous finite 
depth studies. The results of these previous studies are, however, consistent with 
the present results. This occurs, despite the fact that a wide range of bed materials 
exist for the various data sets. As a result, it can be speculated that bed material 
has little influence on spectral evolution under fetch limited conditions. This is 
markedly different to other finite depth cases, such as swell attenuation, where 
the rate of decay is very sensitive to the bed material. 
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CHAPTER 42 

Measurement of Breaking Waves Using Particle Image Velocimetry 

Kuang-An Chang 1 and Philip L.-F. Liu 2 

1. Introduction 

The water wave breaking problem has been studied for many years. The most popular 
experimental methods for studying this problem include the flow visualization method 
and the Laser Doppler Velocimetry (LDV). However, the first method lacks quantita- 
tive description and the second method, in general, needs hundreds of measurements 
to form a flow field. Instantaneous quantitative flow field information is nearly impos- 
sible, if these two methods are used. In recent years, the Particle Image Velocimetry 
(PIV) has been proven to be a powerful tool for two-dimensional instantaneous velocity 
measurement. Tens to hundreds of velocity measurements using the LDV can be done 
in only one single measurement using the PIV. 

The LDV is the most common tool for non-intrusive velocity measurements. By 
using the LDV and the phase average method, Mizuguchi (1986) and Okayasu et 
al.(1986) measured hundreds of points under a plunging breaker on sloping beaches. 
The flow fields of the mean and turbulence velocity were formed and the vorticity 
was calculated. In addition, Nadaoka et al. (1989) studied turbulent structures in 
surf zone using either the phase-averaged method or the moving-averaged method and 
demonstrated the differences between these two methods. In their work, the strain rate 
and its principal axes, Reynolds stress and momentum transport were obtained. More 
recently, a series of papers published by Ting and Kirby (1994, 1995, 1996) attempted 
to describe the turbulence structure under plunging and spilling breaking waves. In 
their works, turbulence transport under trough level was studied based on the turbulent 
kinetic energy equation. All the work mentioned above are based on either the phase or 
the moving average in turbulence measurements. In other words, experimental studies 
of wave breaking contain, in general, instantaneous and/or phase-averaged velocity 
information. As far as the authors know, the ensemble-averaged velocity field is rare 
for the unsteady problems such as breaking waves.  However, the wave period in the 
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surf zone is not quite constant even for the monochromatically generated waves. The 
effect of the questionable "phase average" is not yet known. 

Beside the LDV technique, the PIV has been used to measure velocity field in recent 
years. A good review of the PIV technique can be found in Adrian (1991). However, 
the PIV is still a quite new tool in water-wave related studies. A detailed description of 
the PIV used in a coastal engineering laboratory is given by Created et al. (1992). By 
using PIV, Quinn (1995) studied near-breaking and broken waves on different slopes 
and compared the results with those of Boussinesq models. Skyner (1996) studied 
near-breaking plunging waves and compared PIV results with a boundary element 
model. The instantaneous flow field and the evolution of a quasi-steady breaking 
wave generated by a submerged airfoil was studied by Lin and Rockwell (1994, 1995). 
Hornung et al. (1995) measured velocity field and calculated vorticity under a hydraulic 
jump and used the results to confirm a control-volume prediction. Perlin et al. (1996) 
studied a plunging breaker in deep water and found the largest particle velocity is 
about 30% greater than the phase speed. In all the work mentioned above either the 
instantaneous flow field information or the quasi-steady breaker such as hydraulic jump 
was reported. No turbulence properties have been obtained. 

In this study, deep-water spilling breaking waves are investigated by applying the 
PIV technique. By repeating the initial and boundary conditions carefully, the mean 
velocity and turbulence intensity are obtained from ensemble average. 

2. Experimental Set-up 

Light sheet optics 

To wavemaker 
controi panel 

From timing box 
Pulsed lasers 

- Light sheet : 

Vs a^ 
" Seeding particles 

Mirror controller 

Figure 1: Experimental Set-up 

The experiments were conducted in a 30m long, 0.6m wide and 0.9m deep wave 
tank. Waves are generated by a piston-type wavemaker controlled by a Pentium PC. 
Monochromatic waves were generated by moving the wave board periodically as fol- 
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lows: £(t) = -Acos(2irft) in which A — 7.0 cm and / = 1.0 Hz. The error of the 
wave board motion is less than 0.5% of the stroke if the same motion is repeated. The 
PC also sent out pulses to trigger a camera so that the time interval between starting 
wavemaker and triggering camera can be well controlled. The breaking point, defined 
as the front face of wave becomes vertical, is about 1/3 of the wavelength away from 
the wave board at x = 38cm with x = 0 representing the center of wave board tra- 
jectory. The wavelength, calculated from linear theory, is 1.2m. A wave gauge placed 
close to breaking point at x = 35cm showed that the wave height is 14.5cm. The water 
depth was kept at 20cm. A light sheet about 1mm in thickness at the center of tank 
was created by frequency-doubled dual Nd:YAG lasers with a-12.7mm cylindrical lens 
combined with a 2000mm spherical lens. The lasers have a 200mJ/pulse maximum 
output energy and 10ns pulse duration in 532nm wavelength. A high resolution digital 
CCD camera (1316x1034 pixels) connected to a Pentium PC with a frame grabber in 
it was used to perform the so-called "on line" PIV. The camera equipped with a 60mm 
focus lens set at f/4.0 was located 2.7m in front of the light sheet. The field of view 
(FOV) is 40cm which is 1/3 of the wavelength and the resolution is 0.3mm/pixel. The 
time interval between two laser pulses was 2ms with error less than 1/is. In order to 
resolve the directional ambiguity, a rotating mirror was used (Adrian 1986). The lasers 
were located on top of the tank. The light sheet was redirected by a mirror to the 
test section. A black tape was stuck on the bottom of tank to reduce the reflection. 
The seeding particles were conifer pollen which has mean diameter 54,um and their 
specific weight are close to that of water. The conifer pollen has been proven to be 
good seeding particles for large scale PIV experiments (Created et al. 1992). Velocity 
fields of three areas were measured. The first area is centered at x— 40cm where the 
wave starts to break. The second and the third area are centered at x= 70cm and 
x= 97cm, respectively, which are about 1/4 and 1/2 wavelength behind the breaking 
point. Only the results from the first and third measuring areas are shown here. The 
ensemble-averaged velocity was obtained by repeating 24 runs at the third measuring 
area for studying the turbulence generated by broken waves. See figure 1 for the sketch 
of experimental set-up. 

After the image was captured, it was then analyzed by first applying the threshold 
to remove the noise and then performing the auto-correlation (Lourenco and Krotha- 
palli 1994). The interrogation area for velocity calculation was 64x64 pixels. The 
timing was calibrated to have an uncertainty less than 1ms. Following the same proce- 
dure as the experiments were done, the error in velocity measurement is 1 cm/s which 
was obtained from the standard deviation of the stationary flow. 

3. Results and Discussion 

It is known that the particle velocity exceeds phase speed when a wave starts to break. 
This can be seen from figure 2 and 3. Figure 2 shows the velocity field under the 
second crest (first one doesn't break) just before breaking. The maximum velocity is 
1.08 m/s which is 90% of the phase speed. Figure 3 shows the same wave crest just 
passing its breaking point. It has maximum velocity 1.52 m/s which is 25% greater 
than phase speed. Therefore it is expected that the particle velocity will be at least 
25% higher than the phase speed during breaking. 
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Figure 2:  The first breaking wave reaching the breaking point at t = 1.39 sec with 
FOV from x = 21 to 61cm and z — -17.4 to 14.4cm (the first measuring area). 
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Figure 3: The first breaking wave passing the breaking point at t 
same FOV as figure 2. 

1.50 sec with the 
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Once the wave breaks, it generates lots of air bubbles near the surface which make 
the measurement very difficult. Due to this reason, we only show velocity field at 
one particular moment- broken wave crest just passes the third measuring area. At 
this moment the area has the strongest turbulence and the measurements are not 
affected by air bubbles. In order to obtain turbulence intensity, 24 measurements with 
same boundary and initial conditions were taken. Figure 4(a) shows the instantaneous 
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Figure 4: (a) Instantaneous velocity field (b) ensemble-averaged mean velocity field 
at t = 3.39 sec with FOV from x — 11 to 117cm and z — -16.4 to 15.4cm (the third 
measuring area). 

velocity field of one of the 24 measurements at the third measuring area centered at x 
= 97cm which is about 1/2 wavelength behind the breaking point. Figure 4(b) shows 
the ensemble-averaged mean velocity from all 24 measurements. From the figure one 
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can see that some velocity data are missing near the right side. This is due to the 
residue air bubbles from the just-passed breaking waves. The linear kriging method 
(see Agterberg 1970) was used to interpolate and extrapolate the missing data.  The 
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Figure 5:   Linear kriging interpolated mean velocity field of figure 4(b) at (a) 
frame (b) moving with (-0.2, -0.05)m/s. 

fixed 

interpolated velocity field is shown in figure 5(a). Figure 5(b) shows the same velocity 
field but from a moving frame (-0.2, -0.05)m/s. A clockwise vortex near the center of 
figure 5(b) can be clearly seen. This vortex is also shown in the later vorticity plot. 
Figure 6 shows the mean velocity contour in the horizontal and vertical directions. 
The vorticity of mean flow calculated by applying central finite difference is plotted 
in figure 7. One can find that the vorticity is negative in most of the area with 
the order of magnitude in a couple sec-1.     Figure 8 shows the turbulence intensity 
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(a) Horizontal velocity 
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Figure 6: (a) Horizontal (b) vertical velocity (cm/s) of mean flow in the third measuring 
area. 
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Figure 7: Vorticity (1/s) of mean flow in the third measuring area. 
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calculated from the ensemble average. Since the ensemble average is based on large 
number of samples, the ensemble-averaged turbulence intensity from different number 
of measurements were compared. It is found, from the contour plot, that the result 
from 15 measurements or more is close to that from 24 measurements. This may not 
mean 15 measurements are enough in performing ensemble average, but simply mean 
that the result from 15 measurements is quite close to that from 24 measurements 
and 15 measurements may be the minimum requirement. In other words, since it is 
difficult to obtain many measurements for calculating ensemble average in such kind 
of unsteady flow, at least 15 or more measurements may be necessary for performing 
the ensemble average.   From figure 8 one can see the distribution of the turbulence 

(a) 24 measurements 

(b) 15 measurements 

95 100 
x(cm) 

Figure 8:   Turbulence intensity (cm/s) calculated from (a) 24 measurements (b)  15 
measurements in the third measuring area. 

intensity is quite uniform in the vertical direction. The maximum turbulence intensity 
in figure 8 is 10 cm/s. However, the maximum local mean velocity is only about 30 
cm/s. This means that the turbulence intensity is almost the same order of magnitude 
as the local mean velocity, especially in the region close to the crest. 
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4. Conclusion 

The PIV technique is proved to be a powerful tool in flow velocity measurement. The 
velocity field of non-breaking and near-breaking waves can be obtained without much 
difficulty. The maximum particle velocity of the deep-water spilling breaker is close to 
its phase speed at the breaking point and at least 25% greater than its phase speed 
during breaking. For broken waves, the mean velocity and turbulence intensity can 
be obtained from the ensemble average by repeating the same initial and boundary 
conditions. The turbulence intensity is about the same order of magnitude as the local 
mean velocity in the region the broken crest just passing through it. However, for the 
region which has highly concentrated air bubbles, more effort is needed in the future. 
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CHAPTER 43 

Computation of the near-bottom kinematics of shoaling waves 

Luc Hamm1 

Abstract 

Two practical formulations from Isobe and Horikawa (1982) and Swart and 
Crowley (1988) are tested against laboratory measurements: seven cases with 
monochromatic waves and two cases with random waves. It appears that the Isobe 
and Horikawa formulation can be used with confidence over a large range of wave 
conditions except in the surf zone when monochromatic waves are considered. The 
covocoi'dal theory from Swart and Crowley provides a more comprehensive 
description of wave properties but abnormal results have been noticed in a few cases. 
The use of one representative wave height and period in random waves may lead to 
an underestimation of velocity moments with low steepness waves. 

1.      Introduction 

Shoaling waves (i.e. waves normally transforming over a sloping bottom) 
exhibit a more or less pronounced vertical asymmetry of the free surface elevation 
and orbital velocity when approaching the breaking point. Classical wave theories 
developed by assuming a flat bottom are able to predict the horizontal asymmetry of 
the waves in deep and intermediate water depths but not such a vertical asymmetry 
(Soulsby et al, 1993). 

In this paper, we shall focus mainly on the prediction of near-bottom (i.e. 
outside the bottom boundary layer) kinematics of shoaling waves which is of special 
interest for the computation of sediment transport on the shereface and in the 
nearshore zone. 

Chief Engineer, Sogreah Ingenierie, BP 172, F-38042 Grenoble Cedex 9 - France 
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Firstly, the main results obtained from published experimental investigations 
in laboratory will be reviewed. Secondly, two existing practical formulations able to 
predict the near-bottom orbital velocities of shoaling waves will be briefly described. 
Their ability and accurary will be then assessed against laboratory measurements in 
the third part of this paper. 

2.      A review of laboratory experiments 

a)      Monochromatic waves 

A summary of the published laboratory studies reviewed for this paper is 
presented in table 1. Historically, many studies have focused on the prediction of the 
horizontal velocity under the crest which is one of the most important quantities used 
for design purposes (Dean and Perlin, 1986; Kirkgoz, 1986). The main result of 
interest is that near the bottom, the linear theory gives the best overall ajustment for 
flat and sloping beds up to the breaking point and within the surf-zone. It should be 
pointing out that this very flattering comparison cannot be extrapolated to the overall 
velocity profile (Hattori, 1986). In particular, the observed skewness of velocities 
(Nadaoka and Kondoh, 1982) cannot be predicted. 

Table 1 Measurements of near bottom orbital velocities in laboratory (regular waves) 

Authors beach slope n°of 
tests 

type of measurements measur. in 
surfzone 

Iwagaki&Sakai(1970) flat 22 profiles at crest and time series 
near bottom 

No 

Tsuchiya & Yamaguchi (1972) 1/100 3 at crest and trough above mid- 
depth 

No 

Stive (1984) 1/40 2 profiles at crest and trough Yes 

Flick etal. (1981) 1/35 2 time series near bottom Yes 

Isobe & Horikawa (1982) 1/10 & 1/20 21 time series near bottom Yes 

Nadaoka & Kondoh (1982) 1/20 12 near-bottom mean velocity 
and velocity skewness 

Yes 

Hattori (1986) 1/20 15 profiles at crest and trough No 

Sato etal. (1988) 1/20 3 time series near bottom 
(+ random waves) 

Yes 

Kirkgoz (1986) 1/4.45 to 1/12 17 profiles at crest No 
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This skewness is peaking at the breaking point and tends to decrease 
significantly in the surfzone except for steep waves. It is a relevant indicator of the 
development of asymmetries observed in shoaling waves which are of two kinds. 

The horizontal asymmetry includes an increase of the velocity speed under 
the crest (u,) which could become twice the velocity speed under the trough (uj. This 
increase is accompanied by a shortening of the crest duration To (i.e. the duration of 
time when the velocity is in the direction of the wave propagation). 

This is explained by the development of higher harmonics which are locked 
to the primary (sinusoidal) wave. The ratio u/u t was found to be maximum at the 
breaking point and then to decrease signficantly in the surfzone (Stive, 1984). 

The vertical asymmetry includes a steepening of the velocity (temporal) 
profile between a trough and the following crest producing a higher acceleration than 
between the crest and the following trough. This is explained by the development of 
phase differences between the harmonics and the primary wave (Flick et al., 1981) 
induced by the slope of the bottom and producing a sawtooth shape. 

b)     Random waves 

When randomness of waves is considered, the situation becomes 
complicated by presence of bounded and free low frequency waves. In intermediate 
depths, bounded second-order wave velocities can be computed from second-order 
random theories (Dean and Perlin, 1986). 

In the nearshore zone, partially standing long-waves are often present. Guza 
and Thornton (1985) have analysed velocities measured at Torrey Pines beach 
including the surfzone. They have shown that low frequency velocity variance 
increases monotonically as depth decreases. Cross-shore high frequency velocity 
moments appear to be near gaussian offshore, reach a maximum deviation from 
gaussian near the mean breaker location and trend back to gaussian as the shoreline is 
approached. Such an evolution cannot be predicted by a monochromatic or a linear 
gaussian model. 

Roelvink and Stive (1989) carried out detailed near-bottom velocity 
measurements in a laboratory flume and also found that high frequency velocity 
moments were very significant in the nearshore region. They used a non-linear wave 
theory to successfully predict these moments. 

3.      Practical formulations tested 

Existing formulations have been reviewed by Soulsby et al. (1993). Two of 
them have been chosen for the validation tests presented hereafter. 
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a) Isobe and Horikawa 

Isobe and Horikawa (1982) proposed two series of empirical corrections of 
the linear velocity profile. As a first step, an estimation of the ratio uc/(uc + ut) is 
obtained for their equations (13) to (23). From these expressions, ut could be 
predicted assuming that u, is accurately computed with the linear theory. 

Similarly, the ratio Tc/T could be computed. Two sinusoidal profiles could 
then be adjusted to simulate the velocity profile under the crest and under the trough. 

In a second step, the vertical asymmetry is accounted for by introducing two 
time lags in the above profile with the equations (24) to (28). To apply these 
expressions, one should correct the following typing errors: 

1) The right side of equation (23) should read 0.5 - 0.018(T/g/d). 
2) In the second right side of equation (28), n is outside the brackets. 

Please also note that in equation (28), the origin of time is at 0.5(T - Tc) 
following figure 9 of Isobe and Horikawa. 

b) The covoco'fdal theory 

In order to provide a simple and accurate tool for engineering purposes, 
Swart and Loubster(1978) have presented a numerical method and a parametrized 
solution of the problem valid at any water depth for a flat bottom. They called it the 
vocoidal theory (vocoidal stands for Variable Order CosinusOIDAL function). It is 
based on basic assumptions concerning the form of the free-surface elevation, the 
orbital velocity and the celerity which are expressed as: 

ii(o = #(W>^;-w (i) 

u(z>f) - z~     cosh.(M(X)kz) ,y 

C   ~ ^ smh(M(X)k(h+T\)) 

— = — tanh(Nkh) (:$) 
gh    kh 

t is time, H and T are the wave height and period, X = t/T, P is the wave 
profile parameter, r\«t is the non-dimensional wave trough, k is the wave number, C 
the celerity, z the vertical coordinate, M(X) is the orbital velocity function and N is 
the wave celerity parameter. Equations (1) and (3) have been originally proposed by 
Van Hijum (1972) and equation (2) by Mejlhede(1975). A numerical method to solve 
this simplified problem has been established by Swart(1978). 
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Then, a parametrized form of this solution has been derived empirically 
from numerous computations in order to provide analytical equations very easy to 
use. The comprehensive derivation and validation of the method could be found in 
Swart (1978) and Swart and Loubster(1979). 

This theory was then extended by Swart and Crowley(1988) to the case of a 
sloping bottom by modifying equations (1) and (2) in order to introduce a 
parametrized form of the vertical asymmetry. This new theory has been called the 
Covocoidal theory. The same numerical approach has been used and an analytical 
parametrized form of the solution was also given. This parametrization has then been 
slightly modified by Swart and Crowley(1989). This is this parametrized solution 
which has been tested here. 

c)      An unsuccessful test 

Finally, it should be noted that Hattori and Katsurakawa (1990) followed the 
idea of Flick and al (1981) by proposing empirical formulae of phase lags. Such a 
method could be easily used with numerical wave models based on Fourier 
developments. Unfortunately, we have not been able to recompute the results 
presented in their paper (i.e. figure 5 of their paper from their equation (5)). 

4.      Validation tests 

The two formulations have been tested against several laboratory data with 
monochromatic and random waves. 

a)      Monochromatic wave tests 

As a first test, two velocity time-series of near-breaking shoaling waves 
measured by Isobe and Horikawa (1982) on a fixed slope of 1 in 20 have been used. 
The first one has been obtained with a deep-water steep wave (rI/L0 = 0.059) and the 
second with a low-steepness wave (H(/L0 

= 0.0067). The measured and computed 
velocity profiles are shown on figure 1. For both cases the agreement is excellent 
with Isobe and Harikawa's formulation and reasonable with the covocoidal theory. It 
is worth to note that in the first case, the ratio H/h is 0.88 far over the limiting value 
on a flat bottom. It means that very accurate high order Fourier wave theories cannot 
provide any result here. 

A second test made use of the measurements of the skewness of the velocity 
from Nadaoka and Kondoh (1982) along a 1 in 20 slope. Two typical cases including 
as previously high and low steepness waves have been simulated. Figure 2 presents 
the results obtained. In order to perform the computations of the velocity, the wave 
height transformation has been computed with a finite amplitude wave model 
including the surfzone. 
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Outside the surfzone negative abnormal values are obtained with the 
covocoi'dal theory in the first case. Furthermore, the skewness is peaking too much 
offshore in the second case. On the other hand, the Isobe and Horikawa formulation is 
providing smoother results in reasonable agreement with the measurements. In the 
surfzone, no formulation is able to predict the decrease of the skewness. 

Because the covocoi'dal theory provides a comprehensive wave description, 
further tests considering the free surface elevation profile have also been performed. 
Measurements of wave crests and troughs on a 1 in 12 slope reported by Bowen et al 
(1968) have been simulated. The results are shown in figure3. The agreement is quite 
good in the outer shoaling region. Further inshore the wave crest elevation is rather 
overestimated and the trough underestimated. This deviation from the measurements 
increases in the surfzone. 

Finally, a last test concerning the shape factor (Bo defined as the ratio of the 
standard deviation of the surface elevation over the wave height) has been carried out 
using the data from Stive (1984). A good prediction of this factor is essential in 
surfzone models in order to accurately compute the radiation stresses and the set-up. 
Figure 4-up indicates that before the breakpoint, the use of the covocoi'dal theory can 
improve the computation of Bo compared to a classical second-order cnoidal theory. 
This is no more the case in the surfzone. Results are even worse in the case of a low- 
steepness wave (figure 4-down). 

b)     Random wave tests 

Results obtained with monochromatic waves show that both approaches can 
be used before the breaking point but not in the surfzone. If we now consider random 
waves which generate wider surfzones, it implies that a probabilistic approach 
considering the joint distribution of wave heights and periods to compute the velocity 
distribution will not work properly in the nearshore. This is the reason why an 
alternative approach to estimate the velocity moments in random waves is considered 
here. It consists of applying the two formulations with a representative wave height 
and period. Flume data at prototype scale collected in the Delta flume in the 
Netherlands (Arcilla et al., 1994) have been used to test that approach. Figure 5 
presents the computation of the second order and the third order velocity moments 
(high frequency part only) obtained by using the root-mean-square wave height and 
the peak period of the waves. In the first case (test2A) the bottom slope is monotonic 
but in the second (test 1C) a bar has developed which explains the presence of two 
peaks. Furthermore, the low steepness of the waves in the second case makes it a 
more difficult case to simulate: a signficant underestimation of the third order 
velocity moment is clearly visible in figure 5-down. 
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5.      Conclusions 

The validation tests of the two formulations indicate that the Isobe and 
Horikawa (1982) formulation can be used with confidence in a large range of wave 
conditions except inside the surfzone when monochromatic waves are considered. 
The covocoi'dal theory provides a more comprehensive description of the waves 
properties but abnormal results have been noticed in a few cases. This is probably due 
to the limitations of the parametrization which is rather complex and should be 
carefully checked at both limits: « deep »-water and breaking point. The accuracy of 
the prediction is generally reasonable. More tests with random waves are needed to 
confirm the choice of the root-mean-square wave height as the most suitable input. 
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Figure 1. Validation test against bottom velocity measurements 
of Isobe and Horikawa (1982) 

up: H = 0.0916 m, T = 0.97 s, h = 0.104 m, bed slope = 0.05 
down: H = 0.0675 m, T = 2.0 s, h = 0.088 m, bed slope = 0.05 
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Figure 2. Validation test against bottom velocity skewness measurements 
of Nadaoka and Kondoh (1982) 

up: case 9 - H„ = 0.10 m, T = 0.92 s, bed slope = 0.05 
down: case 12 - E„ = 0.108 m, T = 1.62 s, bed slope = 0.05 
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Figure 4. Validation test against surface elevation shape factor measurements 
of Stive (1984) 

up: test 1 - Hjnc. = 0.145 m, T = 1.79 s, bed slope = 0.025 
down: test 2 - Hjnc. = 0.145 m, T = 3.0 s, bed slope = 0.025 
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FORMULATION AND VALIDATION OF VERTICALLY 2-D 
SHALLOW-WATER WAVE MODEL 

Bradley D. Johnson1, Nobuhisa Kobayashi2, and Daniel T. Cox3 

Abstract 
A numerical model is developed to predict the time-dependent, two-dimensional ve- 

locity field under normally incident breaking waves on beaches and coastal structures. 
Use is made of the depth-integrated continuity and horizontal momentum equations, 
where the momentum equation includes the momentum flux correction due to the ver- 
tical variation of the horizontal velocity. The third equation for the momentum flux 
correction is derived from the depth-integrated wave energy equation together with a 
cubic horizontal velocity profile. The three equations are solved using the MacCor- 
mack finite difference method. The quasi two-dimensional model is compared with 
two laboratory data sets and is found to predict the vertical variation of the horizontal 
velocity measured below the trough reasonably well. However, the energy dissipation 
in the model is primarily numerical for breaking waves on gentle slopes despite the 
explicitly modeled energy dissipation due to wave breaking. 

Introduction 
The quantitative prediction of detailed sediment transport on beaches and armor 

stability on coastal structures requires a numerical model that can predict the time- 
dependent, vertically two-dimensional velocity field of breaking waves on slopes with 
sufficient accuracy and reasonable computation time. 

Available time-dependent, one-dimensional and other numerical models for break- 
ing and nonbreaking waves on inclined structures and beaches (e.g., Kobayashi and 
Wurjanto 1989) are relatively simple and robust. Generally, these models predict 
the free surface elevation fairly accurately, within about 20% errors. The compar- 
isons of a one-dimensional model with the experiment for regular waves spilling on 
a rough, impermeable 1:35 slope conducted by Cox et al. (1995) indicated that the 
horizontal velocity measured below the wave trough level was represented by the com- 
puted depth-averaged velocity reasonably well. The temporal variation of the bottom 
shear stress was predicted poorly because errors in the computed horizontal velocity 
were magnified in the computed bottom shear stress and because the bottom friction 
factor was not really constant.  These limited comparisons suggest that a vertically 
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two-dimensional model will be required to predict the detailed vertical variations of 
the fluid velocities and shear stress which are essential for predicting cross-shore sedi- 
ment transport on beaches and hydrodynamic forces acting on armor units on coastal 
structures. 

A simplified two-dimensional model called VBREAK has been developed assuming 
a cubic horizontal velocity profile outside of the wave boundary layer. The verti- 
cally two-dimensional problem is then reduced to a depth-integrated one-dimensional 
problem in which three time-dependent, one-dimensional differential equations can be 
solved numerically for the water depth h, depth-averaged horizontal velocity U, and 
near-bottom horizontal velocity ui,. The simplified two-dimensional model is compu- 
tationally as efficient as the previous one-dimensional models. As a result, the new 
model can be applied easily and routinely using workstations. This paper summarizes 
the numerical model VBREAK described in detail by Kobayashi and Johnson (1995) 
and the comparisons of the model to available data presented in Johnson et al. (1996). 

Mathematical Formulation 
The approximate governing equations adopted in the numerical model named 

VBREAK are derived from the two-dimensional continuity and Reynolds equations 

dx'3 
0 (1) 

8u>       , du\    _       1 dp' 1 dr'i3 

W + u'd7J   -  "pM^9      P dx> (2) 

in which the prime indicates the physical variables and the summation convention is 
used with respect to repeated indexes. The symbols used in (1) and (2) are depicted 
in Fig. 1 where t' = time; x[ = horizontal coordinate taken to be positive landward; 
x'2 = vertical coordinate taken to be positive upward with x'2 — 0 at the still water 
level (SWL); u[ = horizontal velocity; u'2 = vertical velocity; p = fluid density which 
is assumed constant; p' = pressure; g = gravitational acceleration; ^2 = Kronecker 
delta; and r/.- = sum cf turbulent and viscous stresses. Assuming that the viscous 
stresses are negligible, r\: may be expressed as (e.g., Rodi 1980) 

(3) 

in which v't = turbulent eddy viscosity; and k' = turbulent kinetic energy per unit 
mass. 

To simplify (1) and (2) with (3) in shallow water, the dimensional variables may 
be normalized as 

ux = 
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SWL 

h' = W-4) 

in which T' and H' are the reference wave 
period and height used for the normaliza- 
tion. The parameter a defined in (6) is 
the ratio between the horizontal and verti- 
cal length scales and is assumed to be much 
larger that unity. 

The normalized variables in (4) and (5) 
are assumed to be on the order of unity in 
shallow water. The normalization of v[ and 
k' in (5) is based on the turbulence measure- 
ments in a wave flume by Cox et al. (1994) 
which have indicated that ut and k are on the 
order of unity or less inside and immediately 

Figure 1: Definition sketch outside the surf zone, respectively. The 
terms of the order of a~2 are neglected in the normalized equations corresponding to 
(1) and (2). 

The conventional notations of x = xi, z = x2, u — U\ and w ~ u<i are used in 
the following. The simplified depth-integrated continuity and horizontal momentum 
equations under the assumption of a2 ^> 1 are expressed as 

dq 
dt 

dh 
In dx 

d 
dx (qu + m + 

= 0 

-eh- n 

with 

Ufdz 

(7) 

(8) 

(9) 

where h = water depth given by h = (ij — Zb)\ q — volume flux per unit width; U — 
depth-averaged horizontal velocity defined as U = q/h; 6 — normalized bottom slope 
defined as 9 = dzi/dx; TJ = bottom shear stress; and m = momentum flux correction 
due to the vertical variation of the horizontal velocity u. The vertical momentum 
equation yields essentially hydrostatic pressure for shallow water. 

To include energy dissipation due to wave breaking in Boussinesq equations, Zelt 
(1991) and Schaffer et al. (1992) added a term corresponding to the term for the 
momentum flux correction m in (8). Zelt (1991) expressed this additional term in 
the form of horizontal momentum diffusion with an artificial viscosity. The artificial 
viscosity was calibrated for breaking solitary waves where the diffusion term was acti- 
vated using a semi-empirical criterion for solitary wave breaking. On the other hand, 
Schaffer et al. (1992) expressed the additional momentum flux using a simple approach 
based on a surface roller that represented a passive bulk of water riding on the front 
of a breaking wave. An empirical geometric method was used to determine the shape 
and location of the surface rollers during the computation. Unlike the present model, 
these models do not predict the vertical variations of the fluid velocities. 

The equation for the momentum flux correction m is derived from the depth- 
integrated instantaneous wave energy equation (Kobayashi and Wurjanto 1992) 
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The specific energy E defined as the sum of kinetic and potential energy per unit 
horizontal area is given by 

E    =    ^(qU + m + i]2) for zb < 0 (11) 

E    =    -(qU + m + ri2- zfj for zb > 0 (12) 

in which the potential energy is taken to be relative to the potential energy in the 
absence of wave action with SWL at z — 0. The energy flux EF per unit width is 
expressed as 

EF = m+\ (qU2 + ZmU + m3) (13) 

with 

m3= [   (« - Uf dz (14) 
J*b 

in which m% — kinetic energy flux correction due to the third moment of the velocity 
deviation (u — U) over the depth. The energy dissipation rate D per unit horizontal 
area in (10) is given by 

*-£'£* <15> 
where use is made of the no slip condition u = 0 at z = zb. 

The energy dissipation rate D may be expressed as the sum of dissipation due 
to bottom friction, Df, and dissipation due to wave breaking outside of the wave 
boundary layer, DB- The wave boundary layer is not analyzed explicitly in this 
numerical model. The energy dissipation rate Dj inside the wave boundary layer may 
be estimated by (Jonsson and Carlsen 1976) 

Df = n at;   n = fw\ub\ub-   fw - -ofw (16) 

where uj, = near-bottom horizontal velocity immediately outside the wave boundary 
layer and fw = friction factor (Jonsson 1966). Assuming that the thickness of the 
wave boundary layer is much smaller than the water depth, DB may be estimated as 

DB —I   vt { — 1   dz   outside boundary layer (17) 

Rearranging the instantaneous wave energy equation (10), the equation for the 
momentum flux correction m is derived 

dm      d  .„   „ .     „TT dm     „.   _      _   . .„„. 
^ + ^{3mU + m3) = 2U~-2(rbub + DB) (18) 

in which ub — ub — U — near-bottom horizontal velocity correction due to the vertical 
variation of the horizontal velocity u outside the wave boundary layer. 

In order to express m, m3, and DB in terms of ub, the horizontal velocity u outside 
the wave boundary layer is assumed to be expressible in the form 

u(t,x,z) = U(t,x) + ub(t,x)F(Q (19) 
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with 
C = [z - zb(x)] /h(t, x)     for 0 < C < 1 (20) 

in which F = normalized function expressing the vertical variation of the velocity 
deviation (u — U) from ( = 0 immediately outside the wave boundary layer to £ = 
1 at the free surface. Substitution of (19) into the normalized continuity equation 
corresponding to (1) yields the vertical velocity w(t,x,z) where w = 0 at z = zb. The 
dimensional turbulent eddy viscosity v[ outside the wave boundary layer is assumed 
to be given by 

4=(CW2||£| (21) 

in which Ce = mixing length parameter. The turbulence measurements inside the surf 
zone by Cox et al. (1994) have indicated that (21) is a reasonable first approximation 
outside the wave boundary layer and that Ce is on the order of 0.1 (Ce — 0.1 is used 
herein). The corresponding normalized turbulent eddy viscosity vt defined in (5) is 
expressed as 

vt = ch 
du 

Tz 
Substitution of (19) with (22) into (9), (14), and (17) yields 

m   =   C2hul ;      C2= f1 F2d( 
Jo 

m3    =   C3hut ;      C3=  f1 F3d( 
Jo 

DB   =   CBCja |M(,|
3 ;   cB = r 

Jo 
dF 
d( 

(22) 

(23) 

(24) 

d( (25) 
3 

Madsen and Svendsen (1983) and Svendsen and Madsen (1984) assumed a cubic ve- 
locity profile for their analyses of a hydraulic jump and a turbulent bore on a beach. 
Accordingly, the function F in (23) - (25) outside the wave boundary layer is assumed 
to be cubic and expressed as 

F = 1 - (3 + 0.75a)C2 + a(3     for 0 < ( < 1 (26) 

in which a = cubic velocity profile parameter. The shear stress r should drop to 
zero at the free surface. To satisfy |j = 0 at the free surface, a = 4. The assumed 
form (26) results in r = 0 at £ = 0 immediately outside the wave boundary layer in 
contradiction with the turbulence measurements inside the surf zone by Cox et al. 
(1994). The cubic profile assumed by Svendsen and Madsen (1984) suggests that the 
parameter a is approximately 3 and the range of a — 3-4 is considered in the following. 
Substitution of (26) into (23) - (25) yields C2, C3, and CB as a function of a. 

Fig. 2 shows the cubic velocity profile function F given by (26) as a function of 
C for a = 3.0, 3.5, and 4.0. The abscissa in Pig. 2 is the value of — F because uj is 
expected to be negative under the wave crest. Fig. 2 hence depicts the normalized 
vertical variation of the horizontal velocity deviation (u — U) under the wave crest. 
The assumed cubic profile is not sensitive to the parameter a in the range of a = 3-4 
except in the vicinity of the free surface where no velocity data is available inside the 
surf zone.   Fig. 3 shows the parameters C2,  C3 and CB as a function of the cubic 
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0.486 < C2 < 0.548 

15 

cqi4 

13 

*-^^                12.34 < CB < 15.16   • 

ub    = for  U < 0 (28) 

Figure 2:   Cubic velocity profile Figure 3:   Ci, C3, and CB VS.   a 
function — F as a function of £ 

profile parameter a. These parameters vary little for a = 3-4. Fig. 3 indicates that 
C2 ^ 0.5, Cz a —0.03 and CB — 13.   The computed results are also found to be 
insensitive to a and in this paper a = 3 for most comparisons with data. 

To obtain u\, for the computed h and m, it is assumed that 

ub   =    - (^J for (7 > 0 (27) 

,C2h) 

which ensures that |ttj| < |J7| with u\, — (U + M&). 

To examine the degree of numerical dissipation hidden in the computed results, the 
instantaneous energy equation (10) is averaged over time. The time averaged energy 
balance is 

^(E^)=-D]-DB
:
-D^ (29) 

Where the overbar denotes time averaging and Ep, Df, and DB are given by (13), 
(16), and (25) respectively. The time-averaged numerical dissipation rate D.n is added 
in (29) so that Dn can be estimated for the computed Ep, Df, and DB- 

Numerical Method 
To solve (7), (8) and (18) for h, q, and m, these equations are combined in the 

following vector form: 

with 

U = 

<9U     dF 
dt      dx 

" h ' (i 0 
<7 ;   F = F2 ;   G = G2 
m .  F3. G3 

(30) 

(31) 
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and 

F2   =   qU + m+^h2        ;    G2 = 0h + n (32) 

F3    =    3mU + m3 ;     G3 = 2 frbub + DB - U-^\ (33) 

Eq. (30) is solved numerically using the MacCormack method (MacCormack 1969) 
which is a simplified variation of the two-step Lax-Wendroff method (e.g., Anderson et 
al. 1984) and has been applied successfully for the computation of unsteady open chan- 
nel flows with hydraulic jumps (e.g., Chaudhry 1993). The use of the Lax-Wendroff 
method for (30) would be very difficult because this method requires the Jacobian of 
F with respect to U. 

The values of Uj at the node j with j = 1,2, ..., s and at the present time t are 
known in the following, where s = the most landward node. Computation is initiated 
at time t = 0 with no wave action in the computational domain, thus h = q = m =0. 
The unknown values of UJ at the node j and at the next time level f = (t + At) are 
denoted by the superscript asterisk. The predictor, corrector and final steps of the 
MacCormack method are expressed as 

U;    =    U,- - ^ (Fi+i- F,) - AtG,      for j = 1, 2, ..., s - 1 (34) 

Uj    =    tlj- -^ ($j - Fj_i) - AtGj    for j = 2, 3, ..., s - 1 (35) 

U]    =    ^(Vj + lJj) for j = 2, 3, ...,8-1 (36) 

The variable time step At is calculated by the following approximate expression 

C  A-r 
At= nrnl   /7T>       for, = 1,2,..., a (37) max (\Uj\ + \Jhj) 

in which C'n is the Courant number and the denominator in (37) is the maximum 
value of (\Uj\ + y/hj) at all the wet nodes. 

Use of the MacCormack method results in numerical high-frequency oscillations 
which tend to appear at the rear of a breaking wave, especially on a gentle slope. For 
open-channel flows, Chaudhry (1993) summarized a procedure to smooth these high- 
frequency oscillations. To apply this procedure for breaking waves on slopes excluding 
the boundary points, the computed water depth h*: at the node j and at the next time 
level t* is used to calculate the parameter Vj at the node j defined as 

\h*,, -2h*:+h* , I 

The parameter ej+0.5 at the midpoint of the nodes j and (j + 1) is given by 

/fi* + h*    \ °'5 

ei+0.5 = K        
J       J+1 max(i/j, uj+l)       for j = 2, 3, ..., {a* - 2)      (39) 
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in which « = numerical damping coefficient for regulating the amount of damping of 
the high-frequency oscillations. The computed water depth h* is modified as 

h) = h) + €i+0.5 (h*j+1 - hf) - €,-0.5 (h* - h*_x)     for j = 3, 4, ..., (a* - 2) (40) 

Likewise, U* and m* are smoothed using (40) with h* being replaced by U* and m"-, 
respectively, where «j+o.5 is the same. The smoothed h*j and UJ are used to calculate 
q*j = h*jUj. Chaudhry (1993) suggested expressions of VJ at the boundary points for 
open-channel flows. However, the addition of these expressions in (39) and (40) is 
found to produce spurious fluid motions even in the absence of waves on slopes. As 
a result, the smoothing at the end points is not recommended for breaking waves on 
slopes. For breaking waves on gentle beach slopes, K = 1 has been used to damp the 
high-frequency oscillations. For waves surging on steep slopes of coastal structures, K 

— 0.1 appears to be sufficient. However, the smoothing procedure based on (38) tends 
to cause more damping near the shoreline where the water depth h is very small. To 
remedy this uneven damping, the factor [(h* + h*+1)/2]°-5 is included in (39) to reduce 
the damping near the shoreline. 

The landward boundary is located at the moving shoreline on the slope where the 
water depth is essentially zero and the landward boundary algorithm is a minor exten- 
sion of the previous one-dimensional algorithm. The seaward boundary conditions on 
h and q utilizes the method of characteristics in basically the same way as the previous 
models(e.g., Kobayashi and Wurjanto 1989) with the inclusion of the momentum flux 
correction, m. However, the value of m at the seaward boundary needs to be found 
using (18). The value of m at x = 0 might be taken as m = 0 at x = 0 if the seaward 
boundary is located outside the surf zone. This is because the vertical variation of 
the horizontal velocity assumed in (18) is caused by wave breaking in this numerical 
model for shallow water waves. However, the boundary condition of m = 0 at x = 0 
will yield m = 0 for t > 0 and x > 0 because m — 0 is a trivial solution of (18). It is 
hence required to introduce m > 0 at x •= 0 so that m > 0 for t > 0 and x > 0. One 
option is to rewrite (18) in terms of uj, as 

ot      ox 2C2   \h  ox        dx J C?.h. 

where CBI — CBC}CT. Note that ub = 0 is not a trivial solution of (41). The value of 
m — C2hul at x = 0 may then be obtained using the value of ub at x = 0 computed 
using (41) which is approximated by an explicit first-order finite difference. 

Comparison of Previous 1-D and Present Models 
To demonstrate the effectiveness of the MacCormack method, the present model 

VBREAK is reduced to a one-dimensional model and compared with the previous 
one-dimensional model IBREAK of Kobayashi and Wurjanto (1989). The quasi one- 
dimensional model uses an explicit first order finite difference of (41) to obtain the 
value of (ub)\ and thus m\, the momentum correction factor at the next time level 
at the seaward boundary. However, when the value of ml is set to zero at all times, 
the computed values of m*: at any node are zero for all times everywhere inside the 
computational domain. Thus the computed horizontal velocity has no vertical vari- 
ation through the specification of zero vertical variation at the seaward boundary. 



VERTICALLY 2-D SHALLOW-WATER WAVE MODEL 559 

U 

u 

0.6 

0.4 

0.2 

0" 

0.2 r 

0 

•0.2 

-0.4 

-0.6 

-0.8 

t = 5.00, 6.00 A 0.1  Quasi 2D Model 
0 - - - ID Model         I— 

-0.1 I 
-0.2 / 
-0.3 \    t = 5.25       /     • 

/ -0.4 \.                J 
v^— -0.5 ,—\^Z—I 

t = 5.50           j^- 
0.4 

__^ . 

0.2 

0 

t = 5.75 

-0.2 

-0.4 

v   • 
0             0.2           0.4           0.6 )             0.2           0.4           0.6 

X X 

Figure 4: Cross-shore variations of computed depth-averaged velocity U 

The only difference, then, between VBREAK and IBREAK is the different numerical 
methods employed to solve the same governing equations where IBREAK is based on 
the dissipative Lax-Wendroff method. Use is made of the 1:2.5 riprap revetment test 
conducted by Ahrens (1975) for the comparison. The computed free surface elevations 
turn out to be essentially identical while the computed depth-averaged velocities U 
display minor differences near the shoreline as shown in Fig. 4. The cross-shore vari- 
ation of the depth-averaged velocity is depicted at 5 times throughout the final wave 
period. The computed velocities for each model are identical at t = 5 and 6 due to 
wave periodicity in Fig. 4. 

Comparison with Data of Stive (1980) 
The model is compared with the comprehensive measurements of test 1 presented 

by Stive (1980) and Stive and Wind (1982). Because the numerical model predicts 
the vertical variations of the horizontal velocity, the comparison of the measured and 
computed velocities can be made without any ambiguity. In Stive's test 1, the incident 
regular waves with period T' = 1.79 s broke as spilling breakers on the 1:40 concrete 
beach. The seaward boundary for the computation is taken to be at the location of 
still water depth d't = 0.2375 m, where the near-breaking wave profile was shown to 
be similar to the cnoidal wave profile as explained by Kobayashi et al. (1989). The 
measured wave height at the seaward boundary was H' = 0.172 m. The friction factor 
of 0.05 is used as in the previous computation by Kobayashi et al. (1989). A Courant 
number of 0.3 is adopted for the stable computation. 

The measured and computed temporal variations of the free surface are compared 
at x = 0, 1.29, 2.15, and 3.01 in Fig. 5. The variation of the free surface from the mean 
water level f\ for the last wave from t — 29.0 to t = 30.0 is shown in each panel. The 
crest of the computed wave form has been matched by hand with the measured crest; 
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therefore, Fig. 5 should indicate only the comparison of the predicted and measured 
wave shapes. The first panel shows that the specified incident cnoidal wave at x — 0 
agrees well with the measured profile. The high frequency oscillations following the 
wave crest are apparent in Fig. 5. 

The maximum and minimum horizontal velocities at x — 0,1.29, 2.15, and 3.01 are 
depicted in Fig. 6. In each panel the dashed line represents the computed horizontal 
velocity u and the solid line is the computed depth averaged velocity U. The vertical 
axis is the ratio of z/d where z is the vertical coordinate and d is the water depth below 
SWL. The maximum and minimum values in Fig. 6 are obtained at each elevation z 
without regard to the vertical phase differences. Panel one indicates that although the 
specified and measured free surface elevations match at the seaward boundary well, the 
maximum horizontal velocity is considerably overpredicted. Likewise, at locations x = 
1.29, 2.15, and 3.01 the maximum velocity is overpredicted. The greatest computed 
variation of the velocity over the depth occurs after breaking, at x = 1.29. This, 
however, does not correspond well to the velocity measured below the trough level 
that displays virtually no variation with depth at x — 1.29. 

Comparison with Data of Cox et al. (1995) 
Comparison is also made with the data collected by Cox et al. (1995) that included 

detailed velocity profiles inside the surf zone. The experiment was performed in a 
wave flume with a 1:35 beach constructed of Plexiglas with a layer of sand glued to 
the surface to increase the bottom roughness. At each measuring line, water velocity 
measurements were taken at approximately twenty elevations.  The free surface and 



VERTICALLY 2-D SHALLOW-WATER WAVE MODEL 561 

Computed     — Measured 
- - Computed Measured 

1 

0.5 

'   o^ 

-0.5 

X 

0 CUlJdAj I U 

Figure 7: Measured and computed 
free surface 

Figure 8: Normalized phase- 
averaged horizontal velocity u at 
three elevations at L4 

velocities were measured for the duration of the last 50 waves out of 300 at each line. 
The numerical model is run with 300 waves of 2.2 s period in order to be consistent 
with the experimental procedure. The phase averaging is based on the last 50 waves 
in the same way as the measured data. 

The friction factor f'w — 0.05 is used. A Courant number of 0.4 maintained numer- 
ical stability in the following comparison. The seaward boundary is located landward 
of the break point, at measuring line L3 as defined by Cox et al. (1995). The height 
of the incident regular waves at L3 was H' = 12.71 cm and the corresponding still 
water depth was 17.71 cm. 

Fig. 7 depicts the free surface at x = 0.0, 0.49, 0.98, and 1.47 in the surf zone at 
L3, L4, L5, and L6 where L denotes the measuring line. The free surface prediction 
is quite good despite a lagging phase error seen most prominently at x = 1.47. 

Fig. 8 shows the predicted and measured phase-averaged horizontal velocities at 
three elevations at L4 as a typical example. The first panel shows the velocities 
near the wave trough level. The solid line represents the measured values excluding 
dropouts in the data near the free surface. The second panel is a comparison at 
approximately mid-depth. The near bottom (1.1 cm above the bottom) velocities are 
plotted in the last panel. The unrealistic kink seen in panels one and three are due to 
the adopted relations (27) and (28) where the abrupt change in the velocity correction 
Ub is assumed to occur with the sign change in the depth averaged velocity, U. 

The measured and computed horizontal and vertical velocity profiles are compared 
at six equally-spaced phases over one wave period for L5 in Fig. 9. The first panel 
depicts the computed and measured horizontal velocity as a function of the normalized 
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- - Computed     — Measured 

Figure 9: Vertical variations of horizontal and vertical velocities at six phases at L5 

vertical distance (z — Zb) above the bottom. The computed and measured free surfaces 
are shown as an black dot and as a horizontal line, respectively. The second panel 
depicts the comparison of the measured and computed vertical velocities at the same 
six phases. The discrepancy between the measured and computed vertical variations 
are caused, in part, by the aforementioned phase mismatch. As a whole, the agreement 
is reasonable in spite of the assumed simple vertical velocity profile (26). This is 
probably because the comparison is limited to below the wave trough level. 

The normalized energy quantities involved in (29) are shown in Fig. 10. The 
numerical dissipation rate Dn dominates over the dissipation rate due to bottom 
friction, Df, and the dissipation rate due to wave breaking, Dg. This clearly indicates 
the shortcoming of the assumed velocity profile (26) which may be reasonable below 
the trough level but can not account for the much larger dissipation occurring above 
the trough level. Velocity data above the trough would be required to improve (26). 

Conclusions 
A numerical model is developed to predict the cross-shore and temporal varia- 

tions of the free surface elevation rj, the depth-averaged horizontal velocity U, and 
the near-bottom horizontal velocity correction «;, associated with the momentum flux 
correction m due to the vertical variation of the horizontal velocity u under the action 
of normally incident breaking waves. The three governing equations required for the 
three unknown variables are the depth-integrated continuity and horizontal momen- 
tum equations together with the new equation for the momentum flux correction m 
derived from the depth-integrated wave energy equation. 

The normalized vertical profile of the horizontal velocity u outside the thin wave 
boundary layer is assumed to be cubic on the basis of limited available data. The tur- 
bulent shear stress outside the wave boundary layer is assumed to be expressed using 
the turbulent eddy viscosity whose mixing length is proportional to the instantaneous 
water depth.  Although two additional empirical parameters are introduced in rela- 
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x ~ x 
Figure 10: Computed cross-shore variation of normalized energy flux, bottom dissi- 
pation, breaking dissipation, and numerical dissipation. 

tion to these assumptions, the computed vertical profiles of the horizontal velocity are 
found to be fairly insensitive to these empirical parameters in their ranges expected 
from limited available data. 

The numerical model is reduced to a one-dimensional model and compared to 
the previous one-dimensional model. With appropriate simplification of the seaward 
boundary condition, the momentum flux correction equals zero identically through- 
out the computation domain for all times. The results are essentially the same for 
both models. This comparison demonstrates the efficiency and accuracy of the Mac- 
Cormack method in the solution of the finite-amplitude shallow-water equations.The 
model is compared with the laboratory data presented by Stive (1980) and Stive and 
Wind (1982). The free surface elevations are predicted fairly accurately, while the 
maximum horizontal velocities are consistently overpredicted. The model is com- 
pared with the detailed fluid velocity measurements of Cox et al. (1995). Again, the 
free surface elevations are predicted fairly well. The horizontal velocity prediction is 
satisfactory apart from some phase mismatch and the unrealistic discontinuity in the 
velocity accompanying the sign change in U. As a whole, the agreement is reasonable 
considering the assumed simple vertical velocity profile. However, the model does not 
offer significant advantages over the previous one-dimensional models. 

Acknowledgments 
This work was sponsored by the US Army Research Office, University Research 

Initiative under contract No. DAAL03-92-G-0116 and by the National Science Foun- 
dation under grant No. CTS-9407827. 

References 

Ahrens, J.P., 1975. "Large wave tank tests of riprap stability."  Technical Memo No. 
51, U.S. Army Coastal Engineering Research Center, Ft. Belvoir, VA 



564 COASTAL ENGINEERING 1996 

Anderson, D.A., Tannehill, J.C., and Pletcher, R.H., 1984.    Computational fluid 
mechanics and heat transfer. Hemisphere, New York, NY. 

Chaudhry, M.H., 1993. Open-channel flow. Prentice Hall, Englewood Cliffs, NJ. 

Cox, D.T., Kobayashi, N., and Okayasu, A., 1994.    "Vertical variations of fluid 
velocities and shear stress in surf zones."    Proc.    23rd Coast. Engrg. Conf., 
ASCE, 98-112. 

Cox, D.T., Kobayashi, N., and Okayasu, A., 1995.   "Experimental and numerical 
modeling of surf zone hydrodynamics."   Res. Rept. No. CACR-95-07, Ctr. for 
Applied Coast. Res., Univ. of Delaware, Newark, DE. 

Johnson, B.D., Kobayashi, N., and Cox, D.T., 1996.   "Formulation and validation 
of vertically two-dimensional shallow-water wave model."-Res. Rept. No. CACR- 
96-05, Ctr. for Applied Coast. Res., Univ. of Delaware, Newark, DE. 

Jonsson, I.G., 1966. "Wave boundary layers and friction factors." Proc. 10th Coast. 
Engrg. Conf., ASCE, 1, 127-148. 

Jonsson, I.G., and Carlsen, N.A., 1976. "Experimental and theoretical investigations 
in an oscillatory turbulent boundary layer." J. Hydraul. Res., 14, 45-60. 

Kobayashi, N., DeSilva, G.S., and Watson, K.D., 1989.  "Wave transformation and 
swash oscillation on gentle and steep slopes."   J. Geophys. Res., 94(C1), 951- 
966. 

Kobayashi, N., and Johnson, B.D., 1995. "Numerical model VBREAK for vertically 
two-dimensional breaking waves on impermeable slopes"Res. Rept. No. CACR- 
95-06, Ctr. for Applied Coast. Res., Univ. of Delaware, Newark, DE. 

Kobayashi, N., and Wurjanto, A., 1989. "Numerical model for design of impermeable 
coastal structures."   Res. Rept. No. CE-89-75, Ctr.   for Applied Coast. Res., 
Univ. of Delaware, Newark, DE. 

Kobayashi, N., and Wurjanto, A.,  1992.    "Irregular wave setup and run-up on 
beaches." J. Wtrwy. Port, Coast, and Oc. Engrg., ASCE, 118(4), 368-386. 

MacCormack, R.W., 1969.  "The effect of viscosity in hypervelocity impact crater- 
ing." Paper 69-354, Am. Inst. of Aeronaut, and Astronaut., New York. 

Madsen, P.A., and Svendsen, LA., 1983. "Turbulent bores and hydraulic jumps." J. 
Fluid Mech., 129, 1-25. 

Rodi, W., 1980.  Turbulence models and their application in hydraulics. Intl. Assoc. 
Hydraul. Res., Delft, the Netherlands. 

Schaffer, H.A., Deigaard, R., and Madsen, P., 1992.  "A two-dimensional surf zone 
model based on the Boussinesq equations."   Proc.   23rd Coast. Engrg. Conf., 
ASCE, 1, 576-589 

Stive, M.J.F., 1980.   "Velocity and pressure field of spilling breakers."   Proc.   17th 
Coast. Engrg. Conf., ASCE, 547-566. 

Stive, M.J.F., and Wind, H.G., 1982. "A study of radiation stress and set-up in the 
nearshore region." J. Coast. Engrg., 6, 1-25. 

Svendsen, LA., and Madsen, P.A., 1984.  "A turbulent bore on a beach."   J. Fluid 
Mech., 148, 73-96. 

Zelt, J.A., 1991. "The run-up of nonbreaking and breaking solitary waves." J. Coast. 
Engrg., 15, 205-246. 



CHAPTER 45 

Particle Velocity Distribution in Surface Waves 

Geir Moe1 and 0ivind A. Arntsen2 

Abstract 

In offshore and ocean engineering it is often of interest to be able to model 
particle velocities in the so-called splash zone, in which during a wave cycle, a given 
point is sometimes submerged, sometimes in air. (Emergence effects.) This paper applies 
the so-called Gerstner wave theory, extends it to narrow banded irregular waves, and 
presents it in an Eulerian description to second order in wave amplitude, so that the 
results may be compared with measurements made at fixed positions in the fluid. Mean 
horizontal velocities have been determined, and shown to compare excellently to 
laboratory measurements, both for regular and irregular waves. At this point in time, it 
can not be said whether the fit will be equally good in real ocean waves. 

Introduction 

The design of structures in an ocean environment is often governed by wave 
loading, requiring the determination of water particle kinematics. However, real ocean 
waves are irregular and nonlinear, and no universally accepted theory is available for 
predictions of such flows, especially not in the splash zone. This is unfortunate, since 
rather large contributions to the total loading may originate in the splash zone. The most 
important statistical properties of particle kinematics at fully submerged points for mildly 
nonlinear, irregular waves have been successfully determined by Longuet-Higgins 
(1963). The term "particle kinematics" is here used to denote particle velocities as well as 
accelerations. When emergence effects in the splash zone are to be included, most of the 
available models are of an approximate, "engineering" type, such as Wheeler stretching 
or similar, e.g. the models associated with the names of  Chakrabarti, Gudmestad or 

1 Professor, Department of Structural Eng., Norwegian University of Science and 
Technology, N-7034 Trondheim, Norway. 
2 Associated Professor, Department of Structural Eng., Norwegian University of Science 
and Technology, N-7034 Trondheim, Norway. 
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Heideman, see e.g. Skjelbreia et al. (1991) for full references. A different type of 
approach was introduced by Tung (1975). He used Airy wave theory, but modified the 
results by checking whether a splash zone point at a given instant was submerged, or in 
air, by comparing the vertical coordinate to the instantaneous location of the wave 
profile, again predicted by Airy theory. Technically this was done by multiplication with a 
step function, constructed such that the flow velocity became zero when the considered 
point was in air. Cieslikiewicz & Gudmestad (1993) used a similar approach in 
conjunction with the previously mentioned higher order wave approach of Longuet- 
Higgins. However, their results compared only moderately well to Laser Doppler 
measurements of particle velocities made by Skjelbreia et al. (1989). 

In the present paper an alternative theory will be explored, which gives quite 
good predictions of the mean of the measured horizontal particle velocity. Good 
agreement were found for several cases tested, in irregular as well as regular waves. The 
idea underlying this model is quite simple: it is assumed that the particle paths are circles 

which are traversed at constant velocity. This assumption leads to a deep water wave 
theory commonly denoted as the Gerstner wave, which will be presented in the next 
section. A word of caution may be appropriate at this point: The comparison is made 
between a Gerstner wave and experimental results from a closed wave tank in which 
waves were generated into quiescent water. The measurements cover only the initial 
phases after the wave generator had been turned on, the flow field will change if the 
wave generator is left on for a long time, see Mei (1972). Real ocean waves may have 
different characteristics from this, since there the waves have been generated in a 
different manner, viz. over vast areas and during long times, and by different mechanisms 
of generation. Even so, it is suggested that studies of waves under carefully controlled 
conditions in test basins may shed considerable light on the general wave kinematics 
problem. 

Basic Equations 

The derivation of Airy wave theory is well known and will not be repeated here. 
It is normally developed in an Eulerian frame of reference, the key point being that the 
boundary condition at the free surface is applied at the still water level, and that quadratic 
velocity terms are dropped from the surface boundary condition. Its justification rests on 
a number of assumptions, notably that the wave amplitude is vanishingly small compared 
to the wavelength. However in engineering practice linear theory is routinely applied to 
situations where the amplitude typically is 0.01 to 0.05 of the wavelength, and experience 
indicates that acceptable accuracy will usually be obtained for most of the physical 
quantities involved, provided the observation point stays submerged at all times. One 
major advantage to the Airy theory is that it is linear, and that therefore the principle of 
superposition applies. The Gerstner wave is also linear, (Kinsman, 1965). It satisfies 
continuity and the surface conditions exactly, but the flow is rotational The Gerstner 
wave will now be described in the usual coordinate system with the^-axis in the direction 
of wave propagation and z vertically upwards, and the origin at the still water level. 
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Assuming deep water waves of wave period T = 2n/co and wave length X = 2n/k, the 
location of the particle x{xo, zo, t), z(xo, zo, t) at time t is given by: 

x = x0 - aekh cos(Q)f - kx0), 

z = z0 + aekz° sin(GM - kx0). 

(1) 

(2) 

This is in fact a Lagrangian description of particle motions. It easily seen that for 
fixed values of xo, Zo, and varying t, the coordinates (x, z) describe a circle about the 
point (xo, zo), whose radius is a at the surface (i.e. at zo = 0), and decays exponentially 
with the distance below the surface. The shape of the free surface r\(x,t) follows by 
setting zo = 0: 

r\(x, t) = a sin((or - kx0 (x,t)) (3) 

When t is kept constant, the equation defines the surface profile, as a function of x. This 
represents a trochoid3 as depicted in Fig. 1 for fixed time t = 0. 

trochoid 
(Gerstner) 

Figure 1. Free surface variation of a Gerstner wave. 
Data as for wave case R15b. (Skjelbreia et al., 1989) 

H = 0.13 m, T= 1.5 s, X = 3.5 m, d = 1.3 m. 

The phase velocity c - )JT is as for the Airy wave, and a close inspection of the free 
surface condition would reveal that it will be satisfied exactly, provided the deep water 
dispersion relation is satisfied, see e.g. Kinsman (1965) or Lamb (1932): 

c = (0/ k 

k = (H2/g 

(3B) 

(3C) 

It is now necessary to convert to a description in terms of fixed coordinates 
(x, z), in order to describe the particle velocities at a given point, i.e. an Eulerian 
description is required. Without loss of generality one may consider the point (x = 0, z). 

trochoid: the curve generated by a point somewhere on the radius line (centre distance a) 
of a circle (radius r = Xlln) as the circle circumference rolls on a fixed straight line. 
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This is convenient because then (kxo) represents a small parameter, of order (ka), so that 
a low order Taylor expansion may be used for functions of (kxo). In the final expressions 
the equations will be expanded to second order in (ka). From (1) with x = 0 initially to 
first order one has 

rW •• aekz cos(OM) (4) 

^ = z-Zo • aekz sin cor. (5) 

The second order expression for xo may be found by substitution of the above first order 
approx. into (1), 

x0 =aexp(fe-fc£(1))cos(GW-fa41)) 

= aekl (1 - &C(1) )(cos Cflf + kxf sin cor) 

= aetecoscof. 

Similarly for z one has 

= aekz (1 - kC,m )(sin cof - fcc^ cos cof) 

= aekz sin cof -ka2e2kz 

(6) 

(7) 

Thus for a point at the surface zo = 0, and z(0,0, t) represents the surface elevation r|(0, 
t) as shown in Fig. 2. At a crest z = a and sincof = 1 and from (7) follows that C = a, 

while at a trough C, = -a, both accurate to second order in a. Zero crossing occurs at 

sinciM = ka, Le. at cor = ka or cof = n-ka. Thus the crests are sharper and the 
troughs more rounded than for a pure sine wave. This was to be expected, since the 
formulae represents the trochoid. 

• a sin( co t) 

-2 -1 / 0 I 1 

fr\ka e° 7C-6n 
n-ka 

Figure 2. The surface variation of the trochoid correct to second order in ka. 
Data as in Fig. 1. 
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In the same manner one may find the horizontal and vertical velocity components at 
(x - 0, z) as 

u = aa>ehz" sin(w - kx0) = acaekz sin at - a2k(Oe2kz, (8) 

w = a(Hekz cos cat. (9) 

Mean particle velocity, regular waves 

The above are expressions for regular deep water (Gerstner) waves of amplitude 
a and period T = 2rt/co and wave length X = 2nlk. The particles moves in closed circles, 
hence the mean velocity when following a particle is zero. (Laplacian description). For a 
stationary observer (Eulerian description) the picture is different, however, and that is the 
relevant viewpoint when comparing to measurements taken at a fixed point. From (9) is 
seen that the vertical mean velocity is zero, 

w = 0. (10) 

For points that are always submerged, the mean horizontal velocity can similarly be 
determined from (8) 

u=-a2(bke2kz. (11) 

For points in the splash zone, -a < z < a, emergence effects must be considered. The 
considered point will be in air for zo > 0 or, using zo = z - C ^d (V), the point will be in 
water, provided 

z0 = z + ka(l + 2kz)- a(l + kz) sin tot <0. (12) 

Solving and retaining terms to second order in amplitude a in the numerator and 
denumerator, (and remembering that in the splash zone z is of order a,) one obtains 

=>   sin ot > sin 0O = . (13) 
a(l + ka) 

Thus the limiting phase angle is (co?)0 = 0O (cf. Fig. 2), and the mean value of horizontal 
particle velocity in the splash zone becomes 

K(0,Z) = - \u(0,z,t(d))dd 
K J 

aca 
[e* cosQ 0-ake2kl:(--60)]. 

7C 2 
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The considered contribution represents the value of the integral in the phase angle range 
(-n/2 < 6 < nil), which in view of symmetry yields the average over a full cycle. The 
result is shown in Fig. 3, which also includes the experimental points from a project 
conducted at SINTEF NHL, Trondheim, under the supervision of Dr. Skjelbreia 
(Skjelbreia et aL, 1989). The experimental data points have been read off from a figure 
presented in Cieslikiewicz & Gudmestad (1992). 

-0.10 -0.06 0.00        .    0.05 0.10 0.15 
U-mean [m/s] 

Figure 3. E[w] vs depth. Regular wave case. 

Irregular waves 

Typically the variance spectrum, 5n(co), of the sea surface is known. Let us for 
simplicity assume that the particle kinematics represent ergodic and narrow band 
processes, and further that h, u and w are Gaussian, so that their peaks are Rayleigh 
distributed. The choice of a frequency, that can be considered to be the most 
representative for the narrow process u(x, z, t), is not straight forward. In the splash zone 
one might think that the zero crossing frequency of u (which is C042) would be the best 
choice, however the surface shape is dictated by the zero crossing frequency of rj (oo20), 
and this would also govern the frequency of the horizontal particle velocity. The shape of 
the variance spectrum of the horizontal particle velocity will change with depth,since the 
wave components of higher frequencies attenuate more rapidly with depth, than those of 
the lower frequencies. The frequency of the depth averaged horizontal particle velocity 
turns out to be C020 which therefore is chosen as the representative frequency for the 
narrow band process used herein. 

co20=(M2/M0)
L (15) 
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C042=(M4/M2)
1/2, (16) 

Mj  = \aiSn(()i)d(ii . (17) 
o 

The expected value of u in an irregular seastate depends on the wave amplitude, which is 
a slowly varying envelope for t], and is as such Rayleigh distributed with parameter an, 

viz. 

/»=4-«p(-;rr);fl*o, (W 

in which fA (a) is the probability density of a. Then the expectation of u is given by 

EM = ffA (a)E[u\ a]da. (19) 

Equation (19) states that for a given amplitude, the result depends on the expectations of 
u, summed over all amplitudes, and weighting according to their frequency of 
occurrence. The ergodicity theorem implies that the calculation of (19) may be done as a 
time average. Since the wave spectrum is narrow-banded, the components in (19) 
represent almost harmonic waves occurring sequentially rather than superposition of 
components that occur simultaneously. Hence the decision whether the point is in air can 
be made on a wave by wave basis for each value of the amplitude. Then the expectations 
in (11) and (14) represent E[u\a] for points that are submerged or in the splash zone 
respectively. For a given depth, z, the decision whether the point is submerged or not 
depends on the amplitude a. Hence (19) must be split in two integrals, one for (-z)>a 
which can be evaluated analytically, and another in which the lower integration limit must 
first be determined according to (13), and the integral in (19) then must be evaluated 
numerically. The results are shown in Fig. 4 together with points representing the results 
of the measurements made by Skjelbreia and his team. The experimental values have 
been read off from a figure, this time the figure is taken from Cieslikiewicz & Gudmestad 
(1993). It is seen that the fit between experiments and theory is very good. 

Discussion 

The Gerstner theory used herein shows results that correspond very well to the 
Skjelbreia experiments. In contrast, application of linear (Airy) wave theory resulted in 
considerable discrepancies between experiments and theory. In the results presented in 
the two papers by Cieslikiewicz and Gudmestad, the discrepancy relative to maximum of 
the mean velocity as calculated from the measurements, amounted to about 25% through 
much of the splash zone and up to 40% in the zone of total submergence. This was the 
case both for the regular and the irregular wave case. The regular wave case R15b was 
also   modeled   using   an  eighteen  Fourier  component  method   (ACES 107).   As 
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recommended in the guide the integrated Stokes flow in a wave flume should be equal to 
zero and set accordingly in the Fourier-series model.. The results are presented in Fig. 3. 
We see that this model fit the observations much less than the Gerstner approach. 

It must be emphasized very strongly that the case considered herein is laboratory 
measurements, and hence different from real ocean waves in many ways. The Airy wave 
can be made equal to the Gerstner wave, provided a so-called Stokes drift is added. 
Stokes drift is a steady current that decays exponentially with depth, and is in fact equal 
and opposite to the current determined herein for the totally submerged case, as given by 
(11). Integrated over the whole depth this yields a total flow of water in the direction of 
wave propagation and per unit width of the wave crest, equal to coa2. Under the 
conditions at which the experiments were conducted, such a flux can not take place, 
since it violates continuity both at the wavemaker and at the wave front. This can hardly 
be remedied by superposition of another irrotational flow. Therefore it may not be too 
surprising that the Gerstner wave is in better agreement with measurements, even though 
it has the unusual character of being rotational. Another rotational solution to this 
problem has been presented by Kyozuka (1995). One possibility is that the required 
rotation is generated from shear along the boundaries of the fluid region. It is not known 
how well the two theories discussed herein will compare to measurements in real ocean 
waves. 

1  !  '  !  ' 1  !      !      !      ! 

\     \ - 

 i •    —,—•—^~     \ 
- 

f\ - 

V - 

1 - 

- 
WaveCaselU (d=1.3m) 

JONSWAP spectrum 
Y=3.0,Hs=0.21m,Tp=1.8s 

*. Data from (Skjelbreia & al.). - * 

,1,1, ,1,1,1,1, 
-0.06       -0.04       -0.02       0.00        0.02        0.04        o.< 

U-mean [m/s] 

Figure 4. E[«] vs depth. Irregular wave case. 
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Conclusions 

• The Gerstner wave has been presented in an Eulerian description, to second order in 
the wave amplitude. 

• Mean particle velocities have been computed for the regular and irregular case. 
• The results have been compared to laboratory measurements, exhibiting an excellent 

fit, see Fig. 3 and Fig. 4. 
• No statements can at this time be made on how the predictions from the present 

theory would compare to measurements in the ocean. 
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CHAPTER 46 

A comparison of analysis methods for wave pressure data 

Murray Townsend1 and John D. Fenton2 

ABSTRACT 

A comparison of a range of wave pressure analysis methods has been conducted using 
both numerical data generated by a Fourier steady wave method and experimental 
data gathered in a wave flume. The results show that the local methods (local 
sinusoid approximations and local polynomial approximations) are more accurate than 
the traditional global linear spectral method. A new local polynomial approximation 
method shows improvement compared to similar methods developed previously. 

INTRODUCTION 

Pressure transducers have been used for many years by coastal engineers for 
measuring the wave climate at a site of interest. These instruments are well suited to 
this purpose, being unobtrusive and robust. Problems do occur, however, when the 
surface elevation is inferred from the pressure data. The problem is fundamentally a 
poorly posed one, the subsurface pressure data being an attenuated representation of 
the flow conditions. In addition, the nonlinearity of waves in the coastal zone means 
that the traditional linear analysis methods may be inaccurate for such an application. 
The aim of the present study is to evaluate existing analysis techniques and if possible 
to improve the accuracy and robustness of those that are more suitable. Both 
numerical and experimental data was used in the analysis. 

The methods examined include one global method and several local methods. The 
global method is the linear spectral method, described at length by Bishop and 

'Research Student, Australian Maritime Engineering Cooperative Research Centre 
(AMECRC), Department of Mechanical Engineering, Monash University, Clayton, 
Victoria, 3168, Australia. 
2ARC Senior Research Fellow, Department of Mechanical Engineering, Monash 
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Donelan (1987). The local methods are the first order Local Sinusoidal 
Approximation (LSA) method, the empirical LSA method (Nielsen, 1989), the fully 
nonlinear Local Polynomial Approximation (full LPA) method (Fenton, 1986) and the 
simple LPA method (Fenton and Christian, 1989). A new method, using LPA, is 
presented and tested - the nonlinearly optimised LPA (NOLPA). There is a new local 
Fourier approximation method (Barker and Sobey, 1996) based upon the surface 
method of Sobey (1991), which is being published in these proceedings. 

ANALYSIS METHODS 

Linear spectral method 

The most common analysis technique used in this area is the linear spectral method, 
which has been presented and comprehensively discussed by Bishop and Donelan 
(1987). Briefly, the spectrum of the water surface elevation, Ss(a) is related to the 
spectrum of the dynamic pressure at the pressure transducer, ^(co) by: 

S,(o) = S» , (1) 

where co is the angular frequency of each Fourier component, N(<s>) is an empirical 
correction factor and Kp(m) is the pressure response factor defined as: 

cosh£(co)v_ 
KP(®)=   ,,;;•?• (2) 

coshAr(o))Z) 

where D is the mean water level (MWL) and yp is the height of the pressure 
transducer from the sea bed. 

The authors have, for the purpose of this paper set N{a>) to 1 for all co. Bishop and 
Donelan consider the presence of JV(co) as an attempt to compensate for poor 
measurements, instruments and/or analysis methods. As the authors are using 'exact' 
nonlinear waves and pressure traces to conduct these tests none of the above need be 
considered and only potential inadequacies in the linear spectral method will be 
highlighted. 

It was necessary to determine a maximum co above which the pressure response 
factor was not applied, as doing so would cause the method to 'blow-up' when Kp(a) 
became small. To determine this limit, the ratio of the spectral amplitude to Kp(a>) 
was determined at each co. When this ratio began to increase at frequencies above the 
spectral peak the method had started to 'blow-up'. 
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Local sinusoidal approximation methods 

The first of the computer-based local methods to emerge were the two developed 
simultaneously by Nielsen (1989). Both are known as LSA methods in which a sine 
curve is passed through three points from the pressure data which are adjacent or with 
a small number of intermediate points between them. This sine curve is used to 
determine the 'local' frequency. The water surface elevation at the instant in time of 
the central point can then be calculated by one of two methods. One method applies a 
transfer function derived from stretched linear theory (the first order LSA), the other 
applies a semi-empirical transfer function. 

First order local sinusoidal approximation 
This transfer function is expressed: 

cosh/J £> + ^ 

n„=^ \^, 0) 
pg COShA:„Z 

where f\n is the water surface elevation corresponding to the «th central pressure 
reading, pn is the nth central pressure reading, kn is the «th wave number derived 
from the local frequency calculated from the three pressure readings and p is the 
water density. 

The local frequency is determined by: 

m2 = ~Pn-M + 2P„ ~ P„+m ,^. 

which is an estimate corrected by: 

2 A 2 
C0„ =G)„ 

P„(Msy 

1 +—(co8)2 

12      ' 
(5) 

Empirical local sinusoidal approximation 
Nielsen derived this transfer function from Dean (1974): 

Pg 
J yP     -Pn-U + 2Pn ~ /W \Dl   Pn 

Dj        p„g(M5)2        {      pg   y> 
(6) 
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where M is a positive integer the value of which can be estimated by M » yJD/g/8 

and is a multiplier which smoothes noisy data by selecting more widely spaced points 
instead of adjacent ones in the frequency calculation, 8 is the sampling period of the 
data, and A^pjlS}= 0.67 + 034yp/D and accounts for the height of the pressure 

transducer above the sea bed. 

Both the above are extremely simple to apply with little computational effort required. 
In this study M was set to 1 when used with numerically generated data as no noise 
was present in the input and the authors felt that this gave a better indication of the 
method's robustness. With real dataM was calculated by the above equation. 

Local polynomial approximations 

The other two local methods are LPA techniques and were developed by Fenton 
(1986) and Fenton and Christian (1989). Both utilise the principle of low-degree 
polynomial approximation, partly based on least-squares approximation methods and 
partly on solving locally the full nonlinear equations of motion. 

Fully nonlinear local polynomial approximation 
The approach followed for the full LPA (Fenton, 1986) was to approximate the 
complex velocity potential as follows: 

w(x,y,t) = <\>(x - ct,y) + i\\i(x - ct,y) 
j at = c(z-ct)+'z-?-{z-cty+l, (7) 

where z=x+iy, ce is the Eulerian current and the surface elevation is given by 

TI(X,0 =£*/(*-<*)'• (8) 
, = 0 

From equation (7) 4> satisfies Laplace's equation identically throughout the flow and 
the bottom boundary condition (v(x,0,/)=0) is satisfied if the coefficients a, and b} are 
real. 

To satisfy the necessary boundary conditions on the free surface the steady kinematic 
equation is invoked such that: 

y(x~ct,y\(x-ct)) = -Q, (9) 
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where Q is a constant, and the steady Bernoulli equation: 

2 

dw 
2 

+ n, (io) 
d(z - ct) 

where R is the Bernoulli constant and 5 denotes the surfacey=r\. 

Bernoulli's equation is also written about the position (0j>p), the position of the 
pressure transducer, expressed as a Taylor series in x-ct: 

p{o,yP,t) = R-\ 
dw 

d(z-ct) 
-yP=I,Pj(-cOJ- (11) 

y, J=° 

The pj are calculated using a least squares fit across K data points where K is an odd 
integer greater than or equal to J + 3 with (K - 1 )/2 data points each side of the point 
of interest. For the above method K = 21 was found to give good results for both 
smooth and noisy data and is the value used in these tests. J = 4 was found to be the 
optimum degree of approximation. 

By manipulation of equations (7), (8), (9), (10) and (11) and isolating powers of (x- 
ci), a system of nonlinear equations in terms of the unknown a, and bs is obtained. 
The solution of these equations is performed for each point in the pressure series 
using direct iteration to achieve convergence. The surface elevation data obtained 
was then passed though a simple 3-point smoothing routine. Space does not permit 
explanation of the details regarding the solution of these equations for the a, and bj 
coefficients. 

Simple local polynomial approximation 
The simple LPA (Fenton and Christian, 1989) is somewhat simpler in that a point 
value is used to describe each value of r\ at t = 0 as opposed to the polynomial 
expansion across the window in the former method. The resulting solution is much 
simplified with the extraction of a system of quite manageable nonlinear equations. 
Unfortunately, there are only 6 equations in that set with a total of seven unknowns. 
It was necessary to introduce more equations to be able to find a solution. The first 
assumption required is that the wave speed c is given by long wave theory: 

c=ylgr\, (12) 

and the second is that the main fluid velocity component a0 is given by: 

a0 = -c (13) 
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For the results that follow the value of K was set to 17. 

Nonlinearly optimised local polynomial approximation 
This method (NOLP A) was developed using some of the ideas mentioned in the two 
sections above. The same basic idea of approximating the velocity potential by a low 
degree polynomial over a small window of data remains, but the method of solving 
this nonlinear problem is quite different. 

The velocity potential 4> is represented by equation (7) and substituted into Bernoulli's 
equation at the pressure transducer 

£-(x,yp,t) = R-^(u2
p+vp)-gyp, (14) 

where up and vp are the horizontal and vertical velocities (dfyldx and 
dfy I dy respectively) at the pressure transducer (y=yP). Neglecting the kinematic 
boundary condition, this equation can be solved across K pressure points (K is an odd 
integer greater than or equal to J+3) using a nonlinear least squares solver such as the 
Levenberg-Marquardt method (Grace, 1994). The actual function to be optimised by 
this method is written 

K 

k=i 

r,       1     2 1     2 Pk (15) 

The initial estimates of the unknowns RJgD, c I *Jgd , a0 - a3 were set to the still 
water values {1.5, 1, -1, 0, 0, 0, 0} and the time vector 4 (embedded in the velocity 
equations) was scaled such that the temporal length of the window was between -1 
and +1. This, along with the appropriate rescaling if the system on equations 
approximates orthogonality in the velocity potential (Fenton, 1994), a property not 
held by the polynomial chosen. 

Once this solution has been obtained, the location of the surface can be calculated. 
Bernoulli's equation at the unknown surface r\ 

is a nonlinear equation in one unknown and can be solved at any time within -1 and 
+1. In the results that follow the surface estimates shown were calculated in the 
middle of the window (t = 0). 
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When dealing with experimental data each window was smoothed using an equally 
weighted moving average filter which was made larger or smaller depending upon the 
quality of the pressure data used. K = 11 was used for numerically generated smooth 
data while K = 17 was used for real data. As with the other LPA method it was found 
to be unnecessary to use a degree of approximation greater then J= 4. 

It was sometimes required, when analysing extreme waves, such as in Figure 4, that 
the length of the window be made a smaller proportion of the wavelength than was 
normally used to allow convergence of the least squares routine. To give an adequate 
number of data points in the smaller window, the number of points actually used in the 
solution was increased by cubic spline interpolation, adding data points in between the 
originally sampled data, in a similar manner to Sobey (1991) with his surface based 
local Fourier method. 

Methodology 

The methods described above were tested with data from a Fourier method for 
generating steady waves (Fenton, 1988) and with experimental data obtained in a 
wave flume. The input from the Fourier method was generated for three different 
wavelengths, A./Z)=6.31, 10 and 19.95 all with 64 data points per wavelength plus 5 
extra points at each end of the data. The waves shown are extreme with a 
height/depth ratio {HID) of 0.6. The gathering of the experimental data is described 
below. 

Experimental Procedure 

Experiments were performed in the large wave flume in the Department of 
Mechanical Engineering at Monash University. The facility is 52m long, 2.5 m wide 
with two working sections of 4m and 2.5m connected by a ramp. The shallower 
working section was modified for a working depth of 1.5m with a false floor. It is 
capable of generating both regular and irregular waves using a feedback system to 
obtain the desired sea state. There is a wave absorbing beach at the far end which 
allows less than 10% reflection across the range of working frequencies. 

Four pressure transducers were set into a false wall in the flume at ypID ratios from 0 
to 0.5. Two more transducers were mounted further 'downstream' atyp/D of 0 and 
0.5 to obtain phase data if required. The surface elevation above the first column of 
transducers was measured using a capacitance wave probe. 
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Results 

Numerically generated data 

Figure 1 shows results for a short wave with XID = 6.31, HID = 0.6 with the pressure 
measured on the bed (yp/D = 0). It seems that LPA methods should not be used for 
waves shorter than this, the full LPA and the NOLPA underestimating the crest. The 
traditional linear spectral method and the simple LPA do not perform at all well. 
Considering the considerably attenuated signal that occurs with such a short wave it 
is significant that the two LSA methods are almost identical and predict the wave 
height well although the wave shape is poor. Note the failure of the LSA methods on 
the wave "shoulder". 

Figure 2 shows a longer wave with XID =10 and all other properties the same as the 
previous figure. At this wavelength/depth ratio, the level attenuation of the pressure 
signal is much less and the quality of the output from all methods is higher. Only the 
simple LPA underestimates the crest while the full LPA and the NOLPA perform 
extremely well. The LSA methods perform in a similar manner to the previous figure 
and the linear spectral method does not describe the trough of the wave very well. 

1.7 

1.6 

1.5 + 

1.4 

1.3 + 

Q 1.2 

• surface 
simple LPA 
linear spectral 
first order LSA 

—o— pressure 
 full LPA 
 empirical LSA 
-o-NOLPA 

t(g/D)Al/2 

Figure l:XID = 6.31, HID = 0.6,ypID = 0 
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t(g/D)Al/2 

Figure 2: X/D = 10.0, HID = 0.6, y,JD = 0 

The wave in Figure 3 is identical to that in the previous figure, the difference being 
that the pressure was sampled higher in the water column, at yJD = 0.5. The most 
noticeable improvement is the result from the linear spectral method, the higher 
measurement position detecting the higher frequency components required to describe 
the trough of the wave. The performance of the simple LPA is much improved, while 
all other methods are similar in their performance to Figure 2. 

t(g/D)Al/2 

Figure 3: X/D = 10.0, HID = 0.6,yJD = 0.5 
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Figure 4 is a longer wave again, with XID = 19.95 but with the pressure, once again 
measured at the bottom. Once again the linear spectral method cannot describe both 
the sharp crest of the wave and the long flat trough, as the high frequency 
components attenuate completely before reaching the sea bed. The LSA methods 
predict both the profile and the height well, with a slight overprediction of the crest, 
as does the NOLPA. The simple LPA underpredicts the crest, as could be expected, 
while the full LPA performs very well. 

t(g/D)Al/2 

Figure 4: X/D = 19.95, HID = 0.6, yJD = 0 

Experimental data 

The irregular wave results shown in this section were generated from a JONSWAP 
spectrum with the properties: peak frequency, /0 = 0.4 Hz, D = 1.55 m, Stokes 
current, cs= 0, and a sampling rate of 20 Hz. The exception is Figure 7 where there is 
an Eulerian current, ce, = 0.134 m/s in the direction of wave propagation. This peak 
frequency corresponds to a X/D ration of approximately 6 in this water depth, a 
condition where the LPA methods are not expected to perform at their best. 
Unfortunately the flume is not capable of generating irregular waves with a lower 
peak frequency. 

The full LPA method is not shown in these results. This method was shown to be 
extremely sensitive to noisy data in an earlier, numerical comparison (Townsend and 
Fenton, 1995), where convergence appeared to be case dependent with regard to the 
number of data points per window. 
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The almost identical performance of the two LSA methods was shown in the previous 
section and due to the more cluttered appearance of the experimental results, the first 
order LSA has not been included. The empirical LSA has also proved to be more 
robust when dealing with noisy data. 

t(g/D)Al/2 

Figure 5: yJD = 0, cs = 0 

Figure 5 shows a zero Stokes current condition with the pressure measured at the 
floor of the flume. The effect cf the noise in the pressure signal is evident, with the 
linear spectral method providing the smoothest output due to its inherent low pass 
filtering. The empirical LSA performs well, with the exception of the expected 
occasional failure, while the simple LPA and the NOLPA perform almost identically, 
which is well considering the shortness of the waves. 

The wave trace shown in Figure 6 is the same as in Figure 5 except that the pressure 
data was measured almost halfway up the water column (ypID = 0.484). All methods 
exhibited an improvement with this data, with the signal to noise ratio being more 
favourable. 

Figure 7 shows a wave train with a superimposed Eulerian current of 0.134 m/s. In 
this case the first order LSA differs from the empirical LSA in that, like the linear 
spectral method, it can be modified to account for the current. The linear spectral 
method and the first order LSA were modified by including the current in the wave 
number calculation. The LPA methods already had the current included in the 
expression for § (equation 7). Surprisingly the differences between the first order 
LSA and the empirical LSA are quite small. The current level is the highest that can 
be generated in the wave flume but it seems that it is not high enough to have a 
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significant effect on the wave properties.  All other methods performed in a manner 
similar to the other irregular wave traces 

t(g/D)Al/2 

Figure 6: yJD = 0.484, cs = 0 

t(g/D)Al/2 

Figure 7: yJD = 0, ce = 0.134 m/s 

Figure 8 shows a moderately long regular wave with wave period, T= 4.1s and zero 
stokes current. This gives a X/D ratio of approximately 12 in the wave flume. All 
methods perform well with this moderately long and high wave, although it can be 
seen that the empirical LSA is affected by the noise in the pressure signal. 
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t(g/D)Al/2 

Figure 8: regular wave, T= 4. Is, yJD = 0, cs = 0, X/D » 12 

Conclusions 

A comprehensive comparison of a variety of global and local wave analysis methods 
has been conducted. The aim was to compare the accuracy of these methods for 
determining wave surface elevation data from sub-surface pressure readings. Overall 
the local methods are more effective in dealing with highly nonlinear steady waves 
than is the global linear spectral method. Unsurprisingly, all methods provided better 
results with pressure readings taken higher up in the water column. 

The linear spectral method performed better for moderate waves but behaved poorly 
when the waves were steep and y/D was small. Both the LSA methods behaved 
similarly, generally predicting wave heights well. These methods were affected by 
noise although a post analysis smoothing routine would result in fairly smooth curves. 
Of the two, the empirical LSA is the simpler to apply, without sacrificing any 
accuracy compared to the first order method. However a disadvantage of the LSA 
methods is the failure just above the trough or the 'shoulder' of the wave. 

The simple LPA method does not perform as well as the LSA methods when 
predicting wave heights from pressure readings at low y/D values but generally 
describe the wave profile with greater accuracy and is reasonably accurate when y/D 
is high. It is able to deal with noise in a satisfactory manner, better in fact than the full 
LPA method. In addition to this, the simple LPA is much easier to derive and 
program than the full LPA. The fragility of the full LPA method is unfortunate as its 
accuracy is higher than all other methods if no noise is present. 
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Many of these shortcomings have been addressed by the nonlinearly optimised local 
polynomial approximation. Accuracy is comparable to the full LPA, it is simple to 
develop the theory and it is possible to deal with noise in a relatively simple manner. 
As with all the LPA methods, it performs better when dealing with longer waves, due 
to the polynomial form of the velocity potential. As a rational nonlinear method these 
results are promising and there is potential for further development to determine the 
full wave kinematics. 
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CHAPTER 47 

A Nonlinear Model for Wave Propagation 

Ting-Kuei Tsay1 Philip L.-F. Liu2 Nan-Jing Wu3 

Abstract 

Employing the Hamitonian theory, the canonical equations of water 
waves is used to derive a nonlinear model. In this paper, a unified non- 
linear model for water wave propagation is presented. This model can be 
simplified to the mild-slope equation in the linear case. It is consistent with 
Stokes wave theory when water depth is deep and reduces to an equation 
of Boussinesq's type in shallow waters. Results of numerical computations 
of nonlinear water waves propagating over a submerged bar and a rectan- 
gular step are also presented in one-dimensional case. Nonlinear behaviors 
of water waves are captured, but further works are needed. 

Introduction 

A unified mathematical model for wave propagation from deep sea 
into the coastal waters has been long in pursuit. In early seventies, the 
mild-slope equation was first derived independently by Berkhoff (1972) and 
Smith & Sprinks (1975). The mild-slope equation reduces to the Helmholtz 
equation in deep waters and constant water depth. It reduces to shallow 
water wave equation when water depth becomes shallow. Because of depth 
integration, the mild-slope equation has simplified the three-dimensional 
problem into a two-dimensional one on the horizontal plane. Although the 
original equation is derived for monochromatic waves, it has been used for 
the entire spectrum of wave frequency. Based on the mild-slope equation, 
several numerical models have been developed to describe the combined 
wave refraction and diffraction successfully (Bettess and Zienkiewicz, 1977; 
Tsay and Liu, 1983). 

In order to take other physical mechanisms, such as absorbing bound- 
ary, energy dissipation and fast-varying water depth, etc, into accounts, a 
variety of model equations has been employed to develop numerical mod- 
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2 Professor, School of Civil & Environmental Engineering, Cornell University, Ithaca, 
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3 Graduate Student, Department of Civil Engineering, National Taiwan University, 
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els for computation of wave scattering (Chen, 1986; Kirby, 1986; Tsay et 
al., 1989). However, all of the model equations are limited to linear waves. 
The nonlinear effects can not be ignored for waves of finite amplitude or 
when linear waves propagate into the shallow water regions. For weakly 
nonlinear waves over varying topography, mathematical models have been 
proposed either using Stokes' approach or employing Boussinesq equations 
(Liu & Tsay, 1984; Witting, 1984; Liu, et al., 1985; Nwogu, 1993; Liu, 
1993). These models are limited to different water depth regimes. A unified 
model to describe wave transformation when it propagates from deep sea 
into coastal shallow water is strongly desired (Witting, 1984; Nwogu, 1993; 
Liu, 1993). 

The governing equations for weakly nonlinear water waves can be ob- 
tained by employing the Hamiltonion theory in variational calculus (Broer, 
1974). Radder and Dingmans (1985) had shown that the canonical equa- 
tions of the Hamiltonian theory can be reduced to Stokes' wave form in deep 
waters and reduced to a Boussinesq-type equation in shallow waters. How- 
ever, Radder and Dingemans did not derive an explicit, nonlinear equation 
for wave propagation. In this paper, employing Taylor's series expansion of 
free surface displacement and keeping the terms up to the third-order, we 
derive a unified nonlinear model equation for wave propagation. Validity of 
present nonlinear model is demonstrated theoretically by comparing model 
equations for different regimes of applications. Present nonlinear model is 
applied to calculate waves propagating over a submerged bar and a rectan- 
gular step in the third section. Discussions of present nonlinear wave model 
are followed. 

Mathematical Formulation 

For self-completeness of this paper, we give a brief derivation following 
Broer (1974), and Radder and Dingmans (1985). 

For water body defined between bottom, z — -h, and free surface C, 
the cannonical equations of Hamiltonian theory can be expressed as: 

6JL- <% 
S(j> ~ dt (1) 

(2) 

where <j> is the free surface velocity potential, and C is the free surface dis- 
placement. H is a functional and represents the total energy of water body. 

H = f I H0dxdy (3) 

where H0 is the energy density function and can be written as: 

#o = iK2 + 5/j(V$)2 + (g)2]^ (4) 

where the velocity potential at any point, $, is related to the velocity po- 
tential at the free surface by a distribution function in z-direction. 
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$ = f{z)<j> (5) 

with 
cosh k(z + h) . . 

/(Z)= cosh *« + *) (6) 

It is noted that /(C) = 1 and & is a characteristic value. When C is dropped 
from the equation, the distribution function reduces to the same one as 
linear cases and the characteristic value k represents wave number. 

Assuming that change rates of water depth and characteristic value 
are negligible when slope of water bottom is mild, eqs.(l) and (2) after 
integrating from the bottom to the free surface can be expressed as: 

^ =(D + EQV<t> • VC + (F + GC + HC,2)<t, + I<f>(VQ2 

-V-[(A + B<: + CC2)V4> + (D + EQW] + 0(C4) (7) 

U = - K + i(W)2(5 + 2CC) + EW • VC + \$\G + 2HQ\ 
+ V-[(.D + i7C)<?SV0 + ^2VC] + O(C4) (8) 

where 

A = k tanh kh 
B = k(k-k tanh2 kh) 

2Ar/» + sinh 2fcft 
C = 

D = 

4k cosh  kh 
cosh kh — kh sinh kh 

cosh3 kh 
-4kh + 2khcosh2kh-3smh2kh 

E= U^kh  (9) 

_ k(-2kh + sinh2kh) 

G = 

H = 

4 cosh  kh 
k3htanh kh 

cosh  kh 
k3(4kh - 2kh cosh 2kh + sinh 2kh) 

4 cosh4 kh 

The free surface, C, is related to the velocity potential, <j>, 

Combining eqs.(7) and (8), a nonlinear equation of velocity potential can 
be obtained as: 
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+ £ v • Ww) + £(f )2] v, - i[-D + f §»v<£)> + 0(O (ii) 

In shallow water, where the parameter of kh = \L is small, we expand 
the coefficients of A, B, C, D, E, F, G, H and I in eq.(9) up to the accuracy of 
0(/i3) of Taylor series. For one-dimensional cases, when normalized variables, 
e = a/h(a :amplitude),x' = kx,t' = ky/gK t,C = C/a,<t>' = k<j>/£y/gfi are introduced, 
and e and n2 are assumed in the same order of magnitude, eq.(ll) can be 
reduced to: 

<j>'t,t, + eWA'x'v + #-&,.) - &v = 0{e\ f) (12) 

This is a nonlinear equation of Boussinnesq type for waves propagating over 
shallow water depths. 

Using Stokes expansion, 

C = oi cos 0 + (d20 + <J2l) cos 28 + 03 cos 30 
(j>-b1sin8 + 62 sin 29 + 63 sin 30 + 0(a\) (13) 

where 8 = kx -uit, u is the radian frequency, we obtain the following coeffi- 
cients in terms of amplitude, ai, up to the accuracy of 0(a\): 

ka\ 
020=  2&mh2kh 

_ 8kh — Akh cosh 2kh + 12 sinh 2kh + sinh Akh    2 

°21 = 4(-2*/» + sinh 2fch) sinh 2k h 0l 

__j fc2(66coshfc/j — 3cosh3fe/i + cosh 5kh — 52kh sinh kh — 4fc/isinh3fcft)  3. 
i ——Lai + U(-2kh + sinh 2kh) sinh 2kh cosh kh °" 

,   _g k(7coshfc/t + cosh3&/j — 4fc/isinhfc/i)  2 

w 4(—2fcft + sinh 2kh) cosh fcft * 

a3 =fc2a? (932fc/i cosh Jfefc - 246fcfc cosh 3*/» - 30 cosh bkh 
+ 541 sinh kh - 264fc2/i2 sinh kh + 616 sinh 3fcft + 72k2h2 sinh 3fcft 
+ 78 sinh 5kh + 3 sinh 7kh)/[128(-2kh + sinh 2fc/i)2 sinh kh cosh2 Jfeft] (14) 

with the nonlinear dispersion relation: 

w2 

— = ktwahkh\l 
g 

Z2kh — \%khcosh2fc/i - 4fc/icosh4fc/i + Zlsinh2kh + 4sinh4fc/i + sinh6fc/i,, ,.   ..„. 
+ = * ai]   (15) 

8(-2fc/» + sinh 2fcfc) sinh 2kh2 u   v    ' 
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The quantity of o2o represents change of lower mean water level under 
nonlinear wave action and is the same as that derived by Bowen (1968) for 
wave set down. 

When kh approaches inifity for deep water depth, those coefficients 
in eqs. (14), and nonlinear dispersion relation, eq.(15) reduces to: 

fl20 = 0 
1,    2 

a2i = 2fcai 

«3 = j|*2a? (16) 

— = k(l + Pal) 

These results are identical to those in the Stokes wave theory. 

When all the nonlinear terms are dropped and monochromatic waves 
are assumed, eq.(ll) can be easily simplified to the mild-slope equation 
(Berkhoff, 1972) with linear dispersion relation of the characteristic value, 
k, denned as wave number. 

The model equation, eq.(ll), therefore unifies propagation of nonlin- 
ear waves from deep to shallow water depths which is accurate up to the 
third order of incident wave amplitude. We plausibly use eq.(ll) to simulate 
nonlinear wave propagation. 

Numerical Computations 

Due to the complexity of the model equation and difficulty of deter- 
mining the characteristic value for nonlinear waves of third order, we employ 
Stokes expansion for second order nonlinear monochromatic waves. 

< = Re{(o + Cie""'"" +C2e-2,'w,j + 0(|Ci|3) (17) 

4> = Re{$0 + fae-'"1 + fae-2^} + 0(|*i |3) (18) 

The model equations for different orders can be written as: 

(— - F)<t>i + V • (4V<4i) = 0 (19) 

iu 
Ci = -h 

9 

Co = ~\<t>1\
2(VS,1f-^1 

(        _ F)h + V • (AVfo) =- Wi • VCi + -*id - 

+ ^[-?(V^i)2-?^ + V.(^1V^)] (22) 

I2 
(21) 

V-(|ciV^i + ^iCi) 
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C2 = —$2 - f (V*0S - j-*\ + -V • (%Vh) (23) 
9 % Ag g 2 

where S is the phase function and the characteristic value, k, determined by 
the dispersion relation of 

— = k tanh kh (24) 

Wave field can be calculated by using eqs.(19), (20), (21), (22), and 
(23) for each component. The free surface displacement is obtained by 
employing eq.(17). For the case of nonlinear waves propagating over a sub- 
merged bar (Beji and Battjes, 1994), Fig. 1, incident waves with wave 
height 2cm, period Isec. propagate from left to right. The constant depth be- 
fore the bar is 0.40m and the Ursell number, (Ur = {a/h)/{kh)2), is 0.054. In the 
computational domain of 12m, 481 nodal points are used. For numerical cal- 
culations, eqs.(19) and (22) are discretized into finite difference equations. 
Radiation conditions of outgoing wave components are applied to both ends 
of the computational domain. The sloping bottom on the right hand side is 
assumed to absorb all of the wave energy. In experiments (Beji and Battjes, 
1993), gage 1 indicated incident waves. We campare the numerical solutions 
with experimental results for waves over the submerged bar (Figs. 2, 3, 4, 
5, 6 and 7). The numerical solutions are obtained by calculating amplitude 
distribution in space of each component and reconstructing the time history 
of free surface at each point. It can be observed that there is a significant 
difference between linear and nonlinear waves. The nonlinear behavior of 
waves due to change of water depth is captured by present nonlinear model 
quite nicely. However, discrepancy between numerical solutions and exper- 
imental results at wave troughs seems quite persistent. 

We further extend present nonlinear model to calculate waves over a 
step, Fig.8 (Kittitansuan et al., 1993). Although the slope at the step violate 
mild-slope assumption, waves evolve nonlinearly after the step. The depths 
before and after the step are 0.376cm and 0.113cm, respectively. Incident wave 
height is 1.63cm and period 1.85sec. The Ursell number in this case is 0.042. 
Total nodal points of 601 are used in a 12m computational domain. The step 
is simulated by a sudden change of water depth between two nodes with 
a slope of 6.575. Present numerical time histories of free surface at points 
after the step of lm and 2m are compared with experimental results, Figs.9 
and 10 (Kittitanasuan et al., 1993). Good agreement is observed except 
profiles at wave troughs. We also calculate free surface profile in space and 
compare with that of Kittitanasuan et al (1993). The step is located at the 
origin of x-axis. Waves behaves almost linearly before the step and evolve 
nonlinearly further away from the step. Present nonlinear model is in good 
agreement with theory of Kittitanasuan et al (1993). 

Discussions and Conclusions 

In this paper, we present a derivation of nonlinear model in the accu- 
racy of 0(C4) for water wave propagation. It unifies nonlinear wave models for 
different depth regimes. Present nonlinear model reduces to the mild-slope 
equation in the linear case. It is shown that present model can be simplified 
to a Boussinesq equation for shallow water and Stokes waves when water 
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depth is deep. However, due the complexity of the governing equation and 
the difficulty in determining the characteristic value of dispersion relation, 
we calculate nonlinear waves up to the second order and compare present 
numerical solutions with experimental results in two one-dimensional cases. 
Good agreement is obtained. Discrepancy between present numerical so- 
lutions and experimental results of free surface profiles at wave troughs 
remains for future study. 
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Fig. 1 Experimental set-up for waves over a submerged bar 

(Beji and Battjes, 1993) 
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Fig. 2 Comparison of present numerical solutions with 

experimental results (Beji and Battjes, 1993), station 2 
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Fig. 3 Comparison of present numerical solutions with 

experimental results (Beji and Battjes, 1993), station 3 
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Fig. 4 Comparison of present numerical solutions with 

experimental results (Beji and Battjes, 1993), station 4 
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Fig. 5 Comparison of present numerical solutions with 

experimental results (Beji and Battjes, 1993), station 5 
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Fig. 7 Comparison of present numerical solutions with 

experimental results (Beji and Battjes, 1993), station 7 
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Fig. 8 Experimental set-up for waves over a rectangular step 
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CHAPTER 48 

APPLICATION OF A DIGITAL PARTICLE IMAGE VELOCIMETRY 
(DPIV) SYSTEM TO BREAKING WAVES IN THE SURF ZONE 

Kenneth R. Craig II1 and Robert J. Thieke2 

BACKGROUND 
The modeling of cross-shore and longshore currents in the nearshore region 

has improved greatly over the past twenty years with accompanying advances in an 
understanding of the relevant physical processes in shallow water and the surf zone. 
The empirical guidance provided by numerous laboratory and field experiments has 
been an essential element in sustaining these advances. However good experimental 
data are still largely lacking for aspects of these flows, the most notable being the 
flow in waves following breaking, which coincidentally represents the single most 
important physical process in the nearshore region. 

For the two-dimensional case of waves normally incident on a beach, a variety 
of techniques have recorded velocities in surf zone flows. Wang, et al. (1982) used 
tracer techniques incorporating particles and film to provide significant qualitative 
information, but it generally suffers from poor spatial resolution and generally 
provides lagrangian information where an eulerian perspective is desirable. The air 
entrainment associated with the free surface instability of breaking waves also inhibits 
these methods, particularly near the water surface. Jansen (1986) used fluorescent 
tracers and ultraviolet light to view particle trajectories in the aerated region of 
breaking waves, yet these measurements still suffer from the other previously 
mentioned shortcomings. More recently several investigators have employed velocity 
measurement using Laser Doppler Anemometry (LDA). Stive (1980) and Nadaokah 
and Kondoh (1982) have contributed some of the early significant data sets using this 
technique in the surf zone. LDA offers very high precision and spatial resolution but 
the time it requires generally precludes any truly synoptic measurements of the flow 

1 Engineer, Taylor Engineering, Inc., 9086 Cypress Green Drive, Jacksonville, FL 
32256, U.S.A. (formerly Graduate Assistant, Department of Coastal and 
Oceanographic Engineering, University of Florida). 
2 Assistant Professor, Department of Coastal and Oceanographic Engineering, 
University of Florida, Gainesville, FL 32611, U.S.A. 
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field. However, the most significant drawback to LDA techniques is that the high 
levels of air entrainment typical of the upper surf zone cause such significant signal 
drop-out as to completely degrade the fidelity of the measurements in this region. For 
example, although Nadaoka and Kondoh (1982) provide measurements of the vertical 
distribution of cross-shore velocity at several stations through the surf zone, they do 
not provide measurements above the level of the wave trough, and aeration affects the 
velocity profiles below the trough in the inner reaches of the surf zone significantly. 
As a result even averaged quantities such as the shoreward directed mass flux (due to 
contributions above the wave trough level) are not measured directly but only inferred 
by integration of the corresponding below-trough velocity measurements. These 
restrictions inhibit the development of a complete picture of the vertical flow structure 
in this region. 

DPIV THEORY 
Willert and Gharib (1991) describe a system that digitally performs a process 

similar to the opto-mechanical method employed in particle image velocimetry. 
Neutrally buoyant particles are introduced into a fluid flow and video images are 
recorded and digitized. Sequential digital images (each frame capturing a single 
instance in time) are analyzed using frequency domain techniques. After digitizing, 
small sections of each image, called areas of interest (AOIs), are compared. The AOIs 
represent identical locations on each consecutive image. 

Willert and Gharib used the mathematical definition of cross-correlation in the 
frequency domain 

<tfg(u,v) = F*(u,v) x G(u,v) (1) 

where F* is the complex conjugate of the Fourier transform of f(m,n) and G(u,v) is 
the Fourier transform of g(m,n). They employed fast Fourier transforms (FFT) to 
reduce processing time. After finding <E>, they performed an inverse FFT to return the 
data to the spatial domain. 

Essentially the process tries to match the pattern found in the first AOI with 
that in the second after the pattern has shifted. The location of the peak value of the 
cross-correlation function represents the point that best correlates the particle 
positions in each AOI. The shape of the peak value depends on the noise level. Large 
amounts of noise tend to broaden the peak. Smaller peaks also occur due to some 
correlation between incorrect particle pairings. However, the maximum value found 
in 4>fg indicates the best correlated displacement over the AOI. Particles generate 
noise as they move out of the AOI laterally, vertically or normal to the plane of view. 
Assumably the AOI is large enough to allow a majority of the particles in the first 
AOI to appear in the second. Figure 1 shows a typical example resulting from the 
application of the correlation technique for particles settling in the +y direction. 
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a ) 

h ) 

c ) 

Figure 1 Graphical representation of pixel intensities within an area of interest 
in a) image 1 and b) image 2 and c) the inverse transformed 
correlation peak in the spatial domain. The maximum peak in c) 
indicates a displacement of approximately 4 pixels in the +y direction 
(downward). 
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Two different centroiding techniques may then be employed to examine the 
peak. A center of mass method (Kimura and Takamori, 1986) provides one pixel 
accuracy but depends on the threshold value used to determine the limits of the peak. 
The method Willert and Gharib suggest provides sub-pixel accuracy. In controlled 
experiments, they found a minimum uncertainty value of 0.01 pixels. However, in 
practice the uncertainty may reach an order of magnitude higher. The peak and each 
of the two neighboring data points are fitted with parabolic curves in both the vertical 
and horizontal directions. The distances from the origin to the location of the maxima 
of these parabolas determine the displacement vector to sub-pixel accuracy. Dividing 
the displacement vector by the known time difference between frames provides the 
velocity vector. 

EXPERIMENTAL SETUP 

All experiments were carried out by the authors at the University of Florida's 
Coastal and Oceanographic Engineering Laboratory in Gainesville, Florida, USA. 
Waves were generated in the multifunctional wave flume equipped with plate glass 
panels running the entire length on both sides providing flexible access to camera and 
lighting positions. Wave data were collected using a capacitance type wave gauge. 
Six separate tests were run: tests 1,2, and 3 in approximately 30 centimeters of water 
and tests 4, 5, and 6 in approximately 23 centimeters of water. For each test series at 
a specific water depth, the wave periods varied from 0.85 to 2.13 seconds. The video 
tape and wave data were then analyzed to determine velocity fields, mean water level 
set-up and wave height distributions. 

All video imaging employed gray scales rather than color because gray scales 
provide a higher spatial resolution and tangibly greater light sensitivity. Gray scale 
video equipment also costs substantially less than similar quality color equipment. 
The advantage of gray scale imaging is realized during processing because DPIV 
relies on pixel intensity values to distinguish particles. Color does not offer any 
advantage over gray scale for this process. 

Mulifunctional Wave Flume 
The internal wave flume—approximately 28 meters long, 58 centimeters wide 

and 1.4 meters deep—is equipped with both a flap type and piston type wave maker. 
The smaller Seasim RSP 60-20 Modular Piston Wave maker used during the 
experiments is computer controlled through a central electronic system with feedback 
loops to minimize reflections and generation of free second harmonics. The wave 
maker produced monochromatic waves propagating towards a fixed beach with slope 
1 on 20. The horizontal bottom portion of the flume extends 15 meters from the wave 
maker. The fixed beach slope then extends for another 10 meters. The flume also 
comes with a remotely controlled carriage capable of transiting its entire length. A 
capacitance type wave gauge was attached to the movable carriage and cabled to a 
data acquisition computer. 

Video equipment used at the experiment site included a Panasonic WV-5470 
high resolution gray scale video monitor, a Panasonic AG-1970 super-VHS recording 
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VCR, and a Vicon VC2400 high resolution gray scale CCD video camera with 
variable shutter speed. The camera provides 570 lines of horizontal resolution (which 
is actually above super-VHS quality) and requires only 0.2 lux minimum illumination. 
Shutter speeds range from continuously open to 1/10,000 of a second. A shutter 
speed of 1/1,000th of a second minimized blurring of the particles and still allowed 
sufficient light to pass through the camera lens for adequate videotaping. Both zoom 
and wide angle lenses were available for use. Lens magnification depended upon the 
wave characteristics at each particular camera location. The goal was to fill the view 
with as much of the flow field as possible to maximize resolution during processing. 
Ambient light was controlled by placing a light shield made of flexible polyurethane 
coasted nylon fabric around the position of the video camera and flume. The light 
shield covered three panes of glass and could be positioned anywhere along the flume. 
Removable side panels on the light shield provided access to the camera when 
necessary. All video was recorded on master quality double coated super-VHS video 
tapes. 

The moveable chassis was equipped with the following items: a light source, 
a cylindrical focusing lens and a dispenser for the neutrally buoyant particles. The 
light source was a 500 watt electric bulb enclosed in a wooden box with a slit 
approximately 2 millimeters wide cut in the bottom. The slit was aligned with the 
long axis of the flume (i.e., direction of wave propagation) and allowed only a portion 
of the light from the bulb to escape the box as a quickly dispersing plane (see Figure 
2 for a schematic of the experimental apparatus). 

The light then passed through the cylindrical lens and focused into a tight 
plane perpendicular to the bottom of the flume. With the lens approximately 1 meter 
above the flume bottom, the focused light diffused to a width of 1 centimeter at the 
flume bottom. Notably the light only remained on for periods of a few minutes to 
minimize the chance of overheating caused by the high power consumption of the 
light source and the wooden box. Despite this safety precaution, the inside bottom of 
the box was charred by the end of the experiment. The use of a nonflammable 
material to construct the light box for future applications is recommended. 

Pliolite, a granular material used as a road paint strengthening ingredient with 
a specific gravity of 1.04 was used for the neutrally buoyant particles. Bright white, 
Pliolite is readily visible under the lighting conditions used during the experiments. 
Pliolite's highly irregular shape traps a proportionately large amount of air, causing 
the Pliolite to remain on the water surface when first introduced. Therefore, the 
pliolite was first washed in liquid soap and stored under water to facilitate breaking 
the surface tension when the particles were introduced to the flume. Separating the 
fines from the pliolite left particles ranging in size from 0.5 to 2 millimeters. 

The pliolite dispenser, located next to the light source, was designed to work 
like a hopper. A board was fixed diagonally across the inside of the dispenser to act 
as a chute for the released pliolite. A second hinged board was installed so that it 
would form a "V" with the fixed board. Two elastic bands maintained tension on the 
hinged board. The pliolite was placed along the intersection of these two boards and 
held there until being dispensed. The chute was positioned to distribute the particles 
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linearly near the intersection of the light plane and the water surface. The pliolite 
release mechanism, designed to overcome the tension of the elastic bands, was 
connected to the outside of the flume. Water from an elevated container located 
above the chassis was fed along the top of the fixed board by plastic tubing and 
released through a series of small holes directed down the chute. This water washed 
any pliolite but of the dispenser that gravity had not removed during the initial 
opening. 

Figure 2 Experimental apparatus including video equipment location and 
movable chassis arrangement (cross section, long axis of tank). 

To calibrate the video, a grid of 2 centimeter by 2 centimeter squares etched 
in clear Plexiglas was used to compensate for the magnification effects of filming 
through three types of media, namely air, glass, and water. Video of this grid was 
used to determine the number of pixels per centimeter as recorded by the camera. The 
bottom of the grid, tapered to the beach and held firmly to the slope, allowed the grid 
lines to be read vertically and horizontally. 
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Experiments began once the wave flume was filled to the appropriate water 
level and allowed to settle, after which a water depth reading was recorded from the 
flat portion of the flume. The wave maker then generated waves at the designated 
frequency. These waves were observed to determine the break point position and 
initial camera location. Wave gauge data were recorded along the flat portion for a 
deep water reading, at the beginning of the slope for initial shoaling data, and any 
appropriate locations outside and within the surf zone for setup and shoaling data. 

The number of camera positions required for each test depended upon the field 
of view that could be achieved. The area from just outside the breakpoint to inside 
of the transition point was the focus of these experiments. The camera was placed 
inside the light shield at the proper location and the position of the center of the field 
of view along the flume was recorded. Next, the calibration grid was placed along the 
long axis of the flume in the field of view. The light source without the focusing lens 
illuminated the grid. This allowed filming the grid and minimizing any shadows the 
grid produced. It was found that the cylindrical lens created shadows too intense to 
provide any readings from the grid. The grid also allowed the camera to be focused 
to the proper location at the tank centerline. The pliolite was loaded into the dispenser 
and the flushing water source was connected to the dispenser and the focusing lens 
was replaced. At this point, the VCR began recording, the pliolite was released into 
the flume, and the light source was turned on. To produce an adequate ensemble 
average of flow characteristics required a minimum 30 cycles for each wave so taping 
lasted about two minutes for each test, at which point the light was shut off and the 
recording stopped. The camera was then moved to a location partially overlapping 
the field of view of the previous position and the process repeated until the transition 
point had been recorded. 

When the taping ended the wave maker was stopped and the flume water level 
allowed to settle in order to eliminate any residual low frequency activity. Wave 
gauge data for still water levels were recorded for each station previously 
investigated. A second water level reading was taken in the flat portion of the flume 
to determine if any water was lost during the testing. The entire process was repeated 
for the next wave frequency. 

DATA PROCESSING 
All image digitization was carried out on a personal computer equipped with 

a 80486/66 MHz DX2 CPU. Computer peripheries included an EditLink 2200/TCG 
VCR controller card and a one megabyte frame grabber board as accessories. An 
image processing software package with macro language capabilities digitized and 
filtered the images. Several C language programs were written to control the VCR 
through the VCR controller card. The same super-VHS recording VCR and high 
resolution monitor were used during the digitization process. 

The EditLink 2200/TCG can stripe a video tape with longitudinal Society of 
Motion Picture and Television Engineers (SMPTE) time code on one or both audio 
tracks. This was done after initial taping; however striping the tape before taping 
reduces the possibility of erasure. The EditLink manufacturers claim that the time 
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code can be used to locate any position on the video tape to an accuracy of +/- 1 
frame. Trials of various positions on the tape confirmed this. Actually, each trial 
resulted in the EditLink finding the exact frame searched. 

Macro files were written to automate the process of digitizing the video 
images by the frame grabber board. The images were processed in batches of 50. 
First, an image is digitized at a resolution of 640 columns by 480 lines. The 480 lines 
is the maximum allowable vertical resolution of the frame grabber card. A compiled 
C program called from the macro instructs the VCR controller card to advance the 
tape one frame. The next image is digitized and the process repeated. After 50 
images have been digitized, a C program stops the VCR. This circumvents the 
automatic shut-off feature of the Panasonic AG-1970. This feature will shut the VCR 
off if it detects no "activity" for roughly three consecutive minutes. Unfortunately, 
it does not recognize frame advance as "activity." This 50 image limit actually 
provides an amount of data, about 15 megabytes, that most current hard disk drives 
can reasonably handle. 

Next, the fifty images were filtered. The filtering process is based on a 
histogram analysis of the pixel values in each image. All pixel values lower than the 
90th percentile are set to black or 0. All remaining pixels from the 90th to 99th 
percentile are linearly scaled from black to white (0 to 255). These filtered images 
were stored for later processing. A C program then directs the EditLink to find the 
next frame and digitizing continues. 

The filtering process produced one of the most important advances in this 
research. Air bubbles entrained in the flow due to the breaking wave's impinging jet 
can be filtered out of the image. Given the lighting conditions used in the experiment, 
the bubbles have lower gray scale pixel intensities than do the pliolite. By visual 
inspection of the filterd images, the authors determined the histogram percentile range 
for the air bubbles and pliolite. 

A Sun SPARC-LX workstation processed most of the velocity fields. The 486 
microcomputer can process the velocity fields about 33% slower than the Sun 
workstation, so it was used to process only a small portion of the velocity fields. 
Matlab® by the Math Works, a matrix manipulation software package (also with 
macro language capabilities), was used to process the images on both the 486 
microcomputer and the Sun workstation. All analysis of the velocity fields was done 
on the 486 microcomputer using this software package. 

The filtered images were transferred to the Sun (or occasionally the 486) for 
DPIV processing. A series of M files {Matlab® macro language) were written to 
fully automate the process of analyzing the images and returning velocity fields. All 
data (i.e., filtered images and velocity field files) were stored on a high capacity 
magneto-optical (MO) disk in compressed format. The MO disk can store over 600 
megabytes of data and currently contains over 200 MB of compressed velocity field 
data and over 300 MB of compressed filtered images. 

A concern exists regarding the extent to which aeration of a broken wave crest, 
combined with the filtering process, may affect the velocity field determination in 
DPIV.   The bubbles produced during wave breaking may distort the perceived 
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location of particles due to refraction/diffraction of the reflected light. To determine 
the net effect of this phenomenon, a mesh grid containing particles glued to fixed 
positions was videotaped in the highly aerated section of flow centered on the 
transition region. Velocity fields were then found for this video. In theory, particles 
held stationary should produce zero motion in the velocity fields. Analysis of the 
calculated velocity fields indicated that the distortional effects of the bubbles create 
a mean error of 1.0 pixels in the horizontal direction and 0.8 pixels in the vertical 
direction. A typical scaling scenario in the test conducted results in a converted 0.5 
millimeter error in the calculated displacements. 

VELOCITY FIELD RESULTS 
Velocity field processing began by determining the calibration values used to 

convert pixels to centimeters for each camera position. This rather primitive method 
consisted of analyzing several frames from the grid video. Unfortunately, the grid 
lines were very difficult to observe in the still video frame. However, the outer edges 
of the grid—surrounded by an opaque paper coating—provided a known distance of 
12 centimeters. The pixel columns values corresponding to the left and right edges 
were determined using a screen pointer and mouse. The difference of these two 
values divided by the 12 centimeter distance yields the horizontal calibration for that 
camera position. The vertical calibration was determined by multiplying the 
horizontal calibration by the pixel aspect ratio. Several frames were compared to 
evaluate the accuracy of the results. Each test showed slight variation from frame to 
frame due to slight grid movements on the order of one pixel. An average calibration 
value was selected after analyzing several frames. 

All velocity field processing was done without converting from pixel 
displacements to actual centimeters per second velocity values. Doing so reduced the 
multiplicative error effects produced from numerous calculations using the less 
accurate length conversion from pixels to centimeters. Instantaneous displacement 
vectors were found in pixel units—final ensemble averages were then converted back 
to centimeters per second values using the calibrations taken from the recorded grid 
frames. Vertical and horizontal displacements were saved separately for each image 
pair processed. Mean flow velocity and turbulence intensities were the two principle 
derived quantities. 

The raw velocity field data resulting from the DPIV method was analyzed 
using ensemble averaging techniques in an effort to separate the wave and turbulent 
parts of the motion. Consequently, the corresponding number of video frames per 
period for monochromatic waves had to be determined. Table 1 shows a summary of 
the values for the various tests and the relevant measured wave characteristics. 

To calculate ensemble values for both mean flow and turbulence requires an 
appropriate value for the number of frames per cycle (i.e., wave period). Standard 
video records at 60 frames per second. Multiplying this value and the period and 
rounding to the nearest whole number yields the frames per cycle. Taking an 
ensemble average over all of the cycles corresponding to that point in the period then 
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Table 1 Experimental wave and frame data. 

Test 
Number 

Period 
(sec) 

Hb 

(cm) 
K 

(cm) 
h0 

(cm) 
Frames/c 

ycle 

lotai hrames 
Processed 
30 cycles 

lotai hrames 
Processed 
50 cycles 

1B 0.85 4.85 4.7 31.2 51 N/A 2560 
2C 1.42 6.52 4.2 30.7 85 2560 4266 
3C 2.13 6.42 4.5 31.2 128 3840 N/A 
4C 0.85 N/A N/A N/A 51 1536 2560 
6A 2.13 8.86 8.4 23.2 128 3840 N/A 

yields the mean velocities at each l/60th of a second interval of the wave period. For 
example, to process a one second wave (corresponding to 60 frames per cycle) 
requires the average of frame 1, frame 61, frame 121... However, due to the limiting 
effect of the Nyquist frequency criterion in the DPIV method, certain sections of each 
velocity field are sometimes left without a value. In short, holes may exist in the data. 
This can occur if the area of interest contains a displacement greater than 1/3 its 
length. This is accounted for by keeping a running total of the number of valid values 
for each position in the velocity fields during the ensemble averaging. Therefore, to 
ensemble average 50 cycles requires independent totals for each position in the 
resulting velocity field. This improves the flawed values near free surfaces where 
small variations in the wave height produce a physical velocity value during only a 
few of the cycles. Care must be taken when analyzing the data near boundaries so as 
not to overstate the effect there. This method ensures that values within the main part 
of the flow are not understated as they would be if the summed values for, say, 48 
cycles were actually averaged over 50 cycles. Both of the above effects become more 
pronounced for the longer period waves processed using only 30 cycles. 

The time averaging analysis consisted of summing the ensemble averaged 
velocities over the entire period. Absent data are accounted for in the same manner 
as above. Time averaging the ensemble averaged velocity fields yields the mean flow 
velocities. 

Turbulence was found using the ensemble averaged data for each point during 
the period. These values are subtracted from the instantaneous values of each velocity 
field used to find the ensemble average. These differences are squared and summed. 
Dividing the sum by a running total similar to that described above accounts for the 
nonexistent data. The turbulence values are then time averaged similar to the mean 
flow. Turbulence values are returned as squared values, their same form in the 
momentum conservation equations. 

APPLICATION OF RESULTS 
A total of 21,162 velocity fields were incorporated in the ensemble averaging 

during all of the tests. Actually, only 17,066 of these fields are completely 
independent because the fields found during the 30 cycle ensemble averaging in tests 
2C and 4C were used as the first 30 cycles of the 50 cycle ensemble averaging. This 
allows a comparison of the effectiveness of increasing the number of cycles included 
in the ensemble averaging. 
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With the required number of digitized images known, digitization began. On 
average, images were digitized and fully filtered within 15 seconds. The filtered 
images were stored in compressed format on a magneto-optical disk and transferred 
to the workstation for processing. Given a sufficient data storage capacity available 
at the processing computer, one large data exchange will yield instantaneous 
velocities from the DPIV image processing method. This generally did not occur. 
Data transfer usually entailed transferring 200 images to the workstation while 
removing the previously processed velocity field files for the preceding 200 images. 
An example of a typical instantaneous velocity field is shown in Figure 3 (recall 1 cm 
is approximately 16 pixels). 
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Figure 3 Instantaneous velocity field from DPIV (Test 6C, Field 536) 

After acquiring all of the required instantaneous velocity fields, ensemble 
averaging was performed according to criteria in Table 1. As described earlier, an 
ensemble average of the corresponding velocity fields for each l/60th of a second 
interval in the period is determined and saved. These ensemble averages, when time 
averaged over the period, yield results similar to Figure 4. The first image in Figure 
4 shows the resultant ensemble average velocity fields of the entire field of view, 
including "velocities" outside the flow. A digital stopwatch superimposed on the 
lower portion of the screen during videotaping accounts for most of the extraneous 
velocities. The data in the bottom portion of the field shows the correlated motion of 
the stopwatch numerals. Some spurious data are also present above the flow possibly 
due to splashing that occurs when the jet impinges the front face of the breaking wave. 
Instrument noise associated with the video equipment that occurs during digitization 
may provide another source of non-flow velocities. All data other than the desired 
flow data has been removed from the second image. 

Figure 5 represents an enlarged section of the middle view for the 50 cycle 
case in test 4C. Profiles represent typical examples of the expected flow—for the first 
time measurements are included above and below the wave trough elevation.   In 
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Figure 4 Ensemble time averaged velocity field with a) all non-flow data 
included and b) only flow related data included. 

principle, mass (volume) should be conserved across any given vertical section 
(column) in this flow. Figure 5 indicates that mass is largely conserved in the 
measurements. 
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Figure 5 Columns 15-20 of ensemble, time-averaged velocity field from 50 
cycle Test 6C indicating conservation of mass. 
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Ensemble turbulent r.m.s. velocity fluctuations are then calculated as 
described earlier. Observing the original video record determined the location of the 
relatively abrupt break in wave height change that signals the end of the transition 
region (or the location of the transition point). Albeit a somewhat subjective process, 
this technique provides greater accuracy than wave gauge data given the five 
centimeter gap between wave gauge stations. After determining the general location 
of the transition point, the average of each row in the three columns of horizontal 
turbulent velocity data on the offshore side of the transition point (toward the 
breakpoint) developed a depth varying profile of horizontal turbulent velocity 
fluctuations. Three column averaging thus provides two advantages: first, it further 
minimizes any effects that missing data may have on the ensemble averages and, 
second, increases the likelihood that the data represent values not only near the 
transition point but within the transition region. Figure 6 presents the depth varying 
values of the r.m.s. horizontal turbulent fluctuations (normalized by the local wave 
speed). 
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Figure 6 Dimensionless u'rms versus depth at the transition point. 

Figure 6 shows that the below still water level (SWL) values of u'r m s are fairly 
consistent within each test as well as between tests. For each test, the waves at the 
transition point are highly asymmetric about the SWL. This results in a majority of 
the crest appearing above the SWL. Mean values of the horizontal turbulent velocity 
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results above SWL were found and then normalized by the known breakpoint 
conditions. 

CONCLUSION 
The work presented here suggests the following: 

1) Velocity measurements are now possible in the aerated crest of a broken 
wave within the transition region through the use of digital imaging and application 
of appropriate filtering techniques. The distortional characteristics of the bubbles 
produced during wave breaking somewhat affect the spatial resolution of these 
velocities. However, the errors introduced are on the order of one millimeter per 
frame and, considering the fairly coarse resolution of the velocities found with DPIV, 
are negligible. 

2) Digital particle image velocimetry provides an effective alternative to 
standard PIV techniques and should improve as video technology and processing 
speeds advance. 

3) The use of video for examination of large temporal data sets by ensemble 
averaging provides the most efficient and economical method currently available for 
applications in which the temporal and spatial resolution provided by video imaging 
are adequate. 

4) DPIV can resolve turbulent velocity fluctuations over the entire water 
column. However to maintain accuracy requires a high particle seeding density in the 
crest region. 
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CHAPTER 49 

Wave Gauging Networks Worldwide — An Overview 

J. Michael Hemsley1 

PE, MASCE 

Abstract 

Throughout the history of society's attempts to build on the beach, waves have been 
the principal antagonist. Engineers soon learned that to be successful, they had to understand 
the nature of the waves that attacked their structures. That understanding has led to many 
efforts to measure or estimate waves to develop a climatology useful in coastal design. 

Over the past 25 years, our ability to accurately and cost-effectively measure waves 
has improved considerably. This has resulted in an increasing number of gauging networks 
worldwide. This paper is a summary of many of those networks. Information on the 
networks will include, where available, the type gauges used, locations of stations, additional 
data collected, and data distribution means. 

Introduction 

Because many wave gauging programs are locally installed and operated, they are 
known only to their operators. Only a few of the networks are associated with the World 
Meteorological Organization (WMO) and have their data distributed worldwide on the 
Global Telecommunications System (GTS). Information about the networks operated by the 
U.S. National Data Buoy Center (NDBC), Canadian Atmospheric Environment Service (AES), 
and the United Kingdom Meteorological Office was relatively easy to acquire. The smaller 
networks have been a challenge. That challenge has been offset, though, by the willingness 
of most network operators, once identified, to share information. 

To most coastal scientists and engineers, the small networks are the most interesting. 
The large networks, often funded by the country's weather service, are well known. But most 
network operators — or potential operators — must operate on a much smaller scale, so 
there is often much more to learn from others who manage data collection efforts within 
similarly restrictive budgets. 

1 Chief, Program Management Division, National Data Buoy Center, Building 1100, Stennis 
Space Center, MS 39529-6000, U.S.A. 
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Networks 

In all, information has been received or obtained about wave measurement networks 
in 19 countries. Information has come from personal communications, papers or other 
publications, and, in several cases, from a "Guide to Moored Buoys and Other Ocean Data 
Acquisition Systems" (Data Buoy Cooperation Panel, in publication). Programs are likely to 
exist in countries other than those reported in this paper, particularly in countries such as 
Germany, The Netherlands, People's Republic of China, Portugal, and Sweden. 
Unfortunately, time ran out before all leads could be followed and information produced. It 
is hoped that this information will be useful to anyone who operates a wave gauging 
network or even a single station by providing information about the alternative hardware, 
techniques, and approaches available. A presentation of these alternatives should also help 
those who are interested in collecting wave data for research or engineering purposes. 

Of the information that has been received, several networks stand out. Two particular 
examples of those that deserve mention are the efforts by Spain to establish their national 
network and the international effort to define the wave climate along the coasts of the Black 
Sea. The Clima Maritimo is the research and development department of the Puertos del 
Estado, which is responsible for coordinating the activities of 27 of Spain's ports. To provide 
data critical to their mission, they have installed and are operating a network of 
20 nondirectional and 4 directional wave buoys. In the future, they will add three more 
directional wave buoys, five coastal wave radars, and six to nine oceanographic buoys that 
will report atmospheric information, current data, and temperature and salinity profiles, as 
well as wave data. 

The international effort on the Black Sea, called NATO-TU WAVES, is supported by 
Russia, Turkey, the Ukraine, Bulgaria, and Rumania. Four nondirectional and six directional 
stations are being established to provide data needed for wave modeling and forecasting 
around the perimeter of the Black Sea. 

The collection of wave data is important to coastal engineers and scientists. This 
overview is intended to be a minor reference for use when new networks are being planned 
or existing networks are updated. While an attempt has been made to ensure that the stations 
are currently in service, it is possible that some information may no longer be current. A 
consistent set of symbols will be used and will follow the key provided below. For simplicity, 
the only symbols used on the figures will be for directional and nondirectional systems. 
Where the information is available, the type of gauge will be mentioned in the discussion. 
The presentation to follow is organized alphabetically by country, except for the network in 
the Black Sea, which will be listed as NATO-TU WAVES because of its international nature. 

Australia 

Gauging networks in Australia are operated, primarily, by the states. This 
decentralization made identification of networks a bit more difficult than for countries with 
centralized control of their programs. 

Three programs have been identified, those of Queensland, New South Wales, and 
Western Australia. In Queensland, wave data are collected at 13 locations (Figure 1). 
Nondirectional data are collected using Datawell Waverider buoys and from InterOcean S4 
current meters, while directional data are collected from Datawell Directional Waverider 
buoys. All stations in the Queensland network are shown on Figure 1 as nondirectional, 
although several are likely to collect directional data. Data from the Waverider buoys are 
transmitted to shore via radio. 
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Figure 1. Australian Wave Gauging Networks 

The wave data network in New South Wales presently consists of seven stations, one 
of which collects directional data (Figure 1). The oldest station in this network was installed 
in 1974; all stations have been operational since 1987. Datawell Waverider buoys are used at 
every station, and the data are transmitted to a shore station by radio. 

There is one station in Western Australia for the past 4 years (Figure 1). A Datawell 
Waverider buoy is used to collect nondirectional data that are transmitted to shore by radio 
every 20 minutes. These data are used for "real" time ship operations. 

Canada 

There are two wave gauging networks in Canada. The first, and more traditional, is 
operated by the AES and has stations in the Atlantic and Pacific Oceans and in the Great 
Lakes and other major inland waters (Figure 2). The other network is operated in Quebec 
Province as a part of the James Bay Hydroelectric Project by the Societe d'Energie de la Baie 

- V   V 
i Nondirectional 
I Directional 

Figure 2. Canadian AES Buoy Network 
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James (Figure 3). The AES operates a total of 33 buoy stations, 8 in the Atlantic, 9 in the 
Great Lakes region, and 16 in the Pacific. The buoys in the Atlantic and Pacific consist of 
fifteen 3-m-diameter discus buoys in the nearshore areas and nine 6-m boat-shaped buoys 
offshore. In the Great Lakes region, two of the stations are occupied by 12-m-diameter discus 
buoys. All stations collect nondirectional wave spectral data as well as meteorological data 
such as wind speed and direction, pressure, and temperature. All data are transmitted hourly 
via the Geostationary Operational Environmental Satellite (GOES) and are available on 
the GTS. 

In Quebec, four Endeco WaveTrack 1156 buoys are used to collect data from eight 
stations in the James Bay area. These buoys collect directional wave data that are transmitted 
hourly via an RF radio link to a base station. The buoys are deployed in a most unusual 
manner — by helicopter. 

France 

Meteo-France operates one buoy station in cooperation with the United Kingdom 
Meteorological Service. The buoy was developed and used by the UK Met Service and is 
operated by them. The station is located 300 km off the Brittany coast in 2,000 m of water. 
Additional information on the buoy used can be found in the section on the United 
Kingdom. Meteo-France plans to operate another buoy in the Bay of Biscay soon. Another 
plan to operate four additional stations, two in the Mediterranean Sea and two in the West 
Indies, is currently under study. Two directional Datawell Waverider buoys are currently 
deployed in the West Indies as a part of the Oceantilles project. The French 
Aids-to-Navigation Service (STNMTE), which operates its own network of ten wave buoys 
along the coast of France, assisted Meteo-France in the establishment of the stations in the 
West Indies (Data Buoy Cooperation Panel, in publication). 

Iceland 

The Icelandic Lighthouse and Harbour Authority operates a network of stations 
within the Information System on Weather and Seastate for Seafarers, an automated call-up 
voice information system (Figure 4). Among the stations are seven Datawell Waverider buoys 
reporting nondirectional wave data and nine harbor installations that report wave and 

Figure 3. James Bay Hydroelectric Project Wave Gauging Network 
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Figure 4. Icelandic Data Buoy Network 

meteorological information. Another 12 automated weather stations are located on 
lighthouses. Waverider data are transmitted via radio link to a shore station (Data Buoy 
Cooperation Panel, in publication). 

Israel 

The Israel Meteorological Service operates a small network of directional Datawell 
Waverider buoys. The Waverider buoys are deployed in Haifa Bay and the ports of Asdod 
and Hadera. Data are received by direct radio link to a shore station (Data Buoy Cooperation 
Panel, in publication). 

Italy 

In an article in History and 
Heritage of Coastal Engineering, Professor 
Leopoldo Franco reports that there have 
been nearly 100 wave gauging stations 
on the Italian coast since 1974 (Franco, 
1996) (Figure 5). Currently, there are 13 
permanent stations. Eight of these are 
operated as a part of the National Wave 
Measurement Network. These stations 
are directional Datawell Wavec buoys 
reporting their data via polar orbiting 
satellites. The network is managed by 
the Italian Hydrographic and Tidal 
Service and has accomplished an 
average data acquisition rate of more 
than 90 percent since the network was 
established in 1989. 

• Nondirectional 
• Directional 

Figure 5. Permanent Wave Gauging Stations in 
Italy 
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Japan 

For years, the Japanese have been leaders in coastal engineering research. Various 
agencies and research institutions have, therefore, operated networks of wave gauging 
stations. The diversity of organizations that have been involved in wave measurements has 
made the identification of all stations a bit difficult. Those stations that have been identified 
are reported here. 

Japan's ocean data buoy program was initiated by the Japanese Meteorological 
Agency (JMA) in 1968. A total of seven 10-m-diameter discus buoys was eventually 
constructed. Four of these buoys remain in service, rotating among three stations (Figure 6). 
These buoys report data hourly via the JMA Geostationary Meteorological Satellite. 
Nondirectional wave data, as well as considerable meteorological data, are collected and 
reported. These data are published annually on CD-ROM in a report entitled "Data Report 
of Oceanographic Observations" available from JMA headquarters (Data Buoy Cooperation 
Panel, in publication). 

A much more extensive network is operated and maintained by the Ports and 
Harbours Bureau of the Ministry of Transport. In particular, the Port and Harbour Research 
Institute (PHRI) operates a 42-station network of wave measurement stations called 
Nationwide Ocean Wave information network for Ports and HArbourS, or NOWPHAS 
(Figure 6). The network includes a variety of sensor types, some quite innovative. PHRI has 
deployed directional arrays, nondirectional buoys, measurements from towers, two acoustic 
meters, and a new Doppler-type wave directional meter. The Doppler meter is installed at 
three existing stations and one new research station. 

NOWPHAS and JMA data are provided to a semi-governmental agency and from 
there to users. The Coastal Development Institute of Technology operates the Coastal Wave 
Information Center. 

Pacific Ocean 

Figure 6. NOWPHAS and JMA Wave Measurement Stations 
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Korea 

The Korean Meteorological Agency (KMA) and the Korean Maritime and Port 
Administration, the latter together with the PHRI in Japan, are cooperating in the 
establishment of a wave gauging network around the Korean peninsula. So far, the KMA has 
one buoy on station in the Yellow Sea—it is the northernmost buoy shown in Figure 7. The 
other stations are operated by the Maritime and Port Administration and include seven 
directional DatawellWaverider buoys and one directional pressure sensor and electromagnetic 
current meter (PUV) gauge—the northernmost station in the Sea of Japan. This PUV gauge is 
temporary and will be replaced by one of the Doppler meters being developed by the PHRI. 
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Figure 7. Korean Wave Gauging Networks 
Kuwait 

One directional wave station is maintained by the Hydraulics and Coastal 
Engineering Department of the Kuwait Institute for Scientific Research. Data are received by 
radio from the Endeco 1156 buoy located 6 km off the Fintas Coast in the Persian Gulf. The 
purpose of the station is to study deep-water waves in Kuwait's territorial waters. 

NATO-TU WAVES 

Bulgaria, Rumania, Russia, Turkey, and the Ukraine are cooperating in a program 
to better understand the wave climate affecting the Black Sea coastline and the Turkish 
coastline of the Mediterranean Sea. Partially funded by NATO, the program is being executed 
by four collaborating Turkish organizations and four institutes in the other Black Sea 
countries. A total of ten stations are collecting data, including six collecting directional wave 
data from directional Datawell Waverider buoys and four others from a Ukrainian-built wave 
staff that measure nondirectional waves (Figures 8 and 9). All buoy data are transmitted to 
shore using radio frequencies (Ozhan and Abdalla, 1993). 

There is one additional station located in Turkish waters. A PUV gauge installed in 
conjunction with the Japanese International Corporation Agency — an installation supervised 
by the PHRI — is reporting directional wave data from a station at Filyos near Zongldak. 
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Figure 8. NATO-TU WAVES Black Sea Network 
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Figure 9. NATO-TU WAVES Mediterranean Sea Network 
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Spain 

Clima Maritimo, the research department of the Puertos del Estado, is in the process 
of installing 21 nondirectional and 4 directional wave buoys (Figures 10 and 11). An 
additional four nondirectional stations are operated by other organizations. The scalar buoys 
are Datawell Waveriders, while the directional buoys are Seatex WaveScans. The data are 
collected to support the operation of Spain's harbors. Additional directional buoy stations 
and shore-based wave radars are planned for the future (Ruiz de Elvira, et al., date 
unknown). 
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Figure 10. Spain's Coastal Wave Gauging Network 
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Figure 11. Spanish Wave Data Collection in the Canary Islands 
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Sri Lanka 

An Endeco directional wave buoy has been operating offshore Galle on Sri Lanka's 
southwestern coast for 8 years. It was installed by the Sri Lanka Hydraulic Institute for the 
Coast Conservation Department. 

Republic of China 

A network of four directional stations is being established by the Central Weather 
Bureau around Taiwan. At least two, and probably all, of the stations are now in place. The 
current plan is to have Endeco 1156 WaveTrack buoys measuring directional waves at 
Bytoujau at the northern tip of the island, Tonchiyu in the middle of the Taiwan Strait, 
Shaoliucho off Kaohsiung Harbor, and Chengkung on the southeastern coast facing the 
Pacific Ocean. Each of these stations reports by UHF to shore. Ultimately, the plan is to have 
a network of more than 20 stations ringing the island, including underwater ultrasonic wave 
gauges, shallow-water observation piles, buoys, and shore-based radars. 

United Kingdom 

The United Kingdom Meteorology Office has established a network of nondirectional 
data buoys off the British Isles in both relatively shallow water and in deep water off the 
continental shelf (Figure 12). Two types of buoys are used. Nearshore, a 2.5-m-diameter 
toroidal buoy transmits data via a VHF radio link to shore. Offshore, a new purpose-built 
buoy of less than 3-m-diameter (so it can be transported over public roads without special 
precautions) has been installed at four of the open-ocean locations. These buoys report via 
METEOSAT or GOES, and the data are distributed on the GTS (Bentley and Jones, 1993). 

Figure 12. Wave Data Collection Off the British Isles 
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United States 

Two agencies operate extensive networks of wave data collection stations in the 
United States, NDBC of the National Weather Service (NWS) and the U.S. Army Waterways 
Experiment Station Coastal Engineering Research Center (CERC). While buoys are the 
primary means of wave data collection for NDBC, laser wave systems are used on several 
Atlantic offshore platforms in the Coastal-Marine Automated Network. Buoys used by NDBC 
include the large 10- and 12-m discus buoys, 6-m boat-shaped hulls, 3-m-diameter discus 
buoys, and, on occasion, 2.4-m discus buoys. All NDBC's discus buoys are capable of 
collecting directional wave data, although those data are only collected at special locations. 
NWS sponsors many of the stations, but CERC, the Minerals Management Service, and the 
National Aeronautics and Space Administration fund a number of stations operated by 
NDBC as well. CERC is the primary sponsor of directional wave data from this network. In 
addition to wave data, NDBC buoys collect a full range of meteorological data and, 
occasionally, oceanographic data as well. All data are transmitted hourly from the buoys via 
GOES to the NWS Telecommunications Gateway and are distributed worldwide on the GTS 
(Figure 13). 

While CERC operates wave gauging stations primarily in support of coastal projects, 
and therefore for short periods of time, they do fund or operate a network of relatively 
permanent stations (Figure 14). The principal operator of many of these stations is the Scripps 
Institution of Oceanography, University of California at San Diego. The Prototype 
Measurement and Analysis Branch of CERC operates the others. Their nondirectional stations 
are most often Waverider buoys; directional stations can be either PUV gauges or multiple 
pressure sensor arrays, including a linear array at the CERC Field Research Facility in 
Duck, NC. These data are usually either transmitted to shore by radio or cable where they 
are collected periodically by telephone connection (U.S. Army Corps of Engineers, Waterways 
Experiment Station, July 1996). 

• Nondirectional 
• Directional 

/   Hawaii 
Figure 13. NDBC Wave Gauging Network 
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Figure 14. CERC Wave Gauging Network 
Archival 

Unfortunately, much of the wave data collected around the world is not archived 
outside the organizations that collect them. In the United States, for example, the National 
Oceahographic Data Center accepts all quality-controlled wave data collected, if they are sent 
to them. All NDBC data are archived in this way, but data collected in other agencies' 
programs are not always archived. So, someone searching for wave data often has to seek 
out a variety of sources. Internationally, there is no organization that exists to archive wave 
data from around the world. With proper coordination and cooperation, it is possible that 
this state could be corrected. The Intergovernmental Oceanographic Commission (IOC) and 
the WMO worked together to establish the Marine Environmental Data Service (MEDS) in 
Canada as the Responsible National Oceanographic Data Centre (RNODC) for drifting buoy 
data. All drifting buoy data transmitted on the GTS are archived by MEDS and are available 
to anyone who needs them. Possibly the same thing could be done for wave data and an 
RNODC established for them. It would seem that the IOC and WMO would have an interest 
in such a center. 

Conclusion 

Wave data are being collected by at least 19 countries around the world. This paper 
has attempted to summarize the programs the author could discover. Too many may have 
gone undetected. This is an indication that the results of many wave gauging efforts go 
unrecognized by others in the field, and valuable data lie unused after their initial purpose 
is served. These data do not decrease in value with time. It appears that the time has come 
for an international effort to provide an archive for wave data. 
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CHAPTER 50 

Improvement of Submerged Doppler-Type Directional Wave 
Meter and its Application to Field Observations 

Noriaki Hashimoto1, Masao Mitsui2, Yoshimi Goda3, 
Toshihiko Nagai4, and Tomoharu Takahashi5 

Abstract 

This paper presents an improved submerged Doppler-type directional wave meter 
which has the capability of measuring water surface elevations and multiple current 
velocity components. These components are determined from Doppler frequency 
shifts of ultrasonic waves in water. The improved system has proven to be capable of 
successfully obtaining tide, current and directional wave data. In addition, this 
directional wave meter has accurately estimated directional wave spectra in severe sea 
conditions with the use of some techniques introduced in this paper. 

1.    Introduction 

Field studies in coastal areas are indispensable not only for scientific research but 
also for pre- and post-construction monitoring of the effects of engineering projects. 
Particularly for the latter cases, field surveys often require not only a long observation 
period but also require the measurement of many parameters such as waves, currents, 
and tides to clarify the mutual interaction between those natural conditions and human 
activities. Many types of observational devices have been developed and improved on 
over the years. Most of them, however, were designed to measure specific 
parameters separately using their own techniques. To obtain meaningful results, it is 
necessary to measure the sea conditions comprehensively, i.e., the measurement of 

1 Chief, Hydrodynamics Lab., Marine Environment Div., Port and Harbour Research Institute 
(PHRI), Ministry of Transport, 1-1-3 Nagase, Yokosuka 239, Japan. 
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Yokohama 240, Japan. 

4 Chief, Marine Observation Lab., Hydraulic Engineering Div., PHRI. 
5 Managing Director, Japan Marine Surveyors Association, 14-12 Kodenma-cho, Nihonbashi, 

Chuo-ku, Tokyo 103, Japan. 
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many parameters at the same time and at the same location, because each item is 
mutually and closely interrelated. 

Until recently, a simple instrument for directional seas has not yet been developed. 
In Japan, the commonly used wave meter is a submerged ultrasonic-type wave gage 
(USW) which can be installed in maximum water depths of 50m. A submerged 
ultrasonic-type current meter (CWD) has also been developed for measuring 
directional seas but it is limited to applications with maximum water depths of about 
30m because of the decay of water particle velocities due to depth. For these reasons, 
the development of a well-combined measurement system has been anticipated in 
Japan. 

With this background, we developed the submerged Doppler-type directional 
wave meter and introduced it at ICCE ' 94 in Kobe. This system, known as the DWM, 
is extremely convenient since it is a single instrument that can be used to obtain 
accurate observations of directional seas. It is considered to be one of the most useful 
measuring systems for investigating directional seas. 

Since ICCE '94, further improvements have been made to the DWM and 
additional field experiments have been conducted to enhance the performance of the 
DWM from many aspects. In this paper, we introduce new features of the DWM-II 
(the improved DWM is hereafter called the DWM-II) with its validity and applicability 
demonstrated with experimental results. Some techniques for improving the 
performance of the DWM-II are also presented along with the results of field 
experiments. 

2.    System Description 

An improved "submerged Doppler-type directional wave meter", the DWM-II, 
possesses the multiple functions of a wave meter, current meter and tide gage. The 
main components of the system are a submerged transducer, measurement section, and 
computation unit. The transducer is supported with gimbals and has oscillators which 
operate four acoustic beams. One beam is vertically directed and operates at a 
frequency of 200 kHz. The other three acoustic Doppler current profiler (ADCP) 
beams operate at a frequency of 500 kHz, each of which has an inclination of 30 
degrees to the vertical. 

To measure the water surface elevation, the transducer transmits upward-directed 
ultrasonic waves and receives that portion of the energy which is reflected off of the 
water surface. The water surface elevation is estimated by using the ultrasonic wave 
propagation time based on the known propagation speed in water. 

By also transmitting ultrasonic waves upward in three directions, separated by an 
inclination of 30 degrees, current velocity components, £/,(/), U2(t), U3(t), can be 
measured by receiving the acoustic waves reflected back from selected layers of water. 
The water particle velocity of each layer is estimated from the frequency shift caused 
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by the Doppler effect between the transmitted waves and the reflected waves. Using 
a time sharing system, all measurements are made every 0.125 seconds or at a sampling 
frequency of 8 Hz. 

In addition, the DWM-II is equipped with a pressure sensor, compass and 
inclinometer in the transducer. These are used to monitor the conditions of the 
DWM-II itself and to check the quality of the measured data. 

3.    Field Testing 

Field testing was carried out from August 1993 to March 1995 off the entrance of 
Kamaishi Port, as shown in Figure 1, where the conventional ultrasonic wave meter 
(USW) has been operational since 1983. The transducer of the DWM-II was 
positioned about 100m away from the USW at a height of 1.5m above the seabed 
where the water depth is 48m. The time series data consisted of water surface 
elevation and current velocity components that were measured at three different water 
depths of 10m, 23m and 38m below the water surface. These data were recorded on 
an optical magnetic disk at a sampling rate of 2 Hz for 20 minutes every two hours. 
Some statistical parameters, including the directional spectrum, were computed 
immediately after each observation and were recorded on the optical magnetic disk. 
In addition, a rotor-type current meter (RCM) was moored to a float and positioned 
100m away to examine the validity of the DWM-II by comparing the results of both 
meters. 

141*   54 

39% 1 6 

Figure 1 Field Observation Locations 

4.    Examples of Observational Results 

Figure 2 shows some examples of the DWM-II time series of wave parameters 
such as significant wave height HVi, significant wave period TVJ, mean wave direction 

0 , peak wave direction 0 , mean spreading angle 8K , and long-crestedness parameter 

Y- 
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Results have shown that wave parameters, such as significant wave height and period, 
measured by the DWM-II, show good agreement with those obtained by the USW. 
The current velocities, however, measured by the DWM-II, are very different than 
those obtained by the RCM as shown in Figure 3. It is important to note that the RCM 
is very vulnerable to the current induced by waves and, in fact, moves following the 
wave motions. This is demonstrated in Figure 4. The existing reports on the 
currents around the observation site show that the currents there are weak, i.e., 10 
cm/s or less, which is consistent with the results of the DWM-II which are also shown 
in Figure 4. Figure 5 shows the spectra of the currents of the east-west and north- 
south components measured by the DWM-II at the upper layer 10m below the mean 
free surface. As shown in Figure 5, two predominant tidal periods can be seen at the 
diurnal and the semi-diurnal frequencies. These predominant peaks were not observed 
in the spectra obtained by the RCM due to the limitations already discussed. 
Therefore, the DWM-II has an advantage over the RCM of measuring intrinsic current 
fields since it is relatively unaffected by waves. 

Figures 6 (a) and (b) show the comparison of the tide level measurements 
obtained by a tide gage and estimates from the ultrasonic wave data and pressure data 
of the DWM-II, respectively. Three minute long ultrasonic measurements were made 
of the mean free surface every two hours at a sampling frequency of 2 Hz. The tide 
level was obtained by averaging each record. Pressure samples were obtained with 
the same sampling scheme. Corrections, with respect to the atmospheric pressure 
measured about 30km away from the observation site, were made to the tide level 
estimated by the pressure data.    Both figures show high correlation. 
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Furthermore, Figure 7 shows the relationship between the atmospheric pressure 
obtained from a barometer 30km away and the estimated atmospheric pressure from 
the DWM-II. Since the DWM-II pressure sensor measures the combined 
atmospheric pressure and hydrostatic pressure, the atmospheric pressure can be 
obtained by taking the difference between ultrasonic tide level data (hydrostatic 
pressure) and total pressure data. As seen in this figure, there was considerably high 
correlation. The fact that the atmospheric pressure can be estimated by the DWM-II, 
with a high degree of accuracy, further demonstrates the high quality of water surface 
elevation and water pressure data obtained by the DWM-II. 
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5.    Proposed Techniques for Improving the Performance of the DWM-II 

During this study to enhance the performance of the DWM-II, some new 
techniques have been introduced to mitigate some of its shortcomings. These 
techniques are presented in the following three sections. 

5.1 Estimation of the Principal Wave Direction With Covariances 

A disadvantage of measuring directional seas using wave arrays is that waves with 
lengths L less than two times the minimum separation distance, £>min, of the array can 
not be analyzed to produce a directional spectrum. That is, if we wish to analyze 
waves of length L, the requirement of 2Z)min s L must be satisfied. However, if we 
measure x- and _y-components such as (u,v) or (rjx,?jy) related to random wave 

motions in the same location, we can estimate the representative wave direction using 
the covariance method described below without being subjected to the above 
restriction on array spacing. 

Longuet-Higgins defined the principal wave direction dp as the direction along 

which the root-mean-square (RMS) wave number is the largest or the wave crests are 
the densest. This can be expressed by the following relationship: 

6. 
1 

tan" 
2M„ 

M20 - M02 
(1) 

where the spectral moment Mpq of equation (1) can be evaluated by the following 

equation: 
M

PI 
= foJ-JifW* cos" (0) sin" (6 )dddf (2) 

The spectral moment defined by equation (2) can be alternatively evaluated with the 
covariance between the time series of several wave motion parameters (Goda, 1982). 
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By using covariances such as u2, v2, and uv, the principal wave direction can be 
defined by: 

1      -i    2«v 6„ =-tan ' 
2 2 

U    -V 
(3) 

The z-th water particle velocity component Ut measured by the DWM-II is 
expressed by: 

Ui =alu + bjv + clw (4) 
where u, v, and w are the orthogonal components of the water particle velocities at the 
measuring location Ui and at, bt and c, are the coefficients expressed by the 
following equations: 

a, = sin a, cos p,' 

bi = sin a, sin(3; J. (5) 

ct - cosa,. 

where at, and Pi are the angles shown in Figure 8. Then the covariance of Ut is 
expressed by: 

U2 - a2 u2 + b2 v2 +c2w2 + lafo uv + 2bfct vw + 2a;c( uw (6) 

That is, the covariance U2 is expressed by the six independent covariances such as u2, 

v2,   , uw.   From the linear wave theory, however, 

uw = vw = 0 (7) 
Therefore, Equation (6) reduces to; 

U, =a,u  +b2v  +c:w  +2a,b,uv (8) 

In addition to equation (8), since the DWM-II measures free surface displacement 

rf{i), the covariances w2 can be estimated with the linear wave theory by the 
following equation: 

Figure 8 Definition of Coodinate System 
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where Sv(f) is the power spectrum of the vertical component of water particle 
velocity w(t), S (f) is the power spectrum of the free surface displacement ?](t) and 

Hw(f) is the transfer function from w(t) to t](t). 
Finally, the following simultaneous equations, with respect to the unknown values 

u2, v2 and nv can be obtained: 

\«3 

2a2b2 

2«A/ 

(u2\ 

v 

nv 
\    I 

U2 -c2w2 

(10) 

By solving this set of simultaneous linear equations, the principal wave direction can be 
determined from the definition of Equation (3). 

By using these techniques and measuring the water particle velocities, the 
DWM-II can estimate the principal wave direction,  8, even in calm sea conditions. 

This means that even in short wave environments the principal wave direction can be 
estimated without being restricted by the minimum array spacing requirement. 
Figure 9 shows examples of the comparison of the estimated principal wave directions 
(solid vertical line) and the directional spectra. It can be seen that the estimated 
principal wave directions compare favorably with the peak energy direction of the 
directional spectra. 
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Figure 9 Principal Wave Direction (solid line) and the 

Directional Spectrum Measured by the DWM- II 

5.2 Surface wave Recovery From Subsurface Pressure Records 

A disadvantage of utilizing ultrasonic waves in water is that they are severely 
scattered and absorbed by bubbles when the free surface is disturbed by strong winds 
or breaking waves. To overcome this limitation, the DWM-II measures pressure as 
an auxiliary parameter. A proper transformation can be performed to obtain surface 
wave information from subsurface pressure records.    Although many researchers have 
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gone to great lengths to investigate the possibility of generating surface wave 
information from subsurface pressure records, and many methods have been proposed 
to date, almost all of the existing methods are supplemented with various empirical 
corrections. 

Recently, we investigated the relationship between surface waves and subsurface 
pressure records in detail on the basis of weakly nonlinear directional wave theory. 
From this investigation we were able to propose a practical method to recover surface 
wave information by utilizing the shape of the subsurface pressure records. The use of 
directional spectra information is not required for this new method. This method can 
be applied for the recovery of surface waves by the DWM-II. The details of these 
techniques will appear in a paper soon to be published but an outline of this research 
and methods is presented below. 
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Figure 10 Examples of Theoretical (a) and Observed (b) Transfer 
Functions H(J) in Water Depth of 50 Meters 

Figures 10 (a) and (b) show examples of theoretical and observed transfer 
functions, H(J), respectively, given by the square root of the ratioSn(f)/Sp(f) 

where Sn(f) is the power spectrum of the water surface elevation and Sp{f) is that 
of the subsurface pressure. Note the favorable comparison between the theoretical 
and observed transfer functions. The Bretscneider-Mitsuyasu type power spectrum 
and Mitsuyasu type directional spreading function are assumed for the directional 
spectrum of linear waves. As seen in the figures, the transfer function shows 
peculiarity in its lower and higher frequency ranges. The characteristics of the 
transfer functions in those ranges are dependent on the angular spreading parameter, 
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^max, of the directional spectrum and can be successfully explained on the basis of 
weakly nonlinear directional wave theory. This is due to the fact that k is a vector 
and a> is a scalar. That is to say, the second order nonlinear effect is a function of the 
wave propagation direction of each linear component wave. Therefore, accurate 
surface wave recovery, including the high frequency range, requires information of the 
directional spectrum. The wider the angular spreading function becomes, the greater 
the difference between the transfer function of the linear wave theory and that of the 
weakly nonlinear directional wave theory. However, by properly analyzing the shape 
of the subsurface pressure spectrum, sufficient information can be obtained to 
accurately recover the surface waves without obtaining the surface directional 
spectrum. 

The proposed method is quite reliable for estimating a wide range of wave heights 
and periods for both calm and severe sea states. 

5.3 Surface Wave Recovery from Current Velocity Component Records 

In addition to recovering surface waves from subsurface pressure records, the 
DWM-II is capable of measuring surface waves, without obtaining information about 
the free surface displacement, rj(f), by properly transforming current velocities at 
several layers. This is useful since quite frequently, the ultrasonic waves used for 
measuring r/(t) are scattered and absorbed by bubbles at the surface. 

The DWM-II can estimate the directional spreading function, G(0\f), from a set 
of three current velocities, [/,(*), U2(t) and t/3(/) without information about the free 
surface displacement,  rj(t). 

G(9|/) = £—.i— (11) 

where K is a proportionality constant ensuring that G(d\f) satisfies 

f G{B\f)d6 = 1 (12) 

H is the matrix comprised of the transfer functions from the z'-th current velocity, 
Uj (/), to the free surface displacement,  rj(t), and is given by: 

„      -z'coexp(-z'tDAOr    .,,, ^ Hu = —  cosh{Ar(rcosa,+ z0)j 
Arksinhkh m) 

x explzArsinctj cos(9 - P;)}]'0 \rn+br/2 

Arl2 

Here at, /?, and r0 are the coordinates of the z'-th current velocity from the coordinate 
system (a,[3j) shown in Figure 8 and Ar is the "thickness" of the water volume 
shown in Figure 8. The DWM-II detects the current velocity, U,(t), by taking the 
average velocity of the water volume defined by a,, fa, and Ar. The water depth, 
wave number, angular frequency, wave propagation direction, and height at which the 
meter is situated above the seabed are represented by h, k, m, 6 and z0, respectively. 
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The time lag between the measurement of each velocity component and that of the 
water surface elevation is designated by At. <P~X is the inverse matrix of <P 
consisting of the cross-spectra between each current velocity,  £/,(?); 

O = 
>(/,[/,     §v{j2     <l>r/lf/3' 

(ru2Ul      ru2U2      TOjti, 

^usut     
<Pt/3f/2     Vu,u,! 

(14) 

Equation (11) is the formula used to estimate the directional spreading by the Extended 
Maximum Likelihood Method (EMLM-Isobe, et al., 1984). Other methods such as 
the Bayesian Directional spectrum estimation Method (BDM-Hashimoto and Kobune, 
1987) and the Extended Maximum Entropy Principle (EMEP-Hashimoto, et al., 1994) 
can also be applied to estimate the directional spreading function G(6\f). 

Using G(8\f) as estimated by Equation (11), the power spectrum Sn(f) of the 

free surface displacement,  tj(t) , can be estimated by: 

^(/) = «»^(/)/£^,^,G(e|/)rfe  (i-i, 2,3) (is) 

Multiplying G(0\f) and S„(/) yields the directional spectrum S(f,0), 

S(f,8)-Sn(f)G(0\f) (16) 

Frequency   (Hz) Frequency   (Hz) 

Figure 11 Power Spectra of Free Surface Displacement 

Figure 11 shows a comparison between the surface elevation power spectrum 
measured directly by the ultrasonic waves (indicated by a dotted line) and that obtained 
from the multiple current velocity components using Equation (15) (indicated by the 
three thin lines). 
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Although three power spectra can be estimated from Equation (15), by using /—1,2,3, 
all of the estimated power spectra show good agreement with the power spectrum 
measured by the ultrasonic waves around the spectral energy peak. 

Figure 12 (a) shows a typical directional spectrum estimated by the EMLM 
where all of the measured quantities, rj(t), C/,(0, U2(t) £/,(/) were used to estimate 
the directional spectrum. Figure 12 (b) shows the directional spectrum for the same 
sea conditions estimated from the three current velocities, U] (t), U2 (/) f/3 (0, using 
the present method without knowledge of the free surface displacement, r/(t). It can 
be seen that the two spectra compare favorably. The entrance of the experimental 
observation site faces East and the results clearly show that the waves propagate from 
the appropriate direction. 
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Figure 12 Estimated Directional Wave Spectra 

Conclusions 

Adequate knowledge of sea conditions is essential for clarifying various coastal 
engineering problems. Difficulties in measuring actual sea conditions, however, have 
resulted in a lack of critical information. Since the DWM-II can be employed to 
provide accurate information on directional waves, as well as currents and tides, with 
only one instrument, it is considered to be one of the most useful measuring systems for 
conducting research on actual sea conditions. By using techniques introduced in this 
paper, the auxiliary parameters of the DWM-II can be used to improve its performance. 
The DWM-II will contribute to increasing the reliability of long-term observations, 
especially in severe sea states, and will, therefore, lead to the enrichment of our 
knowledge of realistic sea conditions. 
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CHAPTER 51 

COMPARISON OF DIRECTIONAL WAVE DATA QUALITY 
FROM TWO DIFFERENT MONITORING SYSTEMS 

Lihwa Lin1, Sidney Schofield2, and Hsiang Wang3 

ABSTRACT 

A simple criterion was derived for evaluation and comparison of directional 
wave data quality from two underwater measuring systems - a point gage system 
consisting of a pressure transducer and a bi-axial current meter (PUV gage), and 
a slope array consisting of four pressure transducers. By using this criterion to 
the measured field data, it was demonstrated that directional wave data analyzed 
from PUV gage contain absolutely better quality than those from pressure array 
gages. Further examination of the pressure array data alone showed that the 
resolved directional wave quality was worser for long waves than short waves. 
However, the flaw of directional wave data quality from pressure array gages can 
be mended by forcing simple linear corrections on the analyzed directional data 
with a maximal tolerance to the criterion introduced in the present study. 

1. INTRODUCTION 

Directional wave data have been used widely in many coastal planning, de- 
signing, and operating projects. The data can be obtained from several sources: 
(1) measured directly in the coastal water, (2) measured at ocean and carried in 

numerically to the coastal area, (3) hindcast data, and (4) imitated data by nu- 
merical simulation. With no doubt, the measured directional data should be more 
representable to the real sea waves than the data from other sources. However, 
the usefulness of the measured directional data relies primarily on the quality 
and accuracy of the data being collected and analyzed. 

Three basic types of measuring systems have been utilized today in finding 
directional wave information. They are: (1) a point gage system which will either 
measure the temporal changes of water surface slope in two horizontal principle 
directions, e.g., a pitch/roll buoy, or those of underwater horizontal wave orbital 

1) Research Scientist, 2) Associate Engineer, 3) Professor, Dept. of Coastal and 
Oceanographic Engineering, University of Florida, Gainesville, FL 32611, USA. 
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velocity vectors, e.g., a biaxial current meter, (2) a slope array which measures 
the spacial changes of water surface elevations in several cross directions, and 
(3) casting images by remote sensing. In general, the first two systems are more 
applicable in the offshore area while the last one is useful in the nearshore area. 
In terms of the analysis, a directional wave spectrum is usually estimated based 
on a truncated Fourier series solved from the measured data. Nonetheless, this 
estimated directional spectrum presents only a limited directional information 
since a true spectrum shall include an infinite long Fourier series. 

Comparison of directional wave data collected from different measuring sys- 
tems is essential in order to know if the data quality is influenced by a particular 
instrumental system. Carrying out this comparison, however, can be difficult 
without clear criteria or standards to evaluate the data. A recent study by Cor- 
son and McKinney (1991), who compared the analyzed directional spectra from 
three different monitoring systems including a PUV gage, a slope array, and an 
ocean buoy, has addressed the difficulty of comparing the measured spectra with- 
out knowing the true spectrum. 

The present study evaluates and compares the quality of directional wave data 
analyzed from two underwater measuring systems - a point gage consisting of a 
pressure transducer and a bi-axial current meter (PUV gage), and a slope array 
consisting of four pressure transducers. Evaluating directional wave data quality 
was carried out by examining the Fourier coefficients which are used to estimat- 
ing a directional spectrum rather than a simple inspection of the spectrum itself. 

2. BACKGROUND THEORY 

A general but unique expression of directional spectrum, E(f, <^), is 

E(f, 4) = E(f)H(f, <j>),     (/ = frequency, <f> = direction) 

where E(f), the one-dimensional frequency spectrum, and H(f,<j>), a directional 
distribution function, satisfy the following conditions: 

E{f)=        E(f,<l>)d<f>;   /    H(f,4>)dt = l,    and   H(fj)>0. 
Jo Jo 

In terms of a Fourier Series, 
I     1 oo oo 

H(f, 4>) = -b + ]C a«(/)cos n(t> + XT bn(f) sin n<t>h 
n=l n=l 

/•2?r r2ir 

where        an(f)=        H(f, <f>) cos n<f>d(f>,     bn(f) = /    H(f, <f>) sin n^d<^ 
Jo Jo 

define the dimensionless, frequency-dependent Fourier coefficients. 
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It can be easily proved that |a„(/)| < 1 and \bn(f)\ < 1 by using the facts 
of |cosra<^| < 1, |sinn^| < 1, and integrating the quantities of H(f,(f>) cos n</> 

and H(f,<f>)smncf>, respectively, over the entire directional domain of \(f>\ < IT. 

However, a more rigid constraint on an(f) and bn(f) also exits as a consequence 
of that an(f) is related to bn(f) through the extant of H(f,4>). Since (cosn<j) ± 
sinn<^)2 = l±sin2n<^ < 2, or | cos n<f> ± smn<j>\ < \/2, it can be shown by first 

multiplying H(f, <j>) to both sides and then integrating over entire <j> domain that 

(i) |an(/)±6n(/)|<\/2. 

Now, for any real numbers of a and 6, there is a binomial inequality: 

-(a-b)2 <4ab<(a + b)2. 

Let a = an(f), b = 6„(/), and use the result from (i), it is further shown that 

(ii) k(/)M/)| < \ 

Combining the results in (i) and (ii), and using the fact that an(f) and bn(f) are 
resemblant in functional form, yields 

(iii) al(f) + bl(f)<l. 

3. EVALUATION OF an(f) AND bn(f) COEFFICIENTS 

The methods used in evaluating an(f) and bn(f) coefficients are different for 
the data collected by the PUV gage system and pressure array gages. Since these 
methods have been well developed and documented in the past, only the results 
from these methods are summarized here. 

3.1 Submerged PUV Gage(l pressure transducer and 1 biaxial currentmeter)Data 

Based on a standard stochastic approach, only the first 2 pairs of <xn(/) and 
bn(f) can be determined from the PUV data (Cartwright, 1963; Long, 1980): 

ai(/) = -==   fip"(/)      =,, M/)= RM 

^JRpP(f)[Ruu{f) + RvV{f)), y/RPP{f){Ruu{f) + RVv{f)}, 

„   /« Ruu(f) - Ryy(f) ,/n 2 #„„(/) 
a2v/) =    p      ,r\   i    p     /»• b2(J) •   —        • — Ruu(f) + RVV(f) ' W '        Ruu(f) + Rm(f)' 

where Rxy(f) is the measured cospectrum of the random variables of X(t) and 
Y(t). The subcripts p, u, and v are corresponding to the measurements of un- 
derwater dynamic pressure, and two orthogonal horizontal wave orbital velocity 
components, respectively. 
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3.2 Submerged Pressure Transducer Array Data 

By means of a standard stochastic approach, the cross spectrum of simultane- 
ous measurements of water surface elevation from two horizontally spaced gages 
can be expressed as (Borgman, 1969) 

[•2TT 

Ev(f) = RM + iQuif) = I    £(/> +) exp^Dj.2 cos(<£ - ^2)]d<f> 
oo 

= E(f){J0(kDv)+2^[a4f)cosnfo+bn(f)Smnpu)(i)nJn(kDl2)}, 
n=l 

where i = y/—T denotes the imaginary unit, k is the wave number, Qi,2(f) is *ne 

quadrature spectrum presenting the imaginary part of E^, D^2 is the distance 
between two gages 1 and 2, /3^2 is the angle of the vector from Gages 1 to 2, and 

1     r 
Jn(z) =    ,.s    /   exp[izcos$cosn<^d^ 

7r(»)n Jo r(»)" 

is the Bessel function of the first kind of order n. For TV gages, a total of 2(TV, 2) = 
N(N—1) equations are available for evaluation of an(f) and bn(f) coefficients. 
These equations are 

R M 

-^ = Jo(kDjm)+2Y:(-irJ2n(kDjm)[a2n(f) cos 2n^jm + b2n(f) sin 2n/3jm], 
&U) „=i 

o M 

E{fY 
2^2(-l)n-1J2n_1(kDjm)[a2n_1 cos(2n-l)^m + 62n_1 sin(2n-l)/?,m], 

where j, m = 1,2, • • • TV, j ^ m and M = N(N - l)/4. Here, M is the total num- 
ber of pairs or harmonics of an(f) and bn(f) existing in the above equations. This 
method of evaluating an(f) and bn(f) is also valid on the source data from sub- 
merged pressure measurements instead of water surface elevations by calculating 
the cross spectrum and one-dimensional frequency spectrum from the measured 
pressure data. 

In practice, it is preferable to solve an(f) and bn(f) less than M harmonics. 
This is because that solving a finite number of an(f) and bn(f) from a set of cross 
spectrum equations can be contaminated by the possible existence of directional 
wavelets higher than M harmonics. The contamination is deemed to be more 
severe to an(f) and bn(f) with higher harmonics than lower harmonics being 
solved from the cross spectrum equations. Now, to solve for a less number of 
an(f) and &„(/) than M harmonics, a least squared method can be used. This is 
the case of solving {a;} in the matrix system of [A|mx„ • {#}nxi = {j/}mxi> with 
m > n (more equations than unknowns). Utilization of a least squared method, 
which minimizes the quantity of |[A]{a;} — {y}\2, leads to the solution: 

{x} = ({AflA})-1 • ([A]T{y}), where [A]T = the transpose of [A]. 
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Table 1: Coastal wave monitoring stations (1995). 

Station Depth(m) Gage Type Operating Period 
Cape Canaveral 8.5 PUV 

P-array 
Oct.,Nov. 
Feb.-Apr. 

Palm Beach 3.5 PUV Apr.-Jun. 
Miami 6.5 PUV 

P-array 
May-Jun. 

Jan.,Feb.,Apr. 
Nov.-Dec. 

4. FIELD EXPERIMENTS 

Wave data for use in the present study were measured from a number of 
PUV gages and pressure transducer arrays deployed in three coastal stations at 
Cape Canaveral, Palm Beach, and Miami Beach, Florida, in 1995. The data were 
collected four times daily, each containing a 20-minutes of measurements with a 
sampling rate of 1 Hz. The employed PUV gage is a submerged point gage system 
consisting of a pressure transducer and a bi-axial current meter. The slope array 
consists of four pressure transducers fixed by an aluminum tripod anchored on 
the sea floor. The geometry of the slope array is an equilateral triangle with one 
pressure transducer located at the center and three others at each corner of the 
triangle. This slope array setup is known as the star array geometry using four 
pressure transducers. The distances between the center and side transducers, 
and between any two side transducers, are 2m and 3.4m, respectively (Figure 1). 
Figure 2 shows the locations of wave monitoring stations and Table 1 lists the 

water depth, type of gage, and operating period of the stations. 

5. COMPARISON OF DIRECTIONAL WAVE QUALITY 

Directional wave data quality from both PUV and slope array data mea- 
surements was evaluated by examining a„(/) and &„(/) which are used in the 
estimation of directional spectrum rather than a simple inspection of the spec- 
trum itself. The comparison of directional data quality is carried out for ai(/), 
6i(/), <J2(/), and b2(f), based on the criterion of a^(f) + &£(/) < 1 shown earlier 
in Condition (iii). Table 2 presents a summary of the result of evaluation and 
comparison of these data. It is seen that directional data obtained from a PUV 
gage have absolutely better quality than those from a slope array. The worser 
quality of the latter is caused by the aliasing of higher directional wave modes to 
a finite number of an(f) and bn(f) solved based on the slope array data. Figure 3 
shows the histograms of directional data quality, based on the data satisfying the 
criterions of a\(f) + b\(/) < 1 and a\{f) + &f (/) < 1 over the frequency domain 
of 0 < / < 0.32 Hz, for all the slope array data collected from Cape Canaveral and 
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Figure 1: The star array geometry of 4 pressure gages. 
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Figure 2: Location of field wave monitoring stations. 
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Histogram of Directional Data (P-array) Quality 
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Figure 3: Histograms of directional wave data quality versus frequency. 
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Table 2: Comparison of directional data quality based on 
al(f) + bl(f)<l,n = l,2. 

Month 
(1995) 

Percent of Data Passing Criterion 
Cape Canaveral Palm Beach Miami Beach 
P-Array PUV PUV P-Array PUV 

Jan. 58% 
Feb. 87% 52% 
Mar. 88% 
Apr. 86% 100% 83% 
May 100% 100% 
Jun. 100% 100% 
Oct. 100% 
Nov. 100% 64% 
Dec. 51 % 
Summary 87% 100% 100% 62% 100% 

Miami Beach stations. The analyzed results of slope array data show that 0.2(f) 
and b2(f) have much worser quality than a-i(f) and bx(f). The results further 
indicate that all of these coefficients, regardless of at(f), bi(f) or 0.2(f), b%(f), 
show overall worser quality for longer waves than shorter waves. Therefore, di- 
rectional wave data quality measured from slope array gages is expected to be 
worser in shallow water than in deep water. 

In fact, the quality of directional data measured from a slope array depends 
also on the total number of pressure gages employed and displacement geometry 
of the gages in the array. However, the degree of improvement of directional wave 
quality from the use of more gages in a slope array will always be affected by the 
finite number of an(f) and bn(f) solved from the data. 

Although the slope array measurements are seen to yield less satisfactory 
directional data quality, the analyzed data can be modified according to the 
criterion of a\(f)+b^(f) < 1 when the criterion is violated. A simple modification 
is proposed in the present study to multiply a common factor of 7 to both an(f) 
and bn(f) such that 

(iv) (an)' = Pan,   (bn)' = flbn,     /3 = 
J< + vJ 

where 7 has a magnitude between 0 and 1. Again, without knowing the true 
directional spectrum, it is not possible to find 7. However, it is clear that 7 
approaching to 1 indicates a narrower directional band while 7 approaching to 0 
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implies a broader directional distribution. Therefore, when Condition (iii) is vi- 
olated, the sea is likely to have a quite narrower distribution of directional waves 
and the correction factor of 7 shall have a value close to its upper limit of 1. 
A constant value of 7 = 0.99 has been adopted in the present study for modi- 
fying the less perfect directional data quality from the pressure transducer arrays. 

An example is presented here comparing the directional spectra analyzed for 
the data collected at midnight of 95/04/12 by a PUV gage from West Palm Beach 
station and a pressure transducer array system from Cape Canaveral station. At 
this particular time, waves may have reached to an equilibrated state under rel- 
atively strong winds with consistent magnitude and direction within the interval 
of ± 12 hrs (Figure 4). Figures 5 and 6 present the computed one-dimensional 

frequency spectra and Fourier coefficients of Ox(/), 6i(/), 0.2(f), b2(f) from the 
measured data. It is seen that all of these Fourier coefficients computed from 
PUV gage data satisfy Criterion (iii) whereas those from pressure transducer ar- 
ray can violate the same criterion. In order to compute the directional spectrum, 
the coefficients of at(f), bx(f), a2(f), b2(f) determined based on the pressure 
transducer array data were modified according to the equations presented in (iv) 
if they violate Condition (iii). The computation of directional spectrum is, based 
on a Maximum Entropy approach (Kim et ah, 1993), 

E(f,(j>) = E(f) • exp[— \0 —Xi coscj) — A2sin^> — A3cos2^> — A4sin2<^], 

where A,-, the Lagrange's multipliers, can be approximated by 

Ai = 2aia2 + 26ib2 - 2ai(l + a\ + b\ + a\ + b2
2), 

A2 = 2axb2 - 2bxa2 - 2bx(\ + a\ + b\ + a2
2 + bf), 

A3 = a\ - b\ - 2a2(l + a\ + b\ + a\ + b2
2), 

A4 = 2a161 - 262(1 + a\ + b\ + a\ + b2
2), 

and 

exp(—Xi cos <j> — A2 sin(j) —A3 cos 2(f> — A4 sin2<^>)d^>]. 

Figure 7 compares the directional spectra computed based on the PUV and pres- 
sure transducer array data. The computed spectra show that the associated wave 
systems are mainly moving westward against the coastal shore. The comparison 
shows that the two computed spectra are very similar in size and shape expect 
that the one measured from Cape Canaveral station has the spectral tail twisted 

more towards NW direction than the spectrum from West Palm Beach station. 
This twisting in spectral direction is due to the effect of wave refraction in shal- 
low water. The refraction effect is stronger for the spectrum measured at West 
Palm Beach station where the water depth is much shallower than Miami station. 
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Figure 4: Measured significant wave heights and surface winds. 
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Figure 5: Wave information analyzed from West Palm Beach gage data. 
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Figure 6: Wave information analyzed from Cape Canaveral gage data. 
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Directional Wave Spectrum (rrfe) 
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Figure 7: Comparison of analyzed directional wave spectra. 
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6. CONCLUSION 

The conclusion drawn from this study is summarized as follows: 

(1) Directional sea wave data need to satisfy the condition: 

a2
n(f) + bl(f)<l. 

(2) The analyzed directional wave data based on PUV measurements show abso- 
lutely better quality than those based on P-array data (100% vs 75%), according 
to the criterion presented in (iii). 

(3) The analyzed pressure gage array data show that the coefficients of a2, b2 

have much worser quality than ai, b\. Nevertheless, all of these coefficients show 
worser quality for longer waves in the range of shallow water condition. 

(4) Corrections to the slope array directional wave data from 

(an)' = /3an,   (bn)' = /3bn,    with   /? =        7       ,  7 = 0.99 
J< + bl 

have shown to yield directional spectra similar to those from PUV gage data. 
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CHAPTER 52 

THE DIGITAL SIMULATION OF NON-LINEAR RANDOM WAVES 

Kyungmo Ahn * 

Abstract 

This paper presents the method for the digital simulation of the second-order nonlinear 

random waves including strongly nonlinear shallow water waves and near breaking waves, 

which can be considered to be non-Gaussian random process. The method generates time 

series of the second order nonlinear random waves from the given energy spectrum and 

bispectrum obtained from the wave records. Numerical examples indicate that the 

procedure is basically worked well and generated time series of waves having the similar 

target spectral density function and probability distribution function. The proposed 

method has a wide range of applicability to problems involving the second-order nonlinear 

systems where outputs have strongly nonlinear and non-Gaussian characteristics. 

Introduction 

The time series simulation of nonlinear random waves has many practical applications 

in many engineering problems. For example, the simulated waves can be used for the 

analysis of the response of offshore structures excited by irregular waves (Duncan and 

Drake, 1995) and also can be used as wave-board control signals to generate nonlinear 

random waves (Klopman and Leeuwen 1990; Yasuda et al. 1994). 

For the realistic reproduction of coastal waves, it is necessary to include the effects of 

the second-order nonlinear waves associated with the sum and difference frequency 

* Assistant Professor, School of Construction and Environmental Engineering, 

Handong University, 3 Namsong-ri, Pohang, Kyungbuk, 791-940, Korea 
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components of linear waves. For weakly nonlinear waves, the second-order random wave 

theory derived from the perturbation method using potential theory can be used to derive 

formulas for the generation of second-order random waves (Sharma and Dean, 1979; 

Klopman and Leeuwen 1990). However, the method cannot be used to generate strongly 

nonlinear waves in shallow water. 

Recently, Ochi and Ahn (1994) developed a method to separate bound harmonic wave 

components from free linear wave components by applying the concept of the bicoherence 

spectrum. When various spectral components interact with one another due to 

nonlinearities, the resulting components are phase coherent with the primary components. 

Therefore, those components are not considered to be statistically independent. The 

bispectrum, which measures the statistical dependence of three spectral components whose 

sum frequency is zero, may therefore be an useful tool to investigate the nonlinearities of 

random waves especially in shallow water waves. By applying the concept of a bicoherent 

spectrum, it is possible to separate the linear free wave spectral component from the 

spectrum obtained from the measured wave profile record. Then, by using the separated 

linear spectrum and bispectrum, we can digitally simulate the strongly non-linear random 

waves which have the similar stochastic characteristic of the target waves. 

Digital Generation of Second-Order Nonlinear Random Waves. 

In this paper, a method is presented to generate time series of strongly nonlinear waves 

from the linear energy spectrum and bispectrum of surface elevation obtained from the 

wave record. For this, we first write surface profile of second-order random waves in finite 

water depth as follows: 
N 

(1) 
+ Re £ f ckc\qkle

{2^+f'),H^ei)} + ^(/.-/.'M'.-..)}! 
i=l   1=1 *• * 

where f= frequency, £=phase lag, QM- wave-wave sum interaction coefficient 

associated with fk + ft, and fkl = wave-wave difference interaction coefficient 

associated with fk-fr 

According to Ahn (1993), wave-wave interaction coefficients  Qkl  and rkl can be 
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represented as follows: 

qkl   «    -^-fi, (/,,/,) (2) 
s I s , 

r„, *  -TT-{•»(/„/* -  /,)- B. (/*./,)} (3) 

2       2 2       2 where   m = 1   for  k^l, m = 2   for   k = l, s,=c, 12,   s, = c. 12   represent the 

discrete linear spectral wave energy components at frequencies fk and f,, respectively. 

B(f,, /,) denotes the bispectrum which is formally defined as the Fourier transform of 

the second-order covariance function (Hasselmann et al., 1963). The bispectrum can also 

be expressed in terms of Fourier coefficients (Kim and Powers, 1979) as follows: 

B(fk,f,) = E[Y{fk)Y(f,) Y\fk +/)] (4) 

where y(fk ) is the complex Fourier coefficient for frequency fk and the asterisk denotes 

the complex conjugate.  B (/,, /,) represents the portion of the bispectrum which is due 
SKI 

to wave-wave interactions of sum frequency components. 

From Equations (1) through (3) we can generate the time series of nonlinear random 

waves for given linear energy spectrum and bispectrum. 

Numerical Example Problem 

To verify the method proposed, a numerical example is given.   We generated 64 

records of test waves which involve three primary linear wave components at frequencies 
j\,f2   and   f3   and  non-linear  wave  components  generated  from  interactions  of 

components at frequencies _/], f2 and f3. 

Let's consider a test waves such that 

y{t) =   Re^c^2^*' + Re£ tctc,L'f(2*t2^''+,1'l +ry{(2*l+2*!M..-.,)}] 
*=1 K=\       1=1 l * 

-   c, cos(2^/j/ + £•]) + c2 cos(27f2t + s2) 

+   cfru cos(47tfit + 2s^) + clr22 cos(4nf2t + 2s2) 

+   2cxc2ru cos((2^ + 2nf2)t + (*, + s2)) 

+2clc2qu cos((2^ -2nf2)t + (e} - e2)) (5) 
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where    f3 = fx + f2 .    The phases of each wave were independently taken from a set of 

uniformly distributed random numbers between 0 and In. Fig. 1 shows the energy 
spectrum of test waves y(t) . The wave energy in the spectrum corresponds to 

frequencies from the lowest to the highest frequency f2 - fx, fx,f2, 2/,, f3 = /, - f2, 

and 2f2 respectively. The wave energy at 2fx , 2f2 and f2 - fx is entirely due to 

self-interactions of fx and f2 and difference interactions of fx and/2 . A portion 

of the energy at f3 = fx +f2 is due to the sum interaction of waves at fx and/2 

and   the rest of the energy at f3    is due to the free linear wave component. 

The wave-wave difference interaction coefficient rke in Eq(3), can be obtained from 

the bispectrum and corresponding linear energy spectral components. In evaluating the 
interaction at the frequency fx—f2, it is assumed that the spectral energy density at 

frequencies smaller than the minimum frequency fs  is entirely due to the nonlinear 

interactions associated with the difference between various combinations of the two 
frequency component at fx and/2. Furthermore, noting that Y(fK=Y*(-fK)) for 

real y(t) , it can be shown that the bispectrum has the following symmetry relations: 

B{A,f2) = B{f2Jx) = B(fx-fx-f2) 
(6) 

= B{/l-f1 ~f2) = B(f2,-f1 -f2) = B{-fu-f2,f2) 

By the above symmetry relations and definition of fs, the difference interaction 

coefficient rke , can be obtained in the unique bifrequency space, B-Bs as shown in Fig 

2.    Fig.3 shows the real part of the bispectrum obtained for y(t) by using MATLAB, 

higher order spectral analysis toolbox. 
The analytically computed bispectral values for y(t) are also shown as follows: 

B(/i,/,) = E[Y(fx )Y(JX )Y * (2fx)] = ^ (7a) 
O 

B(/2,/2) = 4F(/2)7(/2)7*(2/2)] = £^ (7b) 

Kfuf2) = E\Y{fx)Y{f2)Y*(Jx +/2)] = £L^2. (7C) 

B(/2,yi -f2) = £\Y(f2)Y(fl -f2)Y*{fx)]=C^!^ (7d) 
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B(f} +f2, fx -f2) = E[Y(f} + f2)Y(fx -/2)P(2/)] = fe^        (7e) 

2    4 

B(2/2, fx -f2) = E\Y(2f2)Y(fx -f2)Y*(fx + /,)] = C' <•^ (7f) 

The plan view of the bispectram is drawn in Fig.4 to identify the bispectnim in the unique 

bifrequency space. As can be seen in the figure and from Eq.(7d), the difference interaction 
coefficient    ql2    is    obtained    from    B (^, _/j -/2) .        Since    bispectral    values 

^{fi + fn f\ ~/2)and B(2/2,/ ~ f2) 
m Eq.(7a,b) are order of magnitude smaller 

than B[f2,fx -f2),    we may neglect the terms in evaluating difference interaction 

coefficient. 
The energy spectral component at frequency  f3   is due to free linear wave 

component c3 cos(2^ + £3)as well as the nonlinear sum interaction of waves at    fx 

and/2.    The separation of the nonlinear energy from the total spectrum can be achieved 

approximately by applying the method proposed by Kim and Power(1979) and Ahn(1993) 

as following: 

s(fm) = sL(/m)+ Zb2(f*>f>) TO w 
fm=fk+fl 

where the bicoherence squared   spectrum is defined as 

b2(f   n = \B(JkJi)\  (9) 

\Jk,Ji)    E[\Y(kk)Y{f,f\E[\Y{fmf} 

Fig.5 shows the bicoherence squared spectrum. The computed bicoherence for the sum 
interaction is Z>2(_/j,/2) = 0.14    which implies that only 14% of the energy at /3 is due 

to the nonlinear sum interaction of the waves at /, and/2. The computed bicoherences 

for the self interactions and difference interaction are b2 (fx,fx) = 0.9969 

b2(f2,f2) = 0.9989and b2(f2,fx - f2) = 0.9980, respectively, which implies that the 

energy at 2fx,  2/2 and fx - f2 are entirely due to the nonlinear interactions. 
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Digital simulation of non-linear waves 

The time series and the histogram of y(t) in Eq.(4) are shown in Fig.6 and Fig.7, 

respectively.    In these figures, the wave profile shows a definite excess of high crests and 

shallow troughs, which is a typical feature of nonlinear waves (non-Gaussian random 

process). In the previous section, we computed the linear energy spectrum and bispectum 
of y(t) .   We now demonstrate the simulation of time series of the second-order random 

waves from the given linear energy spectrum and bispectrum. The digitally simulated 

waves should have similar stochastic characteristics such as the spectral density function 

and the probability distributions. Fig.8, shows the digitally simulated waves by the 

method proposed. Fig. 9 and Fig. 10 show the energy spectral density and the histogram of 

the simulated waves. The digitally simulated waves have good agreement with the 
target spectral density function and the probability density function of y{t) (compare 

Fig.9 and Fig. 10 with Fig.l and Fig.6). Therefore the simulated waves is proved to 

satisfy both the target spectral density and probability distribution function. The 

following table shows the statistical values of the target time series and the simulated time 

series of waves.   The agreement between them is satisfactory. 

Target time series y(i) Simulated time series 

Variance 2.48 2.83 

Skewness 1.11 1.05 

Kurtosis 4.17 3.71 

Conclusions 

A method to digitally generate the time series of second-order nonlinear random waves 

applicable to strongly nonlinear shallow water waves is developed. For the given 

bispectrum and the bicoherence spectrum, the linear spectrum is separated from the 

measured spectrum. Then, the wave-wave interaction coefficients associated with various 

pairs of sum and difference frequency components can be evaluated from the bispectrum. 

Time series of the second-order nonlinear waves are then digitally simulated using linear 

spectral components and wave-wave interaction coefficients derived from the bispectrum. 

The simulated waves have the similar spectral density function and probability distribution 
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function. A numerical example is used to verify the method developed. The simulated 

time series of waves closely reproduce the target spectral density function and probability 

distribution function. It is noted that the proposed method can be applied to wide range of 

outputs produced by the quadratic nonlinear system. The method could be applied to 

many practical engineering fields. 
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CHAPTER 53 

THE "SWAN" WAVE MODEL FOR SHALLOW WATER 

N. Booij1, L.H. Holthuijsen1 and R.C. Ris1 

ABSTRACT 
The numerical model SWAN (Simulating WAves Nearshore) for the computation 

of wave conditions in shallow water with ambient currents is briefly described. The 
model is based on a fully spectral representation of the action balance equation with 
all physical processes modelled explicitly. No a priori limitations are imposed on 
the spectral evolution. This makes the model a third-generation model. In 
Holthuijsen et al. (1993) and Ris et al. (1994) test cases for propagation, generation 
and dissipation have been shown without currents. Current effects have now been 
added and academic cases are shown here. The model is also applied in a fairly 
academic case of a shallow lake (Lake George, Australia) and in a complex, realistic 
case of an inter-tidal area with currents (Friesche Zeegat, the Netherlands). The 
results are compared with observations. A new development to formulate the model 
on a curvi-linear grid to accommodate linkage to hydro-dynamic circulation models 
is presented and a first test is shown. 

INTRODUCTION 
Over the last decade, the traditional wave ray models in coastal engineering to 

compute waves in nearshore conditions are being replaced by models that formulate 
the wave evolution in terms of a spectral energy balance on a regular grid (or the 
action balance in the presence of ambient currents). In third-generation versions of 
such models the wave spectrum is allowed to evolve free of any a priori limitations 
and all relevant physical processes are represented explicitly in a discrete spectral 
formulation. Such a wave model (the SWAN model), with the inclusion of ambient 
currents is described here. Conceptually it is an extension of deep water third- 
generation wave models but the physical processes and the numerical techniques 
involved are more complicated. The SWAN wave model has been conceived to be 
a computationally feasible third-generation spectral wave model for waves in shallow 
water (including the surf zone) with ambient currents in a consulting environment 
with return times of less than 30 min on a desk top computer. 

Delft University of Technology, Department of Civil Engineering, P.O. Box 5048, 
2600 GA Delft, Netherlands. 
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THE SWAN WAVE MODEL 
The SWAN wave model (Ris et al., 1994) is a fully discrete spectral model 

based on the action balance equation which implicitly takes into account the 
interaction between waves and currents through radiation stresses (e.g., Phillips, 
1977): 

|NW)+VIy.[ciyNW)]4KNW)]4[c,NM]=M 
ot do do o 

The first term in the left-hand side is the rate of change of action density in 
time, the second term is the rectilinear propagation of action in geographical x-,y- 
space. The third term describes the shifting of the relative frequency due to currents 
and time-varying depths with propagation velocity c„ in cr-space. The fourth term 
represents the propagation in 0-space (depth- and current-induced refraction) with 
propagation velocity ce. The term S(<x,6) at the right hand side of the action balance 
equation is the source term representing the growth by wind, the wave-wave 
interactions and the decay by bottom friction, whitecapping and depth-induced wave 
breaking. 

To reduce computer time, we remove time from the action balance equation 
(i.e., d/dt = 0). This is acceptable for most coastal conditions since the residence 
time of the waves is usually far less than the time scale of variations of the wave 
boundary conditions, the ambient current, wind or the tide. For cases in which the 
time scale of these variations becomes important, i.e., variable incoming waves at 
the boundary, or variable winds or currents, a quasi-stationary approach can be 
taken by repeating the computations for predefined time intervals. 

The formulations for the generation, the dissipation and the quadruplet wave- 
wave interactions are taken from the WAM model (WAM Cycle 3, WAMDI group, 
1988 and optionally WAM Cycle 4, Komen et al., 1994 as presently operational at 
the European Centre for Medium Range Weather Forecasting). For the present study 
the formulations from WAM Cycle 3 are used. These are supplemented with a 
spectral version of the dissipation model for depth-induced breaking of Battjes and 
Janssen (1978) (with the maximum wave height to depth ratio from Nelson, 1987) 
and a recently formulated discrete interaction approximation for the triad wave-wave 
interactions (Eldeberky and Battjes, 1995). 

Fully implicit numerical schemes are used in the SWAN model for propagation 
in both geographic space and spectral space (an iterative, forward-marching, four- 
sweep technique, Ris et al., 1994). This scheme is unconditionally stable in contrast 
with the explicit schemes of conventional spectral wave models which are only 
conditionally stable and which require therefore very small time steps in shallow 
water (typically 10 s for 100 m resolution in water depth of 10 m where in the 
SWAN model the time increment may be as large as 15 min). The formulation is 
basically in terms of finite differences on a regular, rectangular grid. This is 
inconvenient in regions with highly variable scales such as tidal inlets, tidal flats and 
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estuaries. Nesting of grids with decreasing resolution is the conventional approach 
in such cases but it requires extra computations. A variable resolution grid would 
avoid such extra computations, in particular if the grid would conform to the 
topography of the region. It would also accommodate the linkage with hydro- 
dynamic circulation models which are often formulated on such grids. Such a curvi- 
linear approach is implemented in the SWAN model by considering in the numerical 
scheme of each spatial grid point, two separate, non-equidistant finite up-wind 
differences in each of two orthogonal directions. For the x -direction this is for grid 
point i ,j (the grid points are ordered in x , y-space): 

8CxN 
dx 

lcxN]tJ -KAn,.,,y 

AXl 

KAn„,.-KiV],,,., 

A*2 

where    Ax, = Ax, - (A y, / Ay2) Ax2,    AX2 = Ax2-(Ay2/Ayl)Axl.    The 
increments are  Axl=xiJ-xi_1 Jt   Ax2=xt j-xiJ_l,  Ay, =yu -yt.i j and 
Ay2=yi.j-yi.j-i- 

PROPAGATION TESTS 
In Holthuijsen et al. (1993) the excellent agreement for academic cases is shown 

between computed wave propagation and analytical solutions and wave ray solutions 
of the linear wave theory without ambient currents. A similar good agreement with 
ambient currents added is shown here. For this, consider current-induced refraction 
in deep water, of monochromatic, long-crested waves with a (significant) wave 
height of 1 m and a (peak) frequency of 0.1 Hz. In the SWAN computation these 
waves are simulated with a Gaussian-shaped frequency spectrum with 0.01 Hz 
standard deviation and a cos500 (6) -directional distribution. Consider first these 
waves propagating from a uniform up-wave boundary over a distance of 4000 m in 
a following or opposing current of which the speed increases from 0 m/s to 2 m/s 
in the down-wave direction (current direction 0° or 180° direction relative to the 
mean wave direction). Only whitecapping is activated in the computations (although 
its effect is marginal). The computational results in terms of (significant) wave 
height for this current-induced shoaling test are shown in Fig. 1. The agreement for 
these cases with linear theory is excellent as the computational errors are less than 
0.5% for the significant wave height and less than 0.1° for the mean wave direction 
(both differences hardly noticeable in Fig. 1). Consider next the same waves 
slanting across a 4000 m wide current field of which the current speed increases 
from 0 m/s to 2 m/s across the width and the current direction is constant and 
parallel to the straight current field boundaries. The wave direction is either +30° 
or -30° relative to the current direction. The results for the significant wave height 
and the wave direction are also shown in Fig. 1. The agreement for these cases with 
linear theory is as good as in the current-induced shoaling test. 

The propagation with the curvi-linear formulation is tested here by comparing 
the computational results on a rectangular grid with those on a curvi-linear grid near 
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Fig. 1 Current-induced shoaling and refraction for monochromatic, long-crested 
waves for travelling against an opposing current (line a), a following current 
(line b) and a slanting current with incident wave direction 0O=3O° (line c) 
and 9o=-30° (line d). Left panel: significant wave height Hs (m). Right 
panel: mean wave direction 8 (°), ( ) analytical solutions and (+ • •) 
results from the SWAN model. 
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Fig. 2 The propagation of a short-crested wave field around a barrier island; 
significant wave height with contour line interval of 0.1 m and mean wave 
direction. The depth increases from the shore line over a distance of 4500 
m to a constant water depth of 10 m. Left panel: computational results on 
a rectangular grid. Right panel: computational results on a curvi-linear grid 
(grid points at start of each vector). 
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a hypothetical barrier island (Fig. 2). All source terms are de-activated in these 
computations. The incoming waves are characterized with a JONSWAP spectrum 
with a cos4 (0)-directional distribution. The significant wave height and the mean 
wave period are 2.0 m and 6.0 s, respectively. The results of the computation on 
the curvi-linear grid agrees well with the results on the rectangular grid (Fig. 2). 

WIND-WAVE GENERATION IN SHALLOW WATER 
The observations of Young and Verhagen (1996) in the shallow Lake George 

(Australia) provide an excellent opportunity to test the generation of waves in the 
SWAN model in shallow water. These observations were carried out at eight wave 
stations in the lake, the bathymetry of which is fairly flat with an average depth of 
2m (Fig. 3). 

Fig. 3 Bathymetry of Lake George and 
the locations of the eight wave stations. 
Isolines represent depth contours 
(interval 0.5 m). 

One case with a relatively high wind 
speed of C/10= 15.2 m/s (at station 6 on 
02-11-1992 at 16:00 local time) from 
northerly directions is chosen to 
demonstrate the performance of the 
SWAN model. From wind measure- 
ments at other stations it was found that 
the wind speed varied slightly along the 
north-south axis of the lake. This 
variation is calculated with the simple 
expression of Tayler and Lee (1984) 
proposed for these cases by Young and 
Verhagen (1996). As the up-wave coast 
line was not very well defined in this 
case (due to a very gentle bottom slope) 
the up-wind boundary condition was 
taken to be the observed wave spectrum 
at station 1. Fig. 4 shows the good 
agreement between the observed 

significant wave height and peak frequency (I.R. Young and L. A. Verhagen, private 
communication, 1996) and the computational results. The inclusion of depth-induced 
wave breaking in modelling such conditions is unusual. Its effect is determined here 
by repeating the computation with this process de-activated in the model. The effect 
is significant only at the down-wind end of the lake (Fig. 4) and only for these high 
wind speeds (computations with wind speeds less than 10 m/s do not show this 
effect). 
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Fig. 4 Model results and observations of the significant wave height (left panel) and 
peak frequency (right panel) at the observation stations in Lake George for 
UW=15.2 m/s. (+) measurements, (o) SWAN results, (v) SWAN results 
with depth-induced wave breaking de-activated. 

APPLICATION 
The performance of the SWAN model is shown here for a field case with wind 

and complex bottom and current patterns and 95 % reduction in wave energy. It is 
a case in the Friesche Zeegat (the Netherlands) where a system of narrow channels 
(10 km length scale) runs from the North Sea into an area of tidal flats (the Wadden 
Sea, Fig. 5, the two main channels are about 10 m and 14 m deep). The waves were 
measured with one WAVEC pitch-and-roll buoy (station 1) at the deep water 
boundary of the area and five Waverider buoys (stations 2 to 6) located along the 
two channels (see Fig. 5). The observations that have been selected from the 
extensive data set for this verification are a flood current case which occurred on 
09-10-1992 at 05:00 UTC (J.G. de Ronde and J.H. Andorka Gal, private 
communication, 1996). The reasons for this selection are that (a) at this time 
relatively high waves were observed (significant wave height about 2.5 m) which 
were generated by a storm in the northern North Sea, (b) during the period of 
observation the wind speed and direction were nearly constant, (c) the frequency 
spectrum was uni-modal and (d) tidal currents and water levels were measured. The 
wind velocity of l/10=11.5 m/s and direction of 320° are assumed to be uniform 
over the Friesche Zeegat area. The corresponding currents and water levels in the 
area were computed with a shallow water circulation model, resulting in a maximum 
current speed of about 1 m/s. 

The spectrum at the up-wave boundary in deep water for the computations is 
taken equal to the frequency spectrum observed by the WAVEC buoy at station 1. 
It is taken uniform along a straight line through the location of the WAVEC buoy 
and roughly parallel with the 20 m depth contour. The observed significant wave 
height is Hs — 2.24 m and the mean wave period is TmOI = 5.6 s. The observed 
overall mean wave direction is 328° (nautical convention) and the overall directional 
width of the waves is 31°. The directional distribution is correspondingly 



674 COASTAL ENGINEERING 1996 

Fig. 5  The bathymetry of the Friesche Zeegat with the locations of the six stations. The 
isolines represent depth contours (interval 2 m). All water depths are in m. 

Fig. 6 Computed wave height pattern and mean wave direction (denoted with vectors) for 
a flood current case in the Friesche Zeegat. The isolines represent wave height 
contours (interval 0.2 m). 
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Fig. 7 Computed and observed significant wave height (left panel) and mean wave 
period (right panel) at the observation stations for the flood current case in 
the Friesche Zeegat: (+) observations, (o) SWAN results, (v) SWAN 
results without currents. 

approximated with a cos21(0)-directional distribution at all frequencies. The 
computed pattern of the significant wave height is shown in Fig. 6. This pattern is 
consistent with the pattern of the observations: the wave height gradually decreases 
between the deep water boundary and the entrance of the tidal inlet. Due to depth 
effects, more wave energy penetrates into the deeper eastern entrance than into the 
shallower western entrance of the tidal inlet (roughly 20 % lower wave height near 
station 4 than in the other entrance). As the waves penetrate through the tidal gap 
into the inlet they refract laterally to the shallower parts of the tidal inlet. They 
completely reverse direction behind the two barrier islands. The mean wave period 
(not shown here) follows roughly the same pattern. The effect of currents is shown 
with results of computations without currents (Fig. 7). This effect is evident but 
generally not very important in this case. 

The calculated significant wave heights and mean wave periods at the six 
observation stations are given in Fig. 7. The agreement with the observations is 
fairly reasonably although the model tends to underestimate the mean wave period. 

CONCLUSIONS 
The SWAN wave model, which has been conceived as a computationally feasible 

third-generation spectral wave model for waves in shallow water (including the surf 
zone) with ambient currents for engineering consultancy has been implemented. It 
accounts for all relevant processes of propagation, generation, dissipation and 
nonlinear wave-wave interactions (except diffraction but including depth-induced 
wave breaking, triad wave-wave interactions and the effects of currents). Tests so 
far in academic conditions and in realistic field conditions show good agreement 
between computational results and observations although the present version of the 
model tends to slightly underestimate the mean wave period. 
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The present computation time is 6xl0"5 s per grid point in x- ,y- , a- , 8- space 
per iteration on a HP 9000/735 work station (without currents; three times more 
than this when currents are included). A typical engineering application (without 
currents) of 100 x 100 geographic (water covered) grid points, 24 frequencies and 
36 directions with 3 to 5 iterations will therefore take typically between 30 and 45 
min computation time. With the expected performance of desk-top computers 
presently entering the market this will reduce to less than 15-30 min within the 
next few years. The operational goal has therefore been achieved. Future versions 
of the SWAN model (presently under development) will be non-stationary, 
formulated on a curvi-linear grid, and optionally formulated in spherical coordinates 
with a higher-accuracy propagation scheme and possibly include the effects of 
diffraction and reflections. 
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CHAPTER 54 

Generation Depths from Water Wave Data 

J. Ernest Breeding, Jr.1 

Abstract 

It is shown that by determining wave group back tracks for recorded data it is 
possible to determine whether the waves were generated in deep, intermediate, or 
shallow water depths. The general movement of a storm can be tracked if a storm 
moves through water of intermediate depths. For the examples shown reasonable 
results were obtained by approximating the geometric group velocity by the 
conventional group velocity. 

Introduction 

When water waves are generated the depth of the water where the waves 
begin becomes a characteristic trait of the waves. Through the use of simple 
refraction concepts it is possible to determine from recorded data whether the waves 
originated in deep, intermediate, or shallow water depths. If the waves were 
generated in intermediate water depths the actual water depths can be determined. 

It is assumed that initially the wave groups and the individual waves within 
the groups have the same direction where the waves are generated. In shoaling water, 
refraction causes the groups and the individual waves to have different directions 
because of their differing velocities. This difference is used to determine the water 
depths where the waves are generated, i.e., the generation depths. The method is 
based on determining back tracks from the measurement site to the source of wave 
generation. 

Breeding (1978, 1986) found that the paths of wave groups are determined 

'Research Physicist, Code 7183, Naval Research Laboratory, Stennis Space Center, 
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according to SnelPs law with the geometric group velocity. The geometric group 
speed G is defined 

G = C/cos0 (1) 
U = do)/dk (2) 
<p = 6-y (3) 

where U is the conventional group speed, CO is the angular frequency, k is the wave 
number, 8 is the wave group direction, and y is the direction that the individual 
waves move within the group. The direction y is given by SnelPs law with phase 
velocity. 

This concept can be used to explain a number of physical processes in coastal 
waters that cannot be explained on the basis of a single refraction law. For example, 
when both refraction laws are used together it is possible to show (Breeding, 1981b) 
that the widely occurring sinuous shoreline is part of an equilibrium beach form. 

The primary objective in this paper is to determine the generation depths of 
recorded waves. A second objective is to demonstrate that under certain conditions 
good results can be obtained if the conventional group velocity is used as an 
approximation to the geometric group velocity. This approach can be highly 
desirable for many practical applications since it greatly simplifies the ray equations 
and the complexity of the computer program for ray tracing. 

Wave Group Directions and Trajectories from Wave Data 

The directions obtained in a directional-power spectral analysis of wave 
measurements are those of the individual waves. It is necessary to compute the 
corresponding wave group directions. If the water depth contours are parallel the 
wave group directions can be determined through the use of Snell's laws. For the 
wave group Snell's law can be stated 

(sinem)/Gm=(.smOg)/Gg (4) 

where the subscript m denotes the measurement site and the subscript g refers to 
the place of wave generation. Snell's law for the individual waves is given by 

(&mym)/vm=(sinyg)/vg (5) 
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where v = co/k is the phase speed. It is assumed that 0g -Yg- When (4) and (5) 

are combined it is found that 

tan 0m = (Jsin 2ym )/[2(l - Jsin2 ym)] (6) 
J = {vg/

U
g)(

Um/^m) (7) 

The ratio of Um/vm is determined by the water depth at the measurement site for a 

given wave period. So 6m is a function of ym and the ratio of Ug/vg. For a given 

wave period the latter ratio depends on the water depth of wave generation. If this 
depth is known the wave group directions are readily determined. If the water depth 
where the waves are generated is not known, then this depth and the wave group 
directions can be determined together by trial and error for a range of wave periods. 

The best way to illustrate how the method works is to consider some 
simulated examples. It will be assumed that water waves have been generated at a 
distant location where the water depth is 200 m. The directions of the individual 
waves are presumed to have been determined with high accuracy for a range of wave 
periods from data obtained at a water depth of 15 m near shore. The water depth 
contours are parallel. Now assume that the water depth where the waves were 
generated is unknown. The objective is to work backwards using the measured 
individual wave directions to determine the corresponding wave group directions and 
the water depth of wave generation. Equations (6) and (7) are used to calculate wave 
group directions at the measurement site for a range of wave periods and for trial 
values of water depths of wave generation. Back tracks produced from the 
measurement site will determine which trial value of water depth of wave generation 
is consistent with the wave source. In Figure la wave group back tracks are shown 
for wave periods of 7.7, 8.3, 9.1, 10.0. 11.1, 12.5, and 13.3 s for an assumed depth of 
wave generation of 50 m. Since the rays are seen to diverge and not go back together 
to a common source the trial value of generation depth must be incorrect. In Figure 
lb the wave group directions at the measurement site were determined on the 
assumption that the waves were generated in water of 100 m depth. Although the 
results are better than in the previous example, they are not entirely consistent. The 
correct answer is obtained in Figure lc where the assumed depth of wave generation 
is 200 m. The wave group back tracks are seen to go back together to a common 
source and to be parallel at the 200 m water depth. The wave group directions 
determined for this example using (6) and (7) also have to be correct. 

Determination of Water Depths of Wave Generation from Field Data 

Two field data sets will be used to further illustrate the theory and 
methodology for determining water depths of wave generation and wave group 
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Period 
Ray (sec) 

1 7.7 
2 8.3 
3 9.1 
4 10.0 
5 11.1 
6 12.5 
7 14.3 

Observation Water 
Depth = 15 m 

Water Depth of Wave 
Generation = 200 m 

Figure 1. Wave group back tracks for assumed water depths of wave generation 
of (a) 50 m, (b) 100 m, and (c) 200 m. Soundings in meters. 
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trajectories. In both cases the waves were measured (Bennett, et al, 1964; Breeding, 
1972) with an array of up to six pressure sensors on the sea floor in 31.7 m of water 
17.7 km from shore near Panama City, Florida. In the array a pressure sensor was 
located at each corner of a pentagon of side 35.8 m, and these sensors were located 
30.5 m from a sensor at the center of the array. Directional power spectra with 60 
degrees of freedom were computed for time series records about 30 minutes in length 
by Bennett (1972) based on the method of Munk, et al (1963). 

The water depth contours for the region of interest are shown in Figure 5. 
Over much of the region the water depth contours are approximately parallel. 
Accordingly, in determining wave group back tracks two approximations are made in 
the calculations. Firstly, the wave group directions at the measurement site are 
determined on the assumption that the water depth contours are parallel. And 
secondly, the conventional group velocity is used as an approximation to the 
geometric group velocity. The latter approximation can be made since Breeding 
(1981a) has shown for parallel water depth contours that G does not differ from U 
by more than 14%. The difference is usually much less. When G is replaced by U 
and the SnelPs law equations are combined it is found that 

sin0m = /sinym (8) 

This equation is used as an approximation to (6). 

The wave group back tracks for the field data examples are determined using a 
ray curvature expression for nonparallel water depth contours based on the 
conventional group velocity U. Details are given in Breeding (1972). The 
approximations noted above greatly simplify the analysis. 

Summer Storm 

In the first example, waves measured on June 1, 1965 are considered. The 
directional power spectra computed from the waves are presented in Figure 2. This 
"3-D" representation is due to Bennett (1968). The bottom of each arrow gives both 
the frequency and bearing of the waves. Note that the frequency increases in the 
form of concentric circles moving outward from the center. The direction north (N) 
represents magnetic north. To obtain true north one adds 3 degrees. The tip of each 
arrow indicates the log power density of the waves at the depth of measurement. In 
this example the waves have small amplitudes. 

In Figure 2 it can be seen that the directional power spectra near 0.1 Hz 
varies in a smooth fashion indicating that the waves are due to a common source. 
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June 1,  1965 
Time:  1654-1726  UT 
Stage I 

3 Hz 

Figure 2. Directional power spectral for summer storm. 

June 1,  1965 
Time: 1654-1726  UT 

Period 
Ray (sep) 

1 6.7 
2 7.1 
3 7.5 
4 8.0 
5 8.6 
6 9.2 
7 10.0 
8 10.9 
9 12.0 

10 13.3 
11 15.0 
12 17.1 
13 20.0 

SOUNDINGS IN METERS 

Figure 3. Wave group back tracks for summer storm. 
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The wave periods which are too short to be affected by refraction indicate the waves 
come from near south. Back tracks were produced for wave groups assuming that 
the waves had a deep water source and using (8) to determine the wave group 
directions at the measurement site. The resulting back tracks, which are shown in 
Figure 3, are generally consistent with a common source in the Caribbean Sea. All 
but two of the group rays go back through the Yucatan Channel, and only one misses 
badly. 

Hurricane Betsy 

In the second example, an investigation is made of waves measured in 
September 1965 due to Hurricane Betsy. The storm crossed the tip of South Florida 
and entered the Gulf of Mexico at about 1500 UT (Greenwich mean time) on 
September 8. After making a curved path the hurricane entered land at the 
Mississippi Delta near New Orleans, Louisiana at about 0400 UT on September 10. 
Over much of the storm path water waves were generated in intermediate water 
depths. 

Figure 4 is an example of the directional power spectra (Bennett, 1972) for 
September 9 for the time period 1359 - 1430 UT. This is an example of a very 
energetic source. 

The wave group back tracks and water depths of wave generation have to be 
determined by trial and error for each wave period. The general procedure is as 
follows. A water depth of wave generation is assumed as a trial value, the initial 
direction of the back track is calculated, and the ray traced. If the ray does not take a 
path which crosses water of the depth assumed the depth assumption must be 
rejected. If the location of the storm is known from meteorological records the range 
of possible depths is readily restricted. Once a few depths have been tried it is 
usually easy to decide which values to try next. Further, the answer found for one 
wave period must be consistent with the results found for other wave periods. After 
ray trajectories are drawn for the various wave periods a final check is made by 
comparing travel times computed along the paths to the region of wave generation. 
The computed travel times should agree with the known movement of the storm. 

Equation (8) was used to determine the wave group directions at the 
measurement site. The corresponding back tracks and the water depths of wave 
generation are shown in Figure 5. The rays emanate from the measurement site, and 
they are continued until they reach either shore or a boundary of the water depth 
grid. Tick marks have been placed on the rays at five hour intervals of travel time. 
The course of Hurricane Betsy is indicated along the bottom of the illustration. The 
back tracks appear reasonable when viewed with respect to the hurricane path. 
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Hurricane   Betsy 
September 9,  1965 
Time:     1359-1430 UT 
Stage I 

Figure 4. Directional power spectra for Hurricane Betsy. 

TIME BETWEEN TICK MARKS 
IS 5 HOURS Septi 

HURRICANE BETSY 
SEPTEMBER 9, 1965 
TIME: 1359-1430 UT 
STAGE I 

GENERATION 
RAY PERIOD DEPTH 

(SEC) (M) 

1 8.0 43 
2 8.6 41 
3 9.2 44 
4 10.0 49 
S 10.9 55 
6 12.0 61 
7 13.3 78 

:a 8 15.0 84 
*«a 9 17.1 82 

10 20.0 88 

&ept8 
1000 

Sept 8 

Figure 5. Wave group back tracks for Hurricane Betsy. 
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Consider, for example, ray number five which has a wave period of 10.9 s. Back 
tracking along this ray for fifteen hours gives water depths near the determined 
generation depth of 55 m. Timewise this corresponds to September 8 at 2300 UT. 
This time and location compare favorably with the record of the storm and its 
counterclockwise wind pattern. 

It can be observed that portions of the wave group trajectories in Figure 5 are 
nearly parallel with the water depth contours. Although this would not be possible 
for monochromatic trajectories, it is not unusual for wave group trajectories. For 
wave group trajectories Breeding (1981a, 1986) has shown that the ray curvature 
goes to zero for rays parallel as well as perpendicular to the water depth contours. 

Water depths of wave generation and wave group back tracks were also 
determined for the time periods 0800 - 0829 and 1816 - 1847 UT on September 9. 
The water depths of wave generation for the three wave measurement periods are 
presented in Table 1. For the first measurement period the waves were generated 
close to the Florida coast and were in the initial stages of development. For the 
second and third measurement periods the waves had become quite large. Note that 
for a given measurement time the water depths of wave generation generally increase 
with wave period. This result is what one would expect for dispersed gravity water 
waves due to a storm moving toward deeper water, as was the case. Observe further 
that for a given wave period the generation depths generally increase with the 
measurement recording time. This is clearly in agreement with the meteorological 
record. 

Table 1. Water Depths of Wave Generation, 9 September 1965 

Period (sec) "'"fimeTfi; Generation Depths in m 

0800 -0829 1359-1430 1816 - 1847 
8.0 44 43 depth > 50 
8.6 44 41 depth > 58 
9.2 46 44 depth > 66 

10.0 47 49 67 
10.9 47 55 72 
12.0 47 61 82 
13.3 50 78 93 
15.0 50 84 88 
17.4 48 82 85 
20.0 ... 88 111 
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Monochromatic Trajectories 

Monochromatic back tracks are presented in Figure 6 for comparison with 
the wave group back tracks shown in Figure 3 for the summer storm. The same 
individual wave directions were used to produce both results. The monochromatic 
rays were determined using the numerical method for nonparallel water depth 
contours developed by Wilson (1965). These back tracks are not at all consistent 
with a common wave source. 

In Figure 7 monochromatic back tracks are shown for the same individual 
wave directions used to determine the wave group back tracks presented in Figure 5 
for Hurricane Betsy. The Wilson (1965) program was used to determine the rays. It 
is seen that the monochromatic rays are in poor agreement with the path of the 
storm. 

Conclusions 

If the directions of the individual waves of a group are determined from wave 
data as a function of wave period, and if some simple refraction concepts are used for 
parallel water depth contours, it is possible to determine: (1) the wave group 
directions at the measurement site, (2) the wave group back tracks to their sources, 
and (3) the depths of water where the waves were generated. A wave example was 
presented where the apparent source of the waves was in deep water. Waves due to 
Hurricane Betsy (September 1965) were analyzed, and by determining the wave 
group back tracks and the corresponding water depths of wave generation, it was 
possible to track the general movement of the storm as it passed through 
intermediate water depths. For the cases considered reasonable results were obtained 
using the conventional group velocity as an approximation to the geometric group 
velocity. Finally, monochromatic wave back tracks are not consistent with the wave 
sources for the examples considered. 
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SOUNDINGS IN METERS 

June 1,   1965 
Time: 1654-1726  UT 

Period 
Ray (sep) 

1 6.7 
2 7.1 
3 7.5 
4 8.0 
5 8.6 
6 9.2 
7 10.0 
8 10.9 
9 12.0 

10 13.3 
11 15.0 
12 17.1 
13 20.0 

Figure 6. Monochromatic back tracks for summer storm. 

18.3 m 

36.6 
91.4 
182.9 
1828.8 

HURRICANE  BETSY 
SEPTEMBER 9, 1965 
TIME: 1359 -1430 UT 

RAY PERIOD 
(SECl 

1 8.0 
2 8.6 
3 9.2 
4 10.0 
5 10.9 
6 12.0 
7 13.3 
S 15.0 
9 17.1 
10 20.0 

Figure 7. Monochromatic back tracks for Hurricane Betsy. 
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CHAPTER 55 

WAVE CLIMATE ASSESSMENT IN THE SOUTH AEGEAN SHELF 

Spiros Christopoulos >, Christos Solomonidis2 

Abstract 

Wave climate parameters are estimated in a coastal area in the South 
Aegean Sea with the use of wave hindcast, wave transformation and spectral 
transformation models. The relative performance of these models is judged 
with the aid of a field measurements campaign. It is shown that most models 
can give the correct prediction in the intermediate depth waters, whereas 
only models taking into account nonlinear phenomena can match the 
measurements in the very shallow water area. 

Intoduction 

The correct estimation of the wave climate parameters such as wave 
height and period both in deep waters and in the coastal zone, is of 
paramount importance for the design of offshore and coastal works, safe 
navigation and the operation of marine systems such as fisheries. 

For the determination of the wave conditions in deep and 
intermediate depth waters, a series of hindcast models have been developed 
and validated by many researchers. Second generation hindcast models are 
already used by various meteorological centres, as is the UK Met. Office, for 
daily prediction of the wave conditions, usually updated every 6 hours. Even 
third generation hindcast models, like the WAM, are used for hindcasts in 
European waters. The use of third generation models for operational 
purposes has been explored extensively (Komen et al., 1994). 

Numerical models for wave transformation in the nearshore area have 
been used for many years for research and for coastal engineering design 
purposes as well. A large number of monochromatic wave models, based 
either on Berkoff s Mild Slope Equation (Berkhoff, 1976) or on geometrical 
physics (ray tracing) are widely used in applications. Spectral models based 

1) Dr. Eng., Aristotle University of Thessaloniki, Department of Civil Engineering, 
Division of Hydraulics & Environmental Engineering, 540 06 Thessaloniki, Greece. 

2) Dr. Eng., Marine Technology Development Company S.A., 2nd Merarchias 16, 185 
35    Piraeus, Greece. 
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on the energy balance equation are also used, whereas spectral models, 
which solve Boussineq type equations, including non-linear energy 
dissipation processes (Madsen et al., 1991) are gaining popularity recently. 
Research is under way for the refinement of these models in order to include 
the non-linear interaction of spectral ordinates (Komen et al., 1994). 

Despite the variety of numerical wave models, not much work has 
been done for their calibration with simultaneous wave measurements, and 
even less in the direction of assimilating the measurements in the models 
themselves. The recent abundance of satellite imagery is facilitating though 
this task. 

In the work which is presented in this paper, the wave climate in an 
area of the South Aegean Sea (North Coast of Crete), is assessed with the 
aid of wave hindcast and numerical wave transformation models as well as 
semi- analytical (spectral transformation) methods, in conjuction with in situ 
wave measurements. 

Wave Measurements 

550 

500 

450 

400 

(Gridspacing 
J _1_ 

350 

A field campaign of wave measurements was conducted in the context 
of MAST2-WAVEMODrproject at a site near Rethymno, in the North coast 

o_.,i 1 ^ Q.^   Qreece_   T^e  field 

\J campaign was conducted by the 
French Insitute IFREMER, 
subcontructing to METEOMER, 
with the collaboration of 
MARTEDEC and the Institute of 
Marine Biology of Crete. Two 
directional and one non- 
directional wave riders (all by 
Datawell) were used for the wave 
measurements, deployed along the 
predominant direction of wave 
attack, at three locations of 
different depths (100m and 10m 
for the directional waveriders, 20m 
for the non-directional). The 
campaign lasted for a period of 10 
months, in particular from the 1st 
of February to the 28th Novenber 
1994. Next to each waverider, a 
current meter was deployed; two 
AANDERA RCM 7 were used at 
the 100 and 20 m locations, and a 
S4DW current and wave 
measuring instrument, by 
InterOcean, was used at the 10 m 
location (Solomonidis 1995, 
Paillard 1995). 
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Figure Rethymno Bay bathymetric 

grid and locations of the 
wave riders 
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At the same time, a fully equiped land based station was installed in a 
public building and overlooking the area of the experiment. The raw data 
(timeseries of heave and N-S & E-W translation), as well as spectral data 
processed on board the wave riders, were continuously transmitted via VHF 
to the land based station. The sampling rate for the directional buoys was 
1.28 Hz, recording for 20 min every 30 min, and 2.56 Hz for the non- 
directional buoy, recording for 20 min every 20 min. The bathymetry of the 
area as well as the locations of the instruments is shown in Figure 1. 

Intense climatic incidences were recorded during February (11-13), 
March (5-6, 10-14), October (10-16) and November (15-16, 20-24), with 
significant wave heights Hs from 3 - 6 m, peak periods Tp from 9 to 10 sec 
and predominant directions North to North West. In Figure 2 the significant 
wave heights Hs recorded at the location of the offshore buoy are shown. 

600_Hs.i100m Buoy)__        .._ 

~T~ 
30    60    90    120    150    180   210   240   270   300   330 

DAY (1994) 

Figure 2.        Time history of Hs from the 100m wave rider. 

Wave Hindcast Model 

The wave climate in the broader area is assessed with the aid of a 
second generation wave model (Christopoulos & Koutitas, 1991). The model 
AUT simulates the wave energy balance equation, which for deep water is 
written as 

—- + c cosG— + c sin9—- = St„ + S„, + Sds (1) 
at an cy 

where F(f,6;x,y;t) is the spectral energy density of the wave component (f,8) 
at location (x,y) and time t, cg the group velocity, Sm the wind input, Sni the 
nonlinear wave energy transfer and Sds the wave dissipation due to white 
capping. 

The equation is solved using the fractional step method, where for 
the advection a first order upwind scheme is adopted. For the wind input the 
Bight of Abaco result is used, while the wave dissipation is represented by 
means of Komen's et al. (1984) explicit formula. The nonlinear energy 
transfer between the various wave components is estimated implicitly 
through the redistribution of the wave energy, after the above steps, 
according to a Jonswap spectrum having the same wave energy. 

The model is implemented in the whole area of Aegean Sea with grid 
resolution of 1/6 of a degree. For the wind data, the ECMWF data from 
analysis results are used. The model output is compared with the results from 
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the deep buoy for the storm of March 1994 (Figure 3). As it can be seen, 
there is a good agreement for the characteristic wave parameters of the 
significant wave height and the mean wave period. 
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Figure 3.        AUT model results for 3-17 March 1994 

Numerical Wave Transformation Models 

The offshore wave climate is specified either from the deep water 
wave hindcast model results or from the offshore wave buoy data. From the 
offshore location the deep water waves propagating to the coastal zone, are 
transformed to the shallow water waves through various physical processes 
like refraction, shoaling, diffraction, wave breaking, bottom friction and 
nonlinear energy transfer. For the simulation of these transformation 
processes three different numerical models are used, a shallow spectral 
model, an elliptic mild slope model and a Boussinesq wave model. The 
spectral model is a version of the AUT hindcast wave model, while the other 
two are belonging to DHI's suite of programs MIKE 21, namely MIKE 21 
EMS (Elliptic Mild Slope) and MIKE 21 BW (Boussinesq). 

The results of the models in the vicinity of the two inner buoys 
locations are compared with the corresponding measurements of the buoys. 
A short description of the numerical wave transformation models, as well as 
the way in which they are used in the present work, will be given in the 
following paragraphs. 

Shallow Special Model 

The shallow spectral model SAUT is a modified version of the AUT 
deep water wave model. The governing equation is 

• V8)F}/de = Sbf+Sds (2) cF dF cF — + c„ cosO— + c„ sinO— + 8{(c„ 
a      s dx.      8 6y s 

where the refraction term is added on the left-hand side of the equation, 
while the processes of the bottom friction and wave dissipation are taken 
into account on the right-hand side. 
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The refraction  term  is  based  on  Snell's  law  and  after some 
manipulations is solved through 

c .V0=-—  sinO cos0 g k\dx By 

-k2sech2kH 
(3) 

v, tanhkH+kHsech2 kHj 

where k is the wave number and H the water depth. For the full refraction 
term the upstream difference in 9 is expressed in flux form with the upstream 
direction determined by the sign of Cg-V8. The resulting difference for a 
single component may be written (Golding, 1983) 

={ mm\ 
•V0" 

0+A9 

max\  s       \-F 
-10~A9 

•[(^m)|W 
The bottom friction is calculated using the Collins formula, while the 

calculated wave heights are checked using the following wave breaking 
criterio (Battjes & Jannsen, 1978) 

Hm = 0.88k'1 tanh(078kH / 0.88) (5) 
The model is implemented on the area of Rethymno Bay with space 

step of 200m and time step of 15 sec. Results for the episode of March 1994 - 
date 03052300 (MMDDhhmm) are shown in Figure 4. 

Level hs 

5 2.5 

4 2 

3 1.5 

2 1 

1 0.5 

5 10 15        20        25        30 
Figure 4.        SAUT simulation, input Hs=2.98m, Tz=6.3sec, 9= 185° 

Elliptic Mild Slope Model 

This program simulates the propagation of monochromatic waves 
over a gently sloping bathymetry. It basically solves numerically the Elliptic 
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Mild Slope equations (Berkhoff, 1976) which take into account the 
combined effects of shoaling, refraction, diffraction and back-scattering. The 
equations have been generalised in order to include the internal generation 
of waves, absorption by sponge layers, partial reflection by breakwaters or 
other structures, and energy dissipation due to bed friction and wave 
breaking. 

The basic set of equations which are numerically solved in this model 
(MIKE 21 EMS manual) are the following: 

dt dc     dy 

a    3     8 & Aj — + AsP + c2 — = 0 (6) 

where S, P and Q are complex variables of x, y, t expressing surface elevation 
and flux densities (in x and y directions) respectively, SS is the source 
magnitude per unit horizontal area, whereas the k coefficients are terms 
which include frictions due to porous structures and sponge layers, and 
energy dissipation effects. 

These equations are solved by implicit finite difference techniques. 
The double sweep algorithm is utilised, which is a form of the Gauss 
elimination. 

The bathymetric grid which was used for the model extends to the line 
of -50m, which is sufficient so as to be considered as deep water conditions. 
A number of sponge layers is introduced in order to absorb wave energy. 

Two parameters in the model set-up can be used for calibration 
purposes. One is the bed friction. For Rayleigh distributed wave heights, the 
energy dissipation is (MIKE21 EMS manual): 

dE_   -1   fe/2(coHrmy 
dt i/   g   Vsinh(kd)) K ' 

where Hrms is the rms value of wave height. The energy loss factor fe is a 
function of the Nikuradse roughness parameter, kN. 

The other calibration factor are the friction coefficients which are used 
in the model to specify the partial reflection from breakwaters or from the 
surrounding area (in our case it is the later). The simulations showed that 
there is a sensitivity in the variation of these friction coefficients which 
specify the reflections from the rocks surrounding the area of interest. 

A series of simulations were performed. Wave breaking was included in 
all of the simulations. The energy dissipation due to wave breaking is 
calculated by the Battjes and Janssen formulation. 

The program calculates the maximum wave height at all grid points. In 
Figure 5, contour plots of the maximum wave heights are shown. In this 
simulation spectral parameters recorded at the 100m buoy location at 
03052317 (MMDDhhmm) were used as input to the model (Hs=3.65m, 
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Tp=9.09sec, 0=359 deg). The reflection coefficients which were used are 0.20, 
0.10,0.25. 

(Gridspacing 5 m) 
J 1 1 1 1 1 J_ 1—^_L 

n 1 r 
150  200  250  300  350  400  450 

Figure 5.        EMS simulation, contours of maxH, input H=3.65m, 
T=9.09sec, 6=359°. 

Boussinesq Wave Model 

This model is based on the numerical solution of the two-dimensional 
Boussinesq equations. These equations include non-linearity and frequency 
dispersion. In the classical form of the Boussinesq equations there is a very 
restrictive limitation on the maximum water depth in the simulation area 
(max d/Lo = 0.22). In the new forms of the equations, which are used in 
DHFs MIKE21 BW model, this ratio can go up to d/L0=0.5 (Madsen et al., 
1991). 

Most wave transformation processes are taken into acount in this 
model shoaling, refraction, diffraction and partial reflection from 
breakwaters and structures. Bed friction can also be included in the 
simulation. The only shortcoming of this model is wave breaking, which is 
not included in the energy dissipation processes. The basic equations, which 
are solved, are the continuity, the x -Momentum and the y - Momentum 
(Mike21 BW User Guide & Manual): 

nS,+Px+Q  =0 (8) 
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where S, P, Q are surface elevation, and flux density in x-direction and flux 
density in ^-direction respectively; subscripts denote partial differentiation, h 
is total depth, resistance coeffs, porosity, etc are included, whereas the non- 
linear Boussinesq terms *Fj and *F2 are cross terms of derivatives of fluxes 
and elevation. The equations are solved by implicit finite difference 
techniques, with variables defined on a space staggered rectangular grid. 

Due to restrictions which are imposed by the model, the bathymetry 
which is used in BW simulations is modified: by choosing as a minimum 
wave period (cut-off frequency of the spectrum) Tmia = 6.02sec, the 
maximum depth which can be allowed in the modelled area (assumption 
d/Lo=0.60, including deep water correction terms) is dmax = 34 m, whereas 
with the given grid spacing Ax = 5 m and the assumption L/Ax=7, the 
minimum water depth dmin is 4 m. The time step At which is used in the 
simulations is chosen on the basis of the resolution and the Courant criteria 
and is set as At = 0.18 sec. 

Bed Resistance is included in the model by means of a uniform 
number for the whole area of simulation (Chezy number C). Sponge layers 
all along the coastline were introduced in the BW simulations, in order to 
compensate for the energy absorption due to wave breaking, which cannot 
be modelled here. 

Storm cases from March and November were chosen to demonstrate 
BW modelling. As input to the models (boundary conditions) time series of 
flux densities generated from the spectra of the heave time series recorded at 
the deep water (100m) buoy were used. The spectra were truncated at 
rmin = 6.02sec or/c„, = 0.17Hz. 

The output of these simulations are time series of wave elevation at all 
grid points of the modelled area. Contours of the significant wave heights, 
calculated as the RMS of the elevation time series for the whole period of 
simulation can also be drawn. In Figure 6 contour maps of significant wave 
heights Hs are plotted for the case date= 03052317, Hs=3.65m, Tp=9.09sec. 

Spectral Transformation Methods 

Spectral transformation techniques which focus on saturation, shoaling 
and refraction processes are also assesed by means of utilising them for the 
transformation of wave spectra recorded at the offshore location (100m) and 
comparing the resulting shallow water spectra with the ones measured at the 
two inner locations, for corresponding instances. Two methods are used, the 
TMA spectrum and the spectral slicing and reconstruction. 
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(Gridspaclng 5 m) 

4-^nJ U 

15 115 215 315 
Figure 6.        BW simulation, contours of Hs, input Hs 

6=359° 

415 
=3.65m, Tp=9.09sec, 

TMA spectrum 

The TMA spectrum yields an extension of the shelf-similar JONSWAP 
shape to finite water depth using the expression (Bouws et al., 1983) 

ETMA(f,H)=Ej(f)<PK(coH) (9) 

where Ej(f) is the well known JONSWAP spectrum  and <DK(COH) is  a 
transformation factor calculated through the relation 

2k" r> do, & = tcmtf(kH){l + 
sinh(2kH) 

For a given spectrum, ie an output of the hindcast wave model or a 
measured spectrum at the offshore location, a JONSWAP spectrum with 
equivalent wave energy is estimated following the procedure, which is given 
in details elsewhere (Muller, 1976). Then the transformation factor for a 
specific depth is calculated and thus we obtain the TMA spectrum at a 
specific shallow site. 

Spectral slicing and reconstruction 

The incident wave energy spectrum, corresponding to a measurement 
at the outer location, is sliced to a number of discrete frequencies 
/P/2, ,/„ , so that the total incident wave energy is given as: 
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]s(/)df =£sc/34/; = E1+ E2+ +En 01) 
Each component is introduced to a linear numerical wave 

transformation model as a monochromatic wave with the frequency of this 
component. The relative wave height k* or wave disturbance coefficient for 
every frequency fi is calculated at every grid point in the studied area, and 
the resulting wave disturbance coefficient (of the pseudo-random wave) is 
consequently calculated by the formula: 

(12) res ~ -i\Z^aiK 

where ai=Ei/m0 is the percentage of wave energy which belongs to this 
particular discrete frequency f, The coefficents k,- are weighted either by the 
percentage of the total wave energy on this frequency (Equal Frequency 
method), or by the width of the frequency band it represents (Equal Energy), 
and then are superimposed. 

Finally, the whole spectrum at a particular location P in the shallow 
area can be reconstructed, using the relation: 

S(f„p) = \H(f„pXS(f) = k\, • S(ft) or       S(f„p)-- 
dfi 

(13) 

where kpi is the disturbance coefficient for component frequency i. In Figure 
7 comparisons are shown between a measured spectrum in shallow water, a 
reconstructed with the equal frequency slicing method spectrum, and a TMA 
spectrum. We can observe that for the 20m location the agreement is good, 
although the slicing method cannot reconstruct the tail of the spectrum 
(which is expected since only a limited number of frequencies were included). 
At the 10m location, the TMA grossly underestimates the spectral peak 

10.0 

2f 

0.2 0.3 0.4 0.5 0.1 0.2 0.3 
Fioquency (Hzl Frequency (Hz) 
Comparison of reconstructed (slicing) and TMA spectra with 

measurements. 
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6.0 

In Figure 8 the Hs calculated from the zero-th moment of the spectrum 
(slicing and reconstruction method) as Hs=4*m0

1/2 is compared with the Hs 
of the measured spectrum, for a number of recordings in November 1994, for 
both the 20m and the 10m locations. We can see that the agreement is in 
general good, with some discrepancies appearing in the 10m location, since 
this approach cannot include non-linear wave dissipation effects. 

322    323    324    325    326    327     323    324    325    326    327 
Figure 8.        Comparison of time histories of Hs from the reconstructed 

(slicing) spectra with measurements. 

Comparison of the methods 
The methods which were employed in this work for the estimation of 

some of the nearshore wave climate parameters, are comparatively assessed 
in this section. In particular, the calculated wave heights, as they result from 
the numerical modelling are compared with the two inner buoys (20m and 
10m) measured parameters. Transects, cutting perpendicularly to the coast 
are drawn on the contour maps of the solutions, whereas the corresponding 
measured parameters are marked on the same graphs. 

In Figure 9 the case of date= 03052317, Hs=3.65m, Tp=9.09sec and 
8=359 deg is presented; the results which are superimposed on the same 
graph are from the following simulations: 
• EMS simulation with input parameters measured at the offshore location. 
• BW simulation with input parameters measured at the offshore location. 
• AUT shallow water simulation with input parameters calculated from the 

AUT hindcast model at the offshore location. 
• BW simulation with input parameters calculated from the AUT hindcast 

model at the offshore location 
It can be seen that wheras at the 20 m location most methods predict 

correctly the wave height, for the 10 m they overestimate it, which can be 
explained by the fact that they cannot include energy dissipation due to wave 
breaking. The BW simulation gives a better approximation, as it takes into 
account modal interactions. The SAUT model gives lower values overall due 
to initial underestimation at the offshore location. 
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AUT > AUT simulation 
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10m, BW, AUT input 
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Figure 9.        Comparison of estimated wave heights from various methods 
with measurements 

In Figure 10 a comparison of the calculated disturbance coefficients for 
the case of date= 11201512, Hs=4.54m, Tp=9.09sec and 0=0 deg. is presented. 
The results which are superimposed on the same graph are from the 
following simulations: 
• EMS simulation with input parameters measured at the offshore location. 
• BW simulation with input parameters measured at the offshore location 
• The Pseudo-random simulation (slicing and reconstruction) 

It can be seen that whereas for the 20 m location the prediction is 
correct from all methods, for the 10m location the pseudo-random method is 
grossly overshooting, which can again be attributed to the ommision of both 
wave breaking and the interaction between modes. 

Conclusions 
Wave hindcast, numerical wave transformations and spectral 

transformation methods are employed for the assessment of the wave climate 
in a coastal area. The models are calibrated with the use of 10 month's 
duration of in situ wave measurements. 
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Figure 10.      Comparison of estimated wave disturbance coeffs from various 
methods with measurements 

The results of the deep water wave hindcast model compare well with 
the measured parameters. The results of the numerical wave transformation 
models match the measurements at the 20m and 10m buoys. It was found 
that, particularly for the monochromatic model (EMS), there is a sensitivity 
in the reflections from the area bordering the water. Despite the difference in 
scale (Ax and At) between the AUT shallow water model, and the BW and 
EMS models, they all predict correctly the wave parameters, as juxtaposed to 
the measurements. 

Spectral transformation methods (TMA and slicing) seem to work 
well for the intermediate depth but not so well for the very shallow water. 
This is attributed to the lack of modelling both wave dissipation effects 
(breaking) and non-linear interactions. Great computational efficiency can 
be acheived though by using these methods. 
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CHAPTER 56 

SEA STATE PARAMETERISATION USING EMPIRICAL 
ORTHOGONAL FUNCTIONS 

Witold Cieslikiewicz 1 and   Jerzy Graff1 

Abstract 

In this paper the development of a parametric transformation linking the mete- 
orological conditions with the sea response for the Irish Sea and the southern North 
Sea regions is presented. The method of empirical orthogonal functions and system 
identification procedures are used to develop the parameterisation. The reference data 
sets used in the investigation consist of high quality hindcast data (41 storm events) 
and field measurements (13 years) covering meteorological and sea state parameters. 
The method of empirical orthogonal functions is applied to the wind velocity field and 
it is shown that the wind field time history can be adequately represented by the first 
few principal components. These wind field principal components together with atmo- 
spheric pressure parameters are used to synthesise the meteorological input for system 
identification. The system identification procedures are then applied to develop a new 
efficient form of parametric model linking spatial meteorological data with sea state 
response. 

1. Introduction 

This study is a part of the NEPTUNE project (see Graff & Cieslikiewicz 1996, 
and Graff et al. 1995) under the EU MASTII framework. It is concerned with the 
requirement to develop a fast and efficient scheme to predict the sea state response 
during extreme storms using wind field and atmospheric pressure field data. The 
project methodology involves a cause-effect process chain, the first part of which links 
the storm meteorological variables field Mt and the offshore sea state variables Xt. In 
the project a relatively long data set is available for meteorological variables M^. This 
is the Norwegian Meteorological Institute—DNMI 6-hourly gridded pressure field pt 

and wind field Wt for the North Sea - NE Atlantic covering the period 1955-1993. In 
order to create long time series of offshore variables Xt the parametric transformation 
T : Mt —> Xt has to be developed. In this paper we present a new approach to derive 
the parametric transformation models J7. 

There are many classic methods for prediction of sea state determined by local 
winds under prescribed conditions of fetch and wind duration. The simplest assume 
a uniform and steady wind blowing over a limited fetch or over an unlimited ocean 
for time t after a sudden onset. These are cases of fetch-limited and duration-limited 
waves, respectively. Those methods provide a very useful first look at the wave field, 

1  British Maritime Technology Limited, 7 Ocean Way, Ocean Village, Southampton 
S014 3TJ, England 
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but the assumption of a uniform wind 
field is generally unrealistic and is often 
a source of considerable error. Exami- 
nation of regional wind fields over rel- 
atively small areas, e.g. the Irish Sea, 
during hurricane type storms shows that 
the wind field is not uniform. The vari- 
ation of both the magnitude and the di- 
rection of wind velocity vector, which 
influences the wave field, is small but 
significant. The spatial pattern of the 
wind velocity field reflects the circula- 
tion of the air in the cyclonic direction 
around the centre of a moving pressure 
depression (see Fig. 1). Over the larger 
areas, the non-uniformity of the wind 
field is much more pronounced and the 
sea state wave forecasts based on fetch- 
limited or duration-limited algorithms 
cannot be usually accepted. A further 
limitation of these methods is their diffi- 
culty in reflecting the dynamic features 
of the metocean system, i.e., the fact 
that the current sea state depends not 
only on the current meteorological con- 
ditions but also on their history. 

Fig. 1. DNMI wind field at elevation 10 m 
at 0:00h on 12 Nov 1977. DNMI grid co- 
ordinates and study areas. 

In this study we seek a fast and efficient prediction scheme as an alternative to 
conventional numerical modelling. The scheme must be capable of taking into account 
the non-uniformity of the wind field and should incorporate the most characteristic 
features of its spatial distribution concerning storm track history. Moreover it should 
also reflect the dynamic features of the metocean system. 

When long historical time series of metocean parameters are available it becomes 
possible to apply system identification (SI) techniques to investigate the required types 
of prediction schemes. In this study, the available data consist of the DNMI 6-hourly 
gridded meteorological data W<, pt and the offshore variables Xt describing the sea 
state in terms of both hindcast data (41 storm event periods) and 3-hourly field 
measurements extending over 13 years 1979—1991 at five monitoring stations near the 
Dutch coast (provided by the National Institute for Coastal and Marine Management 
of Rijkswaterstaat—RIKZ). The parameters selected from the RIKZ data set consist 
of time series of significant wave height Hs(t), mean wave period Tz(t), principal wave 
direction 90(t), astronomical tide and the observed still water level. The difference 
between the latter two was taken as the surge level S(t). 

The application of the SI technique in sea response modelling, when the non- 
uniform wind field over selected area is taken as the input data, will lead to very large 
model dimensions and to enormous amounts of data involved. For example, in this 
study for the southern part of the North Sea the area covered by a sector of 221 DNMI 
grid points was selected. This leads to 442 time series of wind components, each 37 984 
data points long. This amount of input information which has to be processed in the 
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SI modelling may be well beyond the capabilities of most desktop computer systems 
available nowadays. However, the question arise: is all that input information equally 
important? Certainly not. It will contain noise and, moreover, it is possible that part 
of that information is in a some way redundant. In order to reduce the volume of input 
wind data and still preserve its salient features, while filtering out most of the noise 
and redundant information, the empirical orthogonal functions (EOF) analysis is used. 
EOF analysis in time domain, has been variously used in meteorological, environmental, 
and oceanographic studies for some two decades (see e.g. Prandle & Matthews 1990, 
Ng 1993). It is applied here to analyse and decompose the DNMI wind field time series 
over two selected areas, namely the Irish Sea and the southern North Sea. 

In the EOF analysis, the temporal and spatial variation of the wind field is 
partitioned into orthogonal spatial patterns, so called EOF modes em, which are 
constant in time domain and principal components Pm{t) (corresponding to each EOF 
mode). Each principal component Pm(t) is given as a time series describing the time 
evolution of the corresponding EOF mode. The importance to this study is the fact 
that the wind field time history can be determined with sufficient accuracy by a few 
principal components only. Those few principal components and not the wind time 
series itself, are taken as the SI stimuli and are used to build the parametric models 
linking the meteorological parameters field Mt with the offshore sea state variables Xt. 

We assume that input-output variables are related by a linear dynamic system 
and we use SI models in multi-input, single-output version, i.e. each component of 
the offshore parameters vector Xt is modelled one by one. The estimated models 
•^c • Qt ~~^ X-c link the meteorological input Q* with the output Xc which is one 
of the sea state parameters: Hs{t), Tz(t), &o(t) or S(t) at offshore monitoring station 
indicated by the location index C The input Qt is composed using the first few wind 
field components Pm(t) and the atmospheric pressures pt in the selected grid points 
indexed by i. We use superscript X to emphasise the fact that the model input may 
be prepared differently for different output variables. For example, when the surge is 
modelled we use atmospheric pressure, which is however not the case for the wind wave 
variables. 

Summarising, there are two important elements in this study: The EOF analysis, 
and SI procedure. Both are schematically depicted on Fig. 2. The EOF prepares the 
input data by reducing the amount of input information, i.e., by extracting only that 
information which is most significant. Then, the SI deals with the actual problem 
of building a mathematical model of a dynamical metocean system in which the sea 
response is stimulated by the meteorological conditions. 

2. EOF analysis of wind field 

2.1 Basics 

Let Wt denote the complex state vector formed by the M complex functions of 
time Wm(t) 

Wm(t) = Um(t) - (Um) + i(Vm(t) - (Vm)) (1) 

where Um(t), Vm(t) are the wind velocity components in mth of M locations and 
(•) denotes the expected value of a quantity enclosed in the angle brackets. As the 
covariance matrix H 

H = (WtW+) (2) 
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is Hermitian (the cross denotes the 
transpose complex conjugate) it 
has M real eigenvalues Am and com- 
plex unitary eigenvectors em which 
are called EOF modes and may be 
normalised: e+en = 5mn 

The EOF modes em, as eigen- 
vectors, form a complete and or- 
thonormal basis for Wt. Thus the 
original wind field state vector Wt 
may then be expanded in terms of 
the EOF modes 

W* = EP"W£ (3) 

The so called principal components 
Pm(t) are obtained as 

Pn(t)=e+Wt (4) 

wind field over selected 
area (time series in M grid 

points) Wt 

atmospheric pressures 
Pi(t) (in selected grid 

points i) 

EOF 

EOF modes em, principal 
components Pm(t) (a few 

of total M is used) 

construction             I 
of model inputs         . 

i 

input vectors 
Qfs,qr-,Qf",Qf 

SI   ! 

hindcast data  \      , 
or offshore       1    I 

input vectors Q* 
output data Xc(t) 

(Hs, Tz, 00t S each in 
location C) 

measurements    J    j 
data base     j     I 

model selection        I 
and estimation          ( 

i 

family of parametric 
models 

F& : Qf -+ Xc(t) 

It can be shown that the prin- 
cipal components compose a set of 
orthogonal vectors satisfying the re- 
lation Y,u=l PnvPm„ = NXn5nm 

which shows the principal compo- 
nents   corresponding   to   different Fi^ 2- Methodology for the study. 

modes are uncorrelated in time and that Am = (53„=1 \Pm,v\2)/N is the mean energy 
contained in the EOF mode em. The fraction Xm of the total variance (total in the 
sense that this is the local variance of wind velocity summed over all locations, i.e. 
Tr(H) ) corresponding to the EOF mode em, with the eigenvalue Am, is given by 

Xro = Am/Tr(H) (5) 

We shall assume henceforth that EOF modes are ranked in descending order 
according to that fraction. 

Concluding, the EOF analysis separates the space-time variation of the wind field 
state vector into the space variation of the EOF modes which are constant in time and 
uncorrelated over space and the time variation of the principal components that do not 
depend on location in space and are uncorrelated in time. The time evolution of each 
EOF mode em is described by a time series of the principal component Pm(t) defined in 
(4). The observed wind field pattern at a given time in the study region is given by the 
sum of the mean wind velocity vector and EOF modes, each being modulated by the 
complex value of the corresponding principal component at that time. It is assumed 
in this study that those EOF modes that account for small fractions of total variance 
are not important for the physical process which is modelled. In that sense the EOF 
technique provides an effective way to reduce, or compress, the data and filter out most 
of the noise whilst retaining the most relevant information to be incorporated into the 
analysis. 
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2.2 Application of EOF analysis 

The DNMI 6-hourly gridded pressure field and wind field data which cover the 
North Sea and NE Atlantic are given in a rectangular grid on a polar stereographic 
projection with grid size 75 km at 60° N. The area covered by the DNMI data base 
and the grid used are presented on Fig. 1. In the project NEPTUNE two distinct 
demonstrator zones were established, one on the west coast of Great Britain and the 
other on the Dutch coast. The EOF analysis of wind field data was applied for both 
demonstrator zones. In both cases the rectangular areas for EOF analysis were selected. 
They are marked on Fig. 1. The area covering the Irish Sea consists of 5 x 5 grid points, 
i.e., M = 25. In the case of the Dutch zone, because of the open character of North 
Sea, much more wind time series have been subjected to the EOF analysis. The area 
selected for the Dutch zone consists 13 x 17 grid points resulting in M = 221. 

In this section, as an example, the result of EOF analysis performed for two storm 
events and for two whole years over the Irish Sea is presented. Over the southern 
North Sea the results of EOF analysis performed for the 13 year period are described 
in greater detail. In Table 1 the fractions \m of the total variance corresponding to the 
first four EOF modes for the Irish Sea area are presented. 

Table 1. First four EOF modes of the wind velocity field over the Irish Sea. 

Mode 

Percent of total variance 

1977 1983 

7 Nov - 17 Nov whole year 25 Jan - 6 Feb whole year 

1 
2 
3 
4 

93.88 
2.69 
2.26 
0.42 

90.08 
4.10 
3.37 
0.58 

93.07 
4.32 
2.07 
0.23 

92.71 
3.55 
3.10 
0.28 

On Fig. 3 (a) the mean wind velocity field during the storm period 7-17 November, 
1977 is shown. Fig. 3 (b) presents the associated first two modes. The most important 
first EOF mode containing 94% of total variance appeared to be almost uniform with 
characteristic "cyclonic twist" clearly visible. On Fig. 3 (c) the time histories of the 
first two principal component vectors during the storm are shown. The orientation of 
vectors is related to DNMI grid co-ordinates. 

It was found that the EOF analysis performed for each of the whole year periods 
results in spatial patterns very similar to those obtained for the storm event only. Of 
course, the mean wind field over the whole year differs significantly from that calculated 
for storms only. The first EOF mode still consists about 90% of the total variance 
(see Table 1), which suggests possible usage of the EOF technique for describing the 
continuous time history of the wind field over the longer period covered by DNMI data 
set. In the case of the southern North Sea the first four EOF modes for 6 year and 
13 year periods were calculated and compared. They proved very similar and it was 
decided to utilise the result of EOF analysis for 13 year period in further SI work. 

The period 1979-1991 covered by PJKZ offshore parameters data base was selected. 
To adjust the 6-hourly wind velocity time series to the 3-hourly PJKZ measurements 
the interpolation suitable for SI analysis was performed first. Because of the greater 
number of the wind time series taken into the analysis (M = 221) and the wider area 
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Fig. 3. EOF analysis of wind velocity field over the Irish Sea during the storm period 
7 Nov - 17 Nov, 1977; (a) mean wind velocity field, scale: upper-left vector has length 
10.70 m/s; (b) first (left) and second (right) EOF modes, scale: upper-left vector in the 
first mode has the length 0.20 (vectors of EOF modes are dimensionless); (c) evolution 
of first (left) and second (right) principal components, scale: left-hand side vector in 
the first component has the length 66.29 m/s. Time is counted starting from 0:00h of 
first day of storm period. 

covered, the 90% of the total variance is distributed over the first eight EOF modes. 
The numerical values for the first eight EOF modes are given in Table 2. On Fig. 4 (a) 
the mean wind velocity field over the area covering the 221 DNMI grid points used for 
the EOF analysis over 13 years is presented. Fig. 4(b) shows the first four EOF modes. 
Similar to the Irish Sea area case, the first mode shows the cyclonic twist characteristic 
for storm events determined by the depressions situated North of the Dutch coast. Also 
the second EOF mode is similar to the second mode of the Irish Sea case. It becomes 
clear that the EOF modes reflect certain characteristic features of the storm climate of 
both the Irish Sea and the southern North Sea areas. This is demonstrated for short 
storm periods and for longer one year periods as well as for the relatively long 13 year 
period. 

Table 2. First eight EOF modes of the wind field over the southern North Sea. 

Mode 1 2 3 4 5 6 7 8 

Percent of total variance 59.50 15.15 9.68 3.55 2.22 1.57 1.34 1.01 

On Fig. 4 (c) the time series of the first four EOF principal components for one of 
the extreme storms selected within the study for Dutch demonstrator zone are presented 
for illustration. 
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Pig. 4. EOF analysis of wind velocity field over 13 years 1979-1991 for the southern 
North Sea; (a) mean wind velocity field. Location of station EUR is marked with O; 
(b) first four EOF modes (from left to right); (c) 8 days (storm No 9, Table 3) extracted 
from 13 year long 6-hourly time series of first four principal components (first at the 
top to fourth at the bottom). 

In order to verify the results of EOF analysis the comparison of original wind 
field data Wt with the wind field reproduced, according to equation (3), by the first 
four and eight EOF modes and principal components was performed. Examples of 
this comparison are shown on Figs. 5 (a) and (b). Fig. 5 (a) shows the comparison of 
time histories of the wind velocity at a selected grid point while Fig. 5 (b) shows the 
comparison of spatial distribution of the wind velocity field at a selected time instant. 
It can be seen that reasonably good agreement exists when the first four EOF modes 
are utilised and becomes very good when the first eight EOF modes are taken into 
account. The remarkably good agreement reflects the fact that the first eight EOF 
modes contain 95% of the total variance of analysed wind velocity time series, i.e., 
total variance calculated using reproduced wind will be equal to 95% of total variance 
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Fig. 5. Results of EOF analysis of wind data over the southern North Sea; (a) 
comparison of original DNMI wind velocity time series (*) with those recalculated via 
EOF method using first four (+) and first eight (o) principal components. Time series 
extending over 8 days (storm No 9, Table 3) are given in grid point (43, 24); (b) spatial 
distribution of DNMI wind velocity field at 12h on 12 Dec, 1990 (peak of the storm, 
data point 15); original distribution (to left), and recalculated using first eight principal 
components (in the middle) and first four (to right). 

of the original wind field. This also indicates the scale of reduction in the volume of 
data that should be handled in further SI procedures. Namely, it shows that using 8 of 
the 221 EOF modes and 8 of the 221 principal components, one is able to reproduce 
the information contained in the original data base to a reasonably high level. In other 

words, using only 3.6% of the whole data set we are still able to retrieve most of the 
information contained within it. 

3. System identification 
3.1 Background 

The metocean system and basic input-output configuration may be symbolically 
depicted as in Fig. 6. The output data X(t) across the locations £ are the offshore sea 
state parameters. The principal components of wind field and atmospheric pressures 
compose the input data vectors Qt of NQ dimension. There is also some unmeasurable 
random disturbance Nt that influences the output. We shall include that disturbance 
as an additive filtered white-noise £t. 

We assume in this study that the metocean system can be described by a lin- 
ear time-invariant model which is specified by the sequence of impulse response series 
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Mt       unmeasurable disturbance (noise) 

Pm(t),Pi(t) xt 

principal components 
of wind field, 

sea state parameters 

atmospheric pressures 

Fig. 6. Basic input-output configuration of metocean system being modelled. 

9q{k), q = 1, • • •, NQ and the weighting function h(k) of random additive disturbance, 
k = 0,1,. .., co., and, possibly, the probability density function of the white-noise £t. 

It is worth noting, that despite the assumption of linear model we are still able to 
incorporate in a system the nonlinearities that have the character of a static nonlinearity 
at the input side, while dynamics itself is linear. In case the nonlinearity is known, say 
as function F, the input can be transformed as Y(t) = F(X(t)) and the system can be 
treated as linear. We have such a situation in this study were the moduli of the wind 
field principal components are taken as stimuli rather than the principal components 
themselves. 

A complete model is given by the following relationship (see e.g. Ljung 1987) 

X(t) = G(f)Q(t)+Af(t) (6) 

in which / is the forward shift operator, G is the transfer function of the system and 
G(/)Q(i) is short for 

NQ OO    NQ 

Y, Gq{f)Qq{t) = EE^(fc)^c -k) 
9=1 fc=0«=l 

and for any q = 1, 2,..., Nq 

oo 

GQ(f) = Y/g(k)rk;       rlQq{t) = Qq{t-l) 
fc=0 

(7) 

(8) 

As mentioned above, we assume that the disturbance M can be described as filtered 
white-noise, so 

N{t) = H(f)£(t) (9) 

where 

H(f) = l + ^h(k)f- (10) 
k-l 

Within SI we work with the structures that permit the specification of G and H 
in terms of a finite number of numerical values. As it is common, we assume that 
£(t) is Gaussian, in which case the PDF is specified by the first and second moments. 
Thus, a particular model (6) is entirely determined in terms of a number of numerical 
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coefficients which are included as parameters to be determined. The purpose of SI is 
to determine the values of those parameters. If we denote the parameters in question 
by the vector 9, and if we take into account equation (9), the basic description for the 
modelled system becomes 

x(t) = G(f,e)Q(t) + H(f,e)£(t) 
pe{;0),    the PDF of £(t);    £{t)    white-noise ^    ' 

which is a set of models, each of them associated with a parameter value 9. 

One of a commonly used way of parameterising Gq and H is to represent them 
as rational functions of f~l and specify the numerator and denominator coefficient in 
some way (see e.g. Ljung 1987). Such model structures, which are known as black- 
box models, were utilised in this study. A few different model structures were tested. 
However, in the limited frame of the present paper we are not able to present the 
modelling results for all of them. The examples demonstrating the results of SI with 
the simplest ARX model structures for the significant wave height and surge will be 
presented. Those models were estimates using least-squares methods. 

ARX model structure 

If in (11) we assume 

Gq[f>6) = lUJ)        f°r   3 = 1>'-->iV«>        H^^) = -Ajf) W 

where 
A(f) = l + a1r

1 + --- + aNJ-NA (13) 

and for q = 1,2,. . .,NQ 

Bq(f) = K + b\rl + by-2 + ••• + t>qNBr
NB« (") 

we obtain one of the simplest model structures, i.e., the autoregressive with extra input 
model (ARX). If (11) is rewritten as A(f)X(t) = B(/)Q(t) + £{t), A(f)X(t) is the 
autoregressive part while B(/)Q(t) is the extra input of the ARX model. 

The vectorial parameter 9 to be determined is in this case 

0=[aua2,..., aNA, bj, b\,..., 6JvBl, 

b2oM,...,b%B2,...X
Q,b^,...,bN

N
Q

BNQ]       (15) 

where NA, NB1 , NB3, • • •, NBN    are the orders of the multi-input ARX model. 

By substituting (12) into (11) the following input-output relationship is obtained 

X{t)+aiX{t-l)+- • -+aNAX{t-NA) = tkQi(t)+b\Q1(t-l)+- • •+b1
NBiQi(t-NBl)+- •• 

+ bZQQNQ (t) + b^QNQ (t - 1) + • • • + bj£NQ QNQ (t - NBNQ ) + £{t)    (16) 

which is the Jinear difference equation. The ARX model represented by (16) is 
sometimes called an equation error model because of the way in which the white-noise 
term £(t) enters the difference equation (16). 
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3.2 Application in modelling of significant wave height and surge 

As mentioned in the introduction, we use the RIKZ measurements as the output 
data for the purpose of SI. Those 3-hourly measurements covering the 13 year period 
1979-1991 were recorded at five offshore monitoring stations. 

In this paper, as examples demonstrating the SI carried out within the study, the 
modelling of significant wave height Hs(t) and surge S(t) in the location of the station 
EUR are presented. The position of the EUR station is marked on Fig. 4 (a). 

Table 3. Selected extreme storms. 

Storm Year Start End 
no. (00:00 hrs) (24:00 hrs) 

1 1981 21 Nov 28 Nov 
2 1982 13 Dec 18 Dec 
3 1983 15 Jan 22 Jan 
4 1983 29 Jan 5 Feb 
5 1984 11 Jan 18 Jan 
6 1989 11 Feb 18 Feb 
7 1990 22 Jan 29 Jan 
8 1990 23 Feb 2 Feb 
9 1990 9 Dec 16 Dec 

Within the NEPTUNE project 41 storms 
over the Irish Sea and the southern North 
Sea were selected in order to study in a very 
extensive way the historical extreme coastal 
events. 9 of the 20 storms selected for the 
southern North Sea region overlap the 13 
year period of the Dutch measurements. 
They are listed in Table 3. We use those 9 
storms to present the results of SI. Namely, 
both the synthetic data produced by the 
estimated models and the measured data 
are plotted and the standard deviations of 
differences between measured and modelled 
values are given for the 9 storms listed in 
Table 3. 

In order to select the structure of the model, i.e., to set up the input-vectors 
and decide about the combination of model orders, a cross-validation procedure was 
utilised. Namely, the data series covering the 13 year period were split into independent 
working and validation data sets. The working data (covering 7 years) were used for 
the estimation while the validation data (covering 6 years) were used to evaluate an 
estimated model's properties. That evaluation was done mainly by comparison of the 
simulated and measured output time series, and computing of the sum of squared 
prediction errors. The model structure resulting in the smallest sum was selected 
and then estimated again using the whole 13 year long data set. The synthetic data 
produced by those re-estimated models, for the 9 storms listed in Table 3, are shown 
in Figs. 7 and 8. 

Below we describe the construction of the input-vectors used in SI procedures 
applied in the modelling of the significant wave height Hs(t) and surge S(t), 

Significant wave height 

In the modelling of significant wave height Hg the principal components of the wind 
velocity field for the 13 year period were taken as the only system stimuli. The units 
of the wind velocity field principal components Pm are, as in the case of wind velocity 
itself, m/s (EOF modes em are dimensionless). The dimensional analysis applied to the 
significant wave height H$ and principal components Pm suggests that the squares of 
the latter should be used as input in SI. However, slightly better results were obtained 
when \Pm\ to the first power were also incorporated. 

The analysis of equation (3) together with the examination of the spatial patterns 
shown by the first and second EOF modes with reference to the geographical features 
of the southern North Sea led to the conclusion that the first EOF mode should have 
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Fig. 7. Comparison between modelled (solid line) and recorded (stars) time series of 
significant wave height Hs(t) for 3 of the 9 storms listed in Table 3: storms No 1, 5 
and 8 (from top to the bottom). 

greatest influence when it is rotated by an angle of about a.\ = —70° and also j3\ = 45°, 
while for the second EOF mode, the rotation angle of about »2 = —80° was selected. 
As a result, the projections of the first principal component Pi on a^ and fii, and the 
second principal component pj on oii were used in the construction of the input-vector 
rather than their arguments. The projection directions were then subjected to the 
cross-validation procedure (by varying the projection angles over the ranges around 
the initially selected values) which confirmed the goodness of the initial guess. In 
addition, the cross-validation procedure showed it was useful to introduce the second 
projection also for the second principal component P2, namely /32 = 35°. 

Interestingly, it was found by cross-validation, with the projections of Pi and P2 
taken into account, that there was no improvement arising from the greater number of 
components involved in the input-data vector. However, by taking the higher model 
orders, the modelling was improved, namely, when 7 past input values were taken into 
account. This suggests that the most important input information in the modelling 
of the sea response is involved in the first two principal components, despite the fact 
that they compose only about 75% of the total variance. However, longer history of 
the dynamic metocean system (21 hours in our case) should be taken into account. 

Finally, the following input-vector Q s was selected to model the significant wave 

height: 

?fs 
forg = 1,2 
for q = 3,4 
for q = 5, 6 

for q = 7,8 

(17) iaq-A)) 

^(P^eexpH/Ve)) 

in which Si(-) denotes the real part of a complex number enclosed in the brackets, with 

the orders: 
NA =0;        NBl=NBl = --- = NBs = 7 (18) 

Fig. 7 demonstrates the result of ARX modelling with the structure given by (17) 
and (18). The standard deviation of the differences between the synthetic and measured 
significant wave heights are listed in Table 4. 
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Pig. 8. Comparison between modelled (solid line) and recorded (stars) time series of 
surge S(t) for 3 of the 9 storms listed in Table 3: storms No 1, 5 and 8 (from top to 
the bottom). 

Surge 

In its simplest form the SI can be considered to take the form of regression 
techniques applied in past years to examine and estimate storm surges (see e.g. Ovadia 
1980 and Amin 1982). In this section the results of surge modelling using the ARX 
structure with the principal components of wind velocity field and local atmospheric 
pressure taken as the system stimuli are presented. The dimensional analysis applied to 
the surge S., principal components Pm and local pressure p suggests to use the squares 
of principal components and the atmospheric pressure to the first power. The input- 

Table 4. Standard deviations of differences between 
modelled and recorded time series. 

Calculated for 

Variable and model used 

Hs S 

ARX ARX 
(17) & (18) (19) & (20) 

Storm 1 0.37 0.19 
Storm 2 0.45 0.13 
Storm 3 0.52 0.16 
Storm 4 0.51 0.24 
Storm 5 0.69 0.16 
Storm 6 0.48 0.28 
Storm 7 0.55 0.14 
Storm 8 0.60 0.22 
Storm 9 0.66 0.29 

Average of 9 storms 0.54 0.20 
13 years: 1979-1991 0.46 0.12 
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vector Q was selected in the same manner as for significant wave height H$ (with the 
first two principal component projections) with additional component being the local 
atmospheric pressure. However, in this case, contrary to Hs case, the cross-validation 
analysis suggested not to take into account the first powers of the principal component 
moduli. Finally, the input-data vector Q   was constructed as 

?fs 
\Pq\

2 for q = 1,2 
5R(Pg„2 exp(-ia9_2)) for q = 3,4 
5R(P<j_4 exp(-i/3g^4)) for q — 5, 6 
p for q = 7 

(19) 

with the orders: 
NA =0;        NBl = NB, = • • • = NBr = 7 (20) 

The local pressure p was computed from the DNMI pressure data base by bi-linear 
interpolation of the time series taken from the four neighbour DNMI grid points. 

The surge time series created by the ARX model with the structure given in (19) 
and (20) are demonstrated in Fig. 8. The standard deviations of errors are listed in 
Table 4. 

4. Conclusions 
Comparison between the modelled and observed time series of both significant wave 

height and surge level present a sufficiently good agreement to prove effectiveness of the 
new approach. In the case of significant wave height for 9 storms examined, the standard 
deviations of differences between the predicted and observed values appeared to be of 
the same order as those found for the second generation numerical wave forecasting 
model utilised within the project. Extreme values are found to be underestimated 
which may be due to possible inconsistency between the input and output data, i.e., 
the DNMI synthetic wind field and the Dutch field measurements. Further research is 
being directed to improve the modelling of individual extremes. 

This study was carried out as a part of the NEPTUNE project founded by the 
Commission of the European Communities, Directorate General for Science, Research, 
and Development under MAST contract No. MAS2-CT94-0081. The Royal Norwegian 
Meteorological Institute and the National Institute for Coastal and Marine Management 
(RIKZ) provided data utilised in this study. We are especially grateful to Dr John de 
Ronde of RIKZ for his permission to access the Dutch offshore station data. 
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CHAPTER 51 

Fully Nonlinear Properties of Periodic Waves 
Shoaling over Slopes 

Stephan T. Grilli*, M. ASCE, and Juan Horrillo2 

ABSTRACT : Shoaling of finite amplitude periodic waves over a sloping bottom is 
calculated in a numerical wave tank which combines: (i) a Boundary Element Model 
to solve Fully Nonlinear Potential Flow (FNPF) equations; (ii) an exact generation 
of zero-mass-flux Streamfunction Waves at the deeper water extremity; and (iii) an 
Absorbing Beach (AB) at the far end of the tank, which features both free surface 
absorption (through applying an external pressure) and lateral active absorption (using 
a piston-like condition). A feedback mechanism adaptively calibrates the beach 
absorption coefficient, as a function of time, to absorb the period-averaged energy of 
incident waves. 

Shoaling of periodic waves of various heights and periods is modeled over 1:35,1:50, 
and 1:70 slopes (both plane and natural), up to very close to the breaking point. Due to 
the low reflection from both the slope and the AB, a quasi-steady state is soon reached 
in the tank for which local and integral properties of shoaling waves are calculated 
(K„ c, H/h, kH, rjm, Sxx,...). Comparisons are made with classical wave theories 
and observed differences are discussed. Parameters providing an almost one-to-one 
relationship with relative depth kh in the shoaling region are identified. These could 
be used to solve the so-called depth-inversion problem. 

INTRODUCTION 

In the coastal region, incident ocean waves propagating towards the shore (in direc- 
tion x; Fig. 1) increasingly feel the effects of the reducing depth h(x), due to the 
sloping ocean bottom. These effects induce significant changes in wave shape, height 
H, length L, and phase celerity c, while the wave period T stays closely constant. 
Predicting such changes (usually referred to as wave shoaling) up to the point waves 
become unstable and break (breaking point; BP) is one of the important tasks of coastal 

'Distinguished Assoc. Professor, Dept. of Ocean Engng., University ofRhode Island, Narragansett- 
RI02882, USA, email: grilli@oce.uri.edu, http://www.oce.uri.edu/~grilli 
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engineering. Characteristics of waves at the BP indeed are used to design coastal struc- 
tures and predict littoral sediment transport; detailed wave kinematics at the BP is also 
needed for surfzone models which are increasingly used in coastal engineering re- 
search and design. In the more specific problem referred to as depth inversion, one 
seeks to predict the nearshore bottom topography based on observed characteristics of 
shoaling waves (e.g., through remote sensing). Hence, simple relationships between 
these and h(x) are sought after. 

In most wave transformation models used so far, shoaling of deep water waves 
is calculated based on linear or weakly nonlinear theories (e.g., modified Boussinesq 
eqs.) and using semi-empirical breaking criteria to locate the BP. Such theories, 
however, despite their satisfactory predictions in deep and intermediate water, may not 
be sufficiently accurate close to the BP where wave height reaches a significant fraction 
of the depth. Highly nonlinear waves have been modeled using a higher-order Fourier 
steady-wave theory (FSWT), e.g., by Sobey and Bando3 (1991). In the latter work, up 
to three conservation equations for mass, momentum, and energy flux, are expressed 
to propagate incident waves over a mildly sloping bottom. In such an approach, 
however, the bottom slope is replaced by a cascade of horizontal steps and, hence, 
wave profiles do not take the characteristic skewed shape observed in experiments 
before breaking occurs. As a result, wave kinematics and dynamics cannot be well 
represented close to the BP4. Finally, in this approach, breaking corresponds to the 
highest wave which is stable over constant depth. This is quite unrealistic since, as 
we will see, skewness and unsteadiness allow waves to reach a larger height before 
they break. 

To accurately predict wave properties close to the BP, we will show that, in 
addition to full nonlinearity, even for mild slopes, the influence of bottom topography 
on wave shape must be included in shoaling models. Time dependent models based 
on fully nonlinear potential flow (FNPF) theory have this capability, provided proper 
wave generation and absorption methods are implemented (e.g., 2D : Klopman, 1988; 
Grilli et al, 1989; Cointe, 1990, Cooker, 1990; Ohyama and Nadaoka, 1991; 3D 
: Romate, 1989; Broeze, 1993). Hence, with such models, a "numerically exact" 
solution can be obtained for waves shoaling over an arbitrary bottom geometry, for 
which no approximation other than potential flow theory is made. 

NUMERICAL MODEL 

The two-dimensional FNPF model by Grilli, et al. (1989, 1990, 1996) will be used to 
compute characteristics of periodic waves shoaling over both plane and natural slopes, 
up to a very high fraction of the breaking height (Fig.  1). FNPF computations can 

3 Also see their detailed review of other similar works. Note, Johnson and Arneborg (1995) followed 
a similar approach using a fourth-order perturbation method. 

4The authors nevertheless assume that integral properties should be insensitive to such details and 
are thus well predicted by a FSWT. The latter assumption is quite questionable, since radiation stresses, 
for instance, are strongly influenced by wave skewness. 
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z/h 

x/h 

Figure 1: Sketch for FNPF computations of a periodic wave shoaling over a plane 
slope s, in a "numerical wave tank". 

model overturning waves but, by nature, are limited to prior to the time touch-down of 
a breaker jet first occurs. This does not pose problems when solitary waves are used in 
the analysis, as it has often been the case in the past5. For periodic or irregular waves, 
however, an absorbing beach (AB) must be used to absorb the energy of incident 
waves, hence eliminating reflection and preventing these from breaking at the top of 
the slope. 

Grilli and Horrillo (1996) implemented such an AB in the model over a shallower 
region located in the upper part of the slope whose geometry was specified somewhat 
similar to natural bars on beaches6 (Fig. 1). Energy absorption combined both free 
surface and lateral absorption with an adaptive calibration of the absorption coefficient 
: (i) an exterior counteracting pressure is specified on the AB free surface, proportional 
to the normal particle velocity (Cointe, 1990; Cao et al., 1993), to create a negative 
work against incident waves; this is shown to absorb high frequency wave energy 
well; (ii) a piston-like (active) absorbing boundary condition is specified at the tank 
extremity rr2 ("absorbing piston", AP), which is shown to absorb low frequency 
wave energy well (C16ment, 1996); (iii) the AB's absorption coefficient is adaptively 
calibrated in time to absorb the period-averaged energy of incident waves entering 
the beach at x = x\. Grilli and Horrillo developed and tested this AB and showed 
that wave reflection could be reduced to a few percent only. Hence, in a "numerical 
wave tank" such as sketched in Fig. 1, computations for periodic waves can reach 
a quasi-steady state for which properties of shoaling waves can be calculated, up to 
very close to the BP, and compared to results of other shoaling methods (theory or 
models), which usually assume there is no reflection from the slope or beach. [In the 
present method, reflection from the slope still occurs as it does in nature.] 

Incident waves can be arbitrary in the model but, for sake of comparison with 
other wave theories, permanent form wave solutions of the FNPF problem are gener- 
ated on the leftward boundary (rrl, Fig. 1). These are so-called streamfunction waves 

5In such cases, FNPF calculations can predict characteristics of breaking solitary waves within 2% 
of experimental measurements (Grilli etal, 1994, 1997) 

6In this case, gradual deshoaling of waves occurs in the AB which helps absorbing wave energy. 
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(SFW; Dalrymple 1974; Dean and Dalrymple 1984) which, unlike finite amplitude 
waves produced by a wavemaker, do not exhibit the generation of higher harmonics 
and the beat phenomenon observed in wave tanks as they propagate over constant 
depth (e.g., Chapalain et al., 1996). Since SFW's have a non-zero mass flux, they 
are generated in the model together with a mean current, equal and opposite to their 
period-averaged mass transport velocity (Grilli and Horrillo, 1996). Hence, volume 
stays constant within the "numerical wave tank" as it would on a beach for which the 
undertow current balances the incident mass flux at some distance from the shore. 

Details of model equations, numerical methods and validation applications can 
be found in the above-referenced papers. It will just be mentioned that Laplace's 
equation is solved in the model, over domain fi, based on a higher-order Boundary 
Element Method (BEM) derived from Green's 2nd identity. Boundaries are discretized 
using N nodes and M higher-order elements are specified to interpolate in between the 
nodes. Quadratic isoparametric elements are used on lateral and bottom boundaries 
(rri, Tr2, Tb) and cubic elements ensuring continuity of the slope are used on the 
free surface boundary Tj (Grilli and Subramanya 1996). The nonlinear free surface 
kinematic and dynamic boundary conditions are time integrated using second-order 
Taylor series expansions expressed in terms of a time step At and of the Lagrangian 
time derivative. Numerical errors are kept to a very small value by adaptively selecting 
the time step based on a mesh Courant number C0(t) (Grilli and Svendsen, 1990; Grilli 
and Subramanya 1996). In shoaling computations, as waves become increasingly steep 
towards the top of the slope, discretization nodes may get quite close to each other and 
create quasi-singular values for the BEM integrals, leading to poor accuracy. Hence, 
the adaptive regridding method developed by Grilli and Subramanya (1996) is used 
to automatically regrid nodes three by three when the distance between two nodes is 
either more than 4 times or less than 0.25 times the distance between the previous 
two nodes. In the following applications, a minimum of 20 nodes per wavelength is 
maintained throughout shoaling. 

APPLICATIONS 

Figure 1 illustrates a typical set-up for shoaling computations : (i) incident zero- 
mass-flux SFW's are generated on rri (in depth h0, with height H0 and period T; 
o-indices denote deep water values); (ii) waves propagate up the sloping bottom 
and are absorbed in the AB/AP; (iii) since reflection is very small from both the 
sloping bottom and the beach, computations soon reach a quasi-steady state for which 
successive waves undertake similar transformations (see Grilli and Horrillo, 1996, 
for a detailed discussion of numerical parameters and results); (iv) model parameters 
are tuned-up to let incident waves shoal up to impending overturning before they are 
absorbed in the AB. Numerical "wave gages" are specified at several fixed locations, 
x = xg, over the slope where wave characteristics are calculated, both on the free 
surface (e.g., elevation r){xgt t)) and as a function of depth z (e.g., velocity u(xg, z, t), 
dynamic pressure po{xg, z, t)). 
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Figure 2:   (a) shoaling coefficient K, = H/H0\ (b) celerity c; and (c) left/right 
asymmetry st/si, for periodic waves shoaling over a 1:50 slope, with H'a = H0/h0 = 
( ) 0.04, ( ) 0.06, and ( ) 0.08, and V = T^fh0 = 5.5 : (n) FNPF 
results; (s) Sobey and Bando's (1991) FSWT results; ( ) LWT results; (c) CWT 
results. c0 = gT/(2ir) is the (linear) deep water celerity. 
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Local wave properties 

After quasi-steady state is reached, successive incident waves are identified and tracked 
in the results : (i) envelopes of crest and trough elevations are calculated, from which 
wave height H(x) and shoaling coefficient Ks(x) = H/H0 are obtained; (ii) phase 
velocity c(x) is calculated from the time derivative of crest trajectories; (iii) to quantify 
wave skewness, forward and backward normalized wave slopes are calculated as, 
S2{x) — ^/(•So-^2) and, S}(x) = H]/(s0L\), respectively, in which (Li,!^) and 
(if 1, H2) denote horizontal and vertical distances from a crest to the previous and next 
troughs, respectively, and s0 = 2H0/L0 = k0H0/T. Results show that these quantities 
are quite well reproduced as a function of x, for successive incident waves (Grilli and 
Horrillo, 1996); in the applications, however, to eliminate small variations, ensemble 
averages of these quantities for each x are calculated over at least 4 successive waves. 

In the model, waves are found to shoal up the slope, qualitatively, as expected 
from linear wave theory (Fig. 1) : (i) both wavelength L and celerity c = L/T 
continuously decrease; (ii) deshoaling first occurs, with a reduction in wave height, 
followed by shoaling and an increase in wave height up to the top of the slope where 
waves almost reach overturning before entering the AB and decaying. 

More specifically, in Fig. 2, Ks, c, and S2/S1 have been plotted as a function 
of normalized depth k0h, for a bottom slope s =1:50 and three incident waves of 
normalized incident height H'a — H0/h0 =0.04,0.06, and 0.08, and normalized period 
T' = TJg/ho = 5.5 (k0 = (2ir)2/(gT2) is the (linear) deep water wavenumber). 
Results of linear (LWT) and cubic (CWT) Stokes wave theories are also indicated. 
For k0h < 0.5, significant differences are observed between FNPF results and the 
wave theories; this also corresponds to kh = l-wh/L < 0.77 (or H/h > 0.10; see 
Fig. 4b). For diminishing depths, due to increased nonlinearity, both K, and c 
become significantly larger than predicted by LWT (Figs. 2a and 2b) and, as could be 
expected, increasingly so with the incident wave height. CWT predicts celerity better 
for shallower depths but diverges in very shallow water. The more accurate FSWT 
performs reasonably well for predicting celerities (Fig. 2b) but does quite poorly 
for wave heights (Fig. 2a). This is likely due to the lack of skewness in modeled 
waves whereas FNPF results for S2/S1 (Fig. 2c) show that waves are significantly 
skewed—i.e., forward tilted, left/right asymmetric—for very shallow water (see also 
Fig. 1 for spatial wave profiles). 

The significant differences observed in Fig. 2 between FSWT and FNPF results 
show that, even for a very mild slope, the influence of actual bottom shape on local 
wave properties is important. Fig. 3 now investigates how this influence varies with 
bottom slope. An incident wave with H'a = 0.06 and T" = 5.5 is shoaled up three 
plane beaches of slopes s = 1:35,1:50, and 1:70, and a "natural beach" geometry with 
an average slope of 1:50. The natural beach has a depth variation defined according 
to Dean's equilibrium beach profile, h = A(x* — x)2l3, with x* denoting a constant, 
function of the location of the toe of the slope in depth h0, and A depending on the 
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Figure 3: FNPF results for : (a) shoaling coefficient; (b) celerity; and (c) left/right 
asymmetry, for periodic waves with H'a = 0.06 and T' = 5.5, on : 1:35 (curve a); 
1:50 (curve b); 1:70 (curve c), plane ( ) or natural ( ) beaches. ( ) LWT 
results; ( ) CWT results. 
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specified average slope. This "natural beach", hence, has a milder slope in deeper 
water and a steeper slope in shallower water. For the wave height and celerity, Figs. 
3a and 3b show fairly small differences between results calculated for the same depth 
on various slopes, for most of the shoaling region. The wave left/right asymmetry— 
S2/S1, shown in Fig. 3c—seems to be more sensitive to bottom slope, becoming larger 
for the shallower parts of the (steeper) 1:35 slope and the "natural beach". Overall, 
however, no major differences are observed provided wave properties are compared 
for the same normalized depth. 

Results in Fig. 3 imply that, for a given depth, local wave properties vary 
little for the same wave propagating over a range of mild slopes from 1:35 to 1:70. 
Hence, a broader parametric study will be carried out on a 1:50 slopes only, for 9 
waves combining heights, H'Q =0.04,0.06, and 0.08 and period, T' =5.5, 6.5, and 7.5. 
Results for each wave are given in Fig. 4 as a function, this time (due to the varying 
wave period), of the relative local depth kh. First, in Fig. 4a, we see that, for the phase 
celerity normalized by the linear wave celerity, q = c„ tanh kh, the larger the incident 
wave height and the smaller the period (or similarly the larger k0H0) then, for a given 
kh, the larger the celerity increase with respect to c(. Such results illustrate the well 
known amplitude dispersion effects due to increasing wave steepness7 kH which, for 
the studied cases in shallow water (kh < ir/10), lead to a 40 to 85% maximum increase 
in celerity with respect to linear wave theory. In Fig. 4b, we see that, in all cases, 
the wave height to depth ratios H/h reach O(l) values in the shallow water region, 
confirming the very strong nonlinearities. A similar analysis of shoaling coefficients 
would show that linear wave theory significantly underpredicts wave height for depths 
corresponding to H/h > 0.2 (which also corresponds to the region where celerity is 
significantly underpredicted in Fig. 4a); for the studied cases this underprediction 
of Ka is up to 55%. With regard to these results, it is anticipated that the quantity, 
kH/(k0H0) = Ka/(c/c0), i.e., the local wave steepness normalized by the deep 
water steepness, should exhibit somewhat less variations (i.e., overprediction) with 
respect to linear wave results, since underprediction of wave height and celerity should 
compensate each other to some extent. This is confirmed in Fig. 4c where we see, first 
of all, that all FNPF results follow quite a similar increase as a function of kh, up to 
maximum steepness, and that results of LWT (i.e., K„j tanh kh) are a better predictor 
of normalized wave steepness, with a maximum underprediction of only 11%, than 
for the other wave properties discussed above. Considering the many differences in 
wave shape, height and length, and kinematics, observed between FNPF and LWT 
results, the latter result is somewhat unexpected. 

Integral wave properties 

These are the mean water level r]m, the mean undertow current Um, the energy flux 
Ef, and the radiation stress Sxx. In the model, integral properties are computed at 

7Such effects are predicted at third-order by Stokes theory (CWT). 
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c/c 

Figure 4: Periodic waves shoaling over a 1:50 slope. H'a = ( ) 0.04, ( ) 
0.06, and ( ) 0.08, and T" = : 5.5 (curves a); 6.5 (curves b); 7.5 (curves c). (- - 
-) LWT results; Q = c0 tanh kh, is the linear wave celerity. 
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Figure 5: Normalized (a) mean water level i\'m ~ r)m/h0H'0
2; and (b) radiation stress 

S'xx = SxxjpgHl (with p the fluid density), for three periodic waves shoaling over a 
1:50 slope. Symbols and definitions are as in Fig. 2. Results have been averaged over 
3T in the quasi-steady regime. Symbols (o) denote locations x = xg of "numerical 
gages". Corrections, Av'mo = -0.0274 and AS'xxo = ^(A^) + (A^0)

2/2, have 
been applied to the linear results for r)'m and S'xx, respectively, to account for the actual 
mean water level in depth h0 in the FNPF results. 
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Figure 6: Normalized amplitudes of first three harmonics (a,b,c), cti (i = 1,2,3), for 
three periodic waves shoaling over a 1:50 slope. Definitions are as in Fig. 2. 

"numerical gages" located at x — xg above the sloping bottom using classical equa- 
tions, i.e., through depth integrations and wave period-averaging involving, r)(xg,t), 
u(xg, z, t) and pc(a5g, z, t). To account for the non-zero mean Eulerian velocity in 
the model (resulting from specifying zero-mass-flux incident waves at boundary TTl), 
and for the set-down r)m, expressions of integral properties are corrected following 
Klopman (1990) and Jonsson and Arneborg (1995). In the model, time averaging is 
performed at time t, for the results calculated from time t — T to t. Time series of 
integral properties are thus obtained for each gage location xg. When computations 
reach a quasi-steady state, integral properties stabilize to fairly constant values in 
time for each gage location. To eliminate small time fluctuations and oscillations of 
integral properties with respect to these constant values, averages are calculated over 
3T, before results are analyzed. 

In all cases, the energy flux is found to be very close to constant at the gages lo- 
cated in the region where wave height increases (e.g., over the shoaling parts of curves 
in Figs. 2a and 3a). This indicates that reflection is small from both the sloping bottom 
and from the AB. As depth decreases, the mean undertow current increases roughly 
proportionally to 1/A, as expected from the period-averaged continuity equation, and 
then decreases when wave height starts decreasing. 

Mean water level and radiation stress results are given in Fig. 5, for the same 
three waves as in Fig. 2, shoaling over a 1:50 slope. As expected, the normalized 
r]m in Fig. 5a follows a trend opposite to Sxx in Fig. 5b, first setting-down over the 
slope and then stabilizing towards the top of the slope and increasing in the AB due 
to wave height reduction. In shallow water, the set-down becomes relatively larger, 
the smaller the incident wave, as a result of the steeper drop in radiation stresses for 
the larger waves. Results obtained from a first-order nonlinear perturbation of LWT 
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(FNLT; Dean and Dalrymple, 1984) and adjusted to match the initial FNPF set-down 
in depth h0, show reasonable agreement with FNPF results. In the shallower region 
at the top of the slope, however, FNLT results do not capture the leveling-up of 7/m. 
Radiation stresses in Fig. 5b gradually increase while wave height increases and 
depth decreases, following the expected pattern from FNLT, which predicts results 
quite well in the deeper water region. At some stage, however, FNPF results become 
smaller than FNLT results, and more so, for a given depth, the larger the incident wave 
height. A more detailed analysis of these results would show that this decrease in Sxx 

is strongly correlated with the increase in "skewness index" sij's\, shown earlier in 
Fig. 2c for kah < 0.45; this confirms that radiation stresses are quite sensitive to wave 
shape. 

Fourier analysis 

Another way of analyzing how wave shape changes during shoaling is to calculate 
Fourier transforms of wave surface elevations rj(xg,t) obtained at fixed gages at 
x = xg. Harmonic amplitudes can then be plotted as a function of xa. This was 
done in Fig. 6 which shows normalized amplitudes of the first three harmonics c^ 
(i = 1,2,3), for the same three waves as in Fig. 2 shoaling over a 1:50 slope. In 
all cases, in the shoaling region where wave height increases (Fig. 2a), after a slight 
initial increase, ax decreases while a2 and a^ continuously increase. This indicates 
that, in shoaling periodic waves, energy is being continuously transferred to higher- 
order harmonics, as a result of nonlinear interactions. As could be expected, for a 
given depth, this nonlinear energy exchange is stronger, the larger the incident wave 
height, and the energy transfer to the higher-order harmonics thus starts occurring in 
deeper water. Not surprisingly, variations of the "skewness index" S2/S1 in Fig. 2c 
are strongly correlated with variations of a2 and (particularly) of a3 in Fig. 6. 

Conclusions 

A numerical wave tank was used to model finite amplitude periodic waves shoaling 
over a sloping bottom. Periodic waves of various heights and periods, covering the 
range k0H0 = [0.028 ,0.105], were modeled over 1:35, 1:50, and 1:70 slopes (both 
plane and natural), up to very close to the breaking point. Due to the low reflection 
from the slope and the AB, a quasi-steady state was soon reached in the tank for which 
both local and integral properties of fully nonlinear shoaling waves were calculated 
(Ks, c, 32/31 (left/right asymmetry), H/h, kH, r]m, Sxx). 

For a shallow enough normalized depth (k0h < 0.5 or kh < 0.77), significant 
differences are observed between FNPF results and 1 st (LWT), 3rd (CWT), and higher- 
order steady wave (FSWT) theories. For the first two theories, low-order nonlinearity 
is clearly the main reason for the observed differences in a region where H/h = 0(1); 
in the latter theory, the lack of wave skewness and the representation of the bottom by 
horizontal steps likely explain the observed differences. 
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Despite the significant effects of actual bottom shape on the results, for the range 
of tested mild slopes, FNPF results are found fairly similar for the same wave taken at 
the same normalized depth (k0h or kh). This, hence, allows us to use kh as the unique 
parameter describing a mild bottom variation and to compute additional results on a 
unique mild slope (1:50). In these results, for the range of tested waves, the normalized 
wave steepness, kH/k0H0, shows an almost one-to-one relationship with kh in the 
shoaling region. Steepness thus could be used to solve the so-called depth-inversion 
problem. Quite surprisingly, due to a partial compensation of nonlinear effects for 
the wave height and celerity, LWT is found quite a good predictor of this parameter 
(maximum difference is 11%), whereas discrepancies for H and c reach 55 and 85%, 
respectively. 

For the tested waves, set-down is quite well predicted by the first-order pertur- 
bation of LWT, except in the shallower region, where it is smaller, following the steep 
drop in radiation stresses. [This could also be partly due to the mean undertow current. 
More work remains to be done about this.]. Radiation stresses are overpredicted by the 
first-order theory in the region where wave left/right asymmetry s2/si (i.e., skewness) 
becomes large, confirming the sensitivity of this parameter to wave shape. Otherwise, 
agreement with the theory is quite good. A Fourier analysis of surface profiles r)(xg, t) 
calculated for gages located at x = xg shows a continuous transfer of energy from the 
fundamental to higher-order harmonics in the shoaling region, illustrating nonlinear 
interactions in the shoaling wave field. The 3rd-harmonic amplitude a3 is strongly 
correlated with s2/si. 
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CHAPTER 58 

WATER WAVE FLUCTUATIONS INDUCED BY IRREGULAR 
BATHYMETRY 

Lulin Guo1 and Robert A. Dalrymple2 

Abstract: Small irregular water depth variations may cause rela- 
tively large variations of the wave field, which may affect the results 
of various water wave models. Statistical properties of depth varia- 
tion are obtained from real bathymetry and idealized water depths 
are generated to study this influence on wave fields. An angular spec- 
tral model and a parabolic model are examined for their sensitivity 
to depth variations. It is shown that diffraction and nonlinear effects 
are dominant to the wave energy scattering. Correlation functions, 
especially correlation lengths, play an important role in the wave 
field variation. 

INTRODUCTION 

In shallow water, waves are strongly affected by depth variations, yet the 
water depth near a site of interest is often not well known and may vary rapidly 
in time and space. Slight depth variations can cause relatively large variations of 
the wave properties particularly after significant propagation distance. Recent 
studies showed that some models are very sensitive to bathymetry variation; 
fluctuations of depth can lead to chaotic patterns in the wave field (Brown et 
al. 1991; ray tracing model). 

An important input to numerical wave models is a bathymetric grid, contain- 
ing digitized water depths. These digitized depths may contain errors caused by 
sounding errors, errors in digitizing the chart, unknown variation in depth be- 
tween survey points and bottom variation since the sounding. These errors can 
be regarded as random depth variations. The influence of the random variations 
can be fairly large depending on the model, the initial wave field, the systematic 
bottom bathymetry, and the statistical properties of the random bottom vari- 
ation. The statistical properties can be described by distribution function and 
correlation functions. 

A variety of numerical models, which differ in their underlying theories and 
their numerical implementations, are used to simulate wave fields, . Results ex- 
ist for a wave ray model, mild-slope equation, Boussinesq equations, an Eulerian 
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DE 19716, USA. 

2Professor and Director, Center for Applied Coastal Research, University of Delaware, 
Newark, DE 19716, USA. 
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model, which is a stationary model based on the action balance of short-crested 
waves ( Holthuijsen d al., 1989 ), and some other models. The traditional 
ray tracing model dons not consider diffraction and nonlinearity effects. It is 
not applicable for the study on wave fluctuations when these effects are impor- 
tant to be neglected. Other models contain effects of refraction, diffraction and 
nonlinearity, and their sensitivity to the random bottom variation are differ- 
ent. Numerical methods include finite element, spectral, pseudo-spectral and 
parabolic methods. The WANGLE model (Dafrymple et al. 1989) is an an- 
gular spectrum model to solve the modified mild-slope equation. It permits 
wide wave propagation angles which could appear in the situations when the 
refraction and diffraction of the waves are strong. The nonlinearity is included 
through the nonlinear dispersion relationship. The REF/DIF model (Kirby and 
Dalrymple, 1992) is a parabolic model originating from the mild-slope equation 
with the influence of current added. The sensitivity of these two models are 
examined. 

Some studies of the influence of bottom variation have been done recently. 
Brown et al. (1991) showed that a ray tracing model is very sensitive to the 
bottom perturbations. When the bottom fluctuations are 20% of the mean 
water depth, the wave field can become chaotic. Holthuijsen and Booij studied 
the effects of the water depth variations using HISWA (Holthuijsen and Booij, 
1989), a predictive model for stationary, short-crested waves in shallow water, 
in 1994. Their results showed that the bottom-induced fluctuation may be a 
serious problem and the effects of bottom variations on long-crested waves was 
more dominant than on short-crested waves. Reeve (1992) applied an analytical 
method and Monte Carlo simulations. Some quantitative results were obtained 
with the help of the angular spectrum of the bathymetry variation. 

In this paper, we examine the influence of the random variability of the 
ocean bottom on waves in shallow water and the sensitivity of various numerical 
models to these depth variations. Some idealized bathymetries and the measured 
bathymetry near Duck, North Carolina is used for the numerical simulation. 
The REF/DIF and WANGLE models are examined. Statistical analyses of the 
bathymetry will be done. Bathymetries with the same statistical properties will 
be used to obtain the average wave properties and the fluctuations of the wave 
field. Results are compared with that of the traditional wave ray model. The 
relationship between the fluctuation in the wave field and the randomness of 
water depth is obtained. 

GENERATION of WATER DEPTH 

As an exact complete measurement of real bathymetry is almost impossible, 
a statistical analysis of the properties of bathymetry, such as the distribution of 
the depths and the correlation length scales in different directions, are needed. 
For the numerical study, different water depth profiles with different statistical 
properties are needed to study the wave field response. 

The depth variation can be described statistically by its distribution and its 
correlation function. First we generated depth variations with uniform distri- 
bution, whose correlation function is the Dirac delta function (white noise) on 
a rectangular horizontal grid. The standard deviation is controlled to be some 
ratio of the mean water depth. Such variations are not related to the horizontal 
distance as the depths are taken firstly to be uncorrelated, and they lead unfor- 
tunately to rapid changes of water depth between grid points. As the grid size 
is reduced, larger depth gradients occur. 
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We also generated depth variations with Gaussian distributions and smooth 
correlation functions. Figure l.a shows the generated correlation function in a 
2-dimensional case. Its form is roughly similar to that of the bathymetry in 
Duck, NC. Correlation length is defined by the length at which the correlation 
function has the value around 0.6. It describes the relationships among the 
randomly varied depths. We will compare the correlation length to wave length 
to determine if there is an effect (such as Bragg scattering) when they are similar. 
The following formulae are used to calculated the generated depth variations. 

0 100MO3OO«OKO60O7tt)B0O«]O      10OO 

Figure 1: A sampled correlation function and a generated water depth varia- 
tions for 2-D case. a). Correlation function; b). Water depth variation. The 
correlation length is about 30 grid sizes. 

h(x) = ~Y^Ai sin{iA.kx + e,-) 
!=1 

Ai = \J"2.F(c)i- Ak = 2-K/L 

where N is the number of grids, the correlation function 0(2:1—2:2) =< h'(x1)h'(x2) 
is the ensemble average of ti'(x^h'\x2) and it is assumed a function of X\ — x2, 
where h! is the depth variation and x\ and x2 are two locations, F(c) is the 
Fourier transform of c, L is the length of the domain, and e 6 [0,2x] is an uni- 
formly distributed which serves as the random phase. Using different e, we can 
obtain different results of the same probability properties. Figure l.b shows one 
of the results. 

The 3D case is similar to that of 2D. A correlation function is used to generate 
the depth variation. Note that the correlation function has two arguments x and 
y, and there are two correlation lengths, in x and y direction. We are going to 
compare these two lengths to the incident water wave length separately to see 
which one is more important.   Figure 2 shows the results.   The formulae used 

> 

h\xi V) — 2^12-~< Amn cos[kmxx + knyy + emn) 
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Figure 2: A sampled correlation function and a generated water depth variations 
for 3-D case. a). Correlation function; b). Water depth, variation. The correla- 
tion lengths in the two directions are about 3 and 4.5 grid sizes, respectively. 

Amn = \JF(c)mn\ kmx = Akx • m; kny = Aky • n; emn £ [0,2-ir) 

where Akx = 2w/Lx, Aky = 2ir/Ly and Lx and Ly are the size of the domain in 
x and y directions, respectively. The correlation function is c(x\ — x2, j/i — y2) = 
< h'(x1,y1)h'(x2,y2) >. 

NUMERICAL EXPERIMENTS AND RESULTS 

Both REF/DIF and WANGLE models involve the effects of refraction, diffrac- 
tion and shoaling. Weak nonlinearity can also be included. We examined the 
sensitivity of the two models, and then we studied the fluctuations of wave field 
response to different bottom changes. To demonstrate the importance of refrac- 
tion and diffraction, we did two cases, one of which included only shoaling effects 
and the other included refraction, diffraction and shoaling effects. To study the 
model sensitivity, we compared Holthuijsen and Booij's results with our results 
obtained by REF/DIF and WANGLE models. Their results showed quantita- 
tively that long-crested waves were affected more than short-crested waves by 
the bottom variation. In our cases, we only used plane waves for the comparison. 

To study water wave fluctuations induced by the bottom randomness, we did 
some numerical experiments using the generated water depth and the measured 
bathymetry in Duck, NC. 

Figure 3 shows the comparison of shoaling effect and the combination of 
refraction, diffraction and shoaling effects. We used the bathymetry in Duck, 
NC measured in August, 1994. (Thanks to Casey Church who supplied the 
data to us) In Fig. 3.a, the normalized amplitude variation calculated from the 
alongshore-averaged bathymetry by the REF/DIF model is shown. The incident 
wave is normal to the shoreline, so only shoaling effect is involved. The wave 
amplitude increases from 1 to about 1.09, a 9% increase. In Fig 3.b, we used 
the real bathymetry, with its alongshore variation. Now the fluctuation of the 
wave amplitude is much larger than that with shoaling effect only. The largest 
amplitude increase is about 55%, over 6 times larger larger than the shoaling- 
only case. 
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When water waves propagate in shallow water toward the shoreline, the water 
depth variation in the propagation direction causes the waves to shoal, while the 
variation in the transverse direction causes refraction and diffraction. It is the 
transverse variations that cause the variation of wave direction scattering and 
wave focusing. The transverse variation, rather than the onshore variation, is 
more important to the wave scattering. 

Cross-shore Distance, (Km) Cross-shore Distance, (km) 

Figure 3: REF/DIF model, nonlinear version. Wave period = 10 sec. a). Upper: 
Normalized wave amplitude; Lower: Alongshore-averaged water depth (Duck, 
NC ); b). Comparison of shoaling effect and refraction, diffraction and effects. 
Real bathymetry 

Figure 4: Results obtained by the HISWA model (Holthuijsen and Booij, 1994.) 
for the circular shoal, a). Wave heights along centerline profile for circular shoal 
with unperturbed bottom; b). The standard deviations of the wave height for 
the perturbed bottom. 

Holthuijsen and Booij studied an idealized case numerically using the HISWA 
model. The bathymetry is a isotropic Gaussian-shaped shoal superimposed on 
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an otherwise flat horizontal bottom. The ambient depth is 20 m and the min- 
imum depth over the shoal is 17 m. The width of the shoal is 6 km. The 
presence of the shoal causes the waves to focus behind it. For the cases when 
the bottom is perturbed, the superimposed variation on the bathymetric grid 
points is Gaussian uncorrelated noise of 0.5 m standard deviation, 2.9% of the 
minimum depth. The wave height of the incident wave is 5 m and the wave 
period is 10 sec. Holthuijsen and Booij considered both long- and short-crested 
incident waves. Only long-crested waves were simulated in our experiments. 
Their results are shown in Figure 4. Fig. 4.a shows the results of unperturbed 
bottom, the bathymetry profile and the wave amplitude profiles of long- and 
short-crested incident waves along the centerline which is parallel to the initial 
wave propagation direction and crosses the top of the shoal. Fig. 4.b shows the 
depth perturbation induced wave height standard deviations on the centerline, 
averaged by the results of 25 cases. 

We can see both long- and short- waves focus at the same position, about 
20,000 m behind the shoal. The wave height at the focusing point is 12.5 m 
for long-crested wave, 2.5 times larger than the initial wave height of 5 m. The 
standard deviation of the wave height is 2.5 m, half as the initial waves. But 
for short-crested waves, the focusing wave height and the wave fluctuation are 
much smaller. 

Figure 5: Results obtained by the nonlinear version of the REF/DIF model 
for the circular shoal, a). Wave height along the centerline with unperturbed 
bottom and the average of the results of 25 perturbed bottoms; b). The standard 
deviation of the wave height for the perturbed bottom. 

Using the REF/DIF and WANGLE models, both the linear and nonlinear 
versions, we replicated the same case. We obtained the wave field with an un- 
perturbed bottom for each model and version. Then 25 cases were run with 
different perturbed bottoms to get the ensemble-averaged water wave height 
and standard deviation. The ensemble-averaged wave height was calculated by 
averaging the 25 cases. The ensemble-averaged standard deviation was calcu- 
lated by computing the standard deviation for each of the 25 cases, as compared 
to the unperturbed case, and then averaging the results. 

Results obtained by the nonlinear version of the REF/DIF model are shown 
in Fig. 5. The wave height at the focusing point is 6.3 m, 26% larger than that 
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Figure 6: Results obtained by the nonlinear version of the REF/DIF model for 
the circular shoal. Same conditions as that for Fig. 5. 

of the incident wave. The maximum standard deviation is about 0.8 m, 16% 
of the initial wave height. It is even smaller than the result of HISWA model 
of the short-crested waves. The focusing happens earlier due to diffraction and 
nonlinear effects. These effects help to transfer wave energy to different locations 
and smooth down the roughness of the wave field. 

Figure 7: Results obtained by the nonlinear version of the WANGLE model for 
the circular shoal. Same conditions as that for Fig. 5. 

Fig. 6 shows the results obtained by the linear version of the REF/DIF 
model. For the unperturbed bottom, there seems to be wave breaking when 
waves are focusing behind the shoal. But there is no wave breaking with the 
perturbed bottom. The reason is that the random depth variations make wave 
refract and diffract before focusing behind the shoal. Wave energy is scattered 
to other directions and eventually the wave height at the focusing position is 
reduced, avoiding breaking. The breaking position is further behind the shoal 
than the focusing position obtained by the nonlinear version model. The only 
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difference between the two experiments is that nonlinear effect is not involved 
here. Nonlinearity can smooth down the amplitude variation, transfer wave 
energy to the area right behind the shoal, and make results more reasonable. 
The standard deviation shown in Fig. 6.b is very large around the breaking area 
due to the big difference between breaking and non-breaking waves. 

We also studied the same case with WANGLE model. Fig.7 and Fig. 8 show 
the results of WANGLE model of nonlinear and linear versions, respectively. 

Figure 8: Results obtained by the nonlinear version of the WANGLE model for 
the circular shoal. Same conditions as that for Fig. 5. 

We can see the focusing is still very large, about 15m here, larger than than 
of HISWA model. However, the standard deviation is smaller even than that 
obtained by REF/DIF model. For these cases, WANGLE is not very sensitive 
to bottom perturbation, so it does not suffer as much from bathymetry errors. 
Results of the linear and the nonlinear versions are not quite different. WANGLE 
model is an angular spectrum model that is supposed to be applicable to those 
cases where the wave direction varies widely. It emphasizes diffraction and 
refraction effects. 

As mentioned above, we generated two kinds of water depth variations to 
superimpose on flat bottoms: uniformly distributed uncorrelated variations and 
Gaussian distributed correlated variations. Using the generated water depth and 
the nonlinear REF/DIF model, we did some numerical studies on depth variation 
influence. Fig. 9 and Fig. 10 are the results of the first kind of variations. They 
are the normalized standard deviations of wave height for bottom perturbations 
of different orders and different gradients, respectively. We choose bottom per- 
turbations as 1%, 5% and 10% related to the mean depth. The corresponding 
normalized amplitude standard deviations are 10%, 30% and 50% of the incident 
wave, respectively. It is not surprising to see the larger the perturbation is, the 
larger the amplitude fluctuation is. But the ratio between amplitude variation 
and bottom perturbation becomes smaller as the perturbation increases. The 
reason is that as the bottom variation increases, the diffraction and nonlinearity 
effects becomes larger and they scatter and transfer wave energy, hence reduce 
the relative wave height fluctuation. To get the results in Fig. 10, we used the 
same water depth but different grid sizes, 5m, 2.5m and 1.25m, decreasing by 
half. The grid sizes are much smaller than the wave length. After waves propa- 
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Figure 9: Amplitude standard deviations for different depth perturbations on 
a flat bottom, 1%, 5% and 10% of the mean water depth, respectively. Wave 
period = 5 sec. Mean water depth — 5 m. Grid size = 5 m. Incident wave 
amplitude = 0.5 m. REF/DIF, nonlinear version. 

4 6 8 10 
Propagation Distance. ( km ) 

Figure 10: Amplitude standard deviations for different grid sizes, 5m, 2.5m 
and 1.25m, respectively. Wave period = 5 sec. Mean water depth = 5 m. 
Incident wave amplitude = 0.5 m. Depth perturbation = 5% of the mean depth. 
REF/DIF, nonlinear version. 
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gate over a very long distance, about 300 wave lengths, the amplitude variations 
approach roughly the same value. For large gradients, or rougher bottom sur- 
face, there are more grid points in one wave length and the wave field is more 
sensitive. 

Results of the normal distributed and correlated water depth variations are 
shown in Fig. 11. The figures show the amplitude profiles in sections perpen- 
dicular to the initial wave direction. A normally distributed water depth can 
be described by its correlation function. We used water depths with different 
correlation lengths in different directions and examined how the wave field re- 
sponds when the wave length (L) is similar to the correlation lengths in the wave 
propagation and the transverse directions (Lx and Lv). In Fig. 11.a, we fixed 
Ly and varied Lx\ in Fig. lib, Lx was fixed and Ly was varied. The results of 
wave focusing of the three cases shown in Fig. 11a are not very different and 
bottom variation correlation length in wave direction does not affect the wave 
field much. Fig. ll.b shows that when Ly is much longer than wave length, 
the focusing is relatively small. When the two lengths are the same, focusing is 
large. So correlation length in the direction perpendicular to wave propagation 
is an important factor to the wave field. When the correlation length is much 
shorter than the wave length, the focusing is also fairly dominant. This is be- 
cause for this case, the bottom is rougher, as there are more grid points in one 
wave length, and the wave fields are sensitive to this in short wave propagation 
distance. 
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Figure 11: Cross-section amplitude profiles obtained by the REF/DIF model, 
nonlinear version. L: water wave length, Lx and Lv: water depth correlation 
lengths in wave propagation and transverse directions, respectively. Wave period 
= 5 sec, Mean water depth = 5 m. Standard deviation of water depth = 0.5 m. 
Distance from where waves start: 700 m. 

We also used the bathymetry in Duck, NC to study the influence of bottom 
randomness of different statistical properties. The correlation length is about 
150 m in both alongshore and cross-shore directions. We used waves of different 
wave length for numerical studies. The results are similar to what we got from 
the generated water depth. When correlation length and wave length are similar, 
the effects on wave field is dominant. This can be observed quantitatively by the 
amplitude standard deviations. After waves propagate for certain distances ( 1 
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Figure 12: Cross-section amplitude profiles obtained by the REF/DIF model, 
nonlinear version, for incident waves of different wave periods T. Bathymetry in 
Duck, NC is applied. Distance from the incident waves, left figure: 1 km; right 
figure: 2 km. 

km and 2 km ), the amplitude standard deviations are 0.0323, 4.4, 2.5 and 0.0982, 
13.2, 8.6 for waves with time periods of 5sec, lOsec and 23.5sec, respectively. 
When the two lengths are the the most similar, the standard deviation is the 
largest. 

DISCUSSION AND CONCLUSIONS 

We have shown that small water depth perturbation can cause large wave 
fluctuations based on the wave model used. Different numerical models are 
sensitive to depth variation in different ways, and models involving nonlinearity, 
refraction and diffraction effects can be applied to study the effects of random 
bottom variations, such as the REF/DIF and the WANGLE models. Large 
and rapid water depth variations cause large wave field fluctuations, and with 
the same variance, different statistical water depths have different effects on 
wave field. The effects of a Gaussian distributed bottom variation on wave field 
depends on its variance and correlation function. The numerical results show 
that correlation length in the direction perpendicular to water waves direction 
is important to the wave fluctuations. When it is similar to the incident wave 
length, the wave fluctuation becomes larger. 

ACKNOWLEDGMENTS 

This work was sponsored by the U.S. Army Research Office, University Re- 
search Initiative under Contract No. DAAL03-92-G-0116. 

REFERENCE 

Brown,M. G., Tappert, F. D. and Sundaram, S. E., Chaos in Small-Amplitude 
Surface Gravity Waves Over Slowly Varying Bathymetry, J. Fluid Mech. 
,vol. 227, pp.35-16, 1991. 

Dalrymple, R. A., Suh, K. D., Kirby, J. T., and Chae, J. W., Models for 
Very Wind-Angle Water Waves and Wave Diffraction.  Part 2.  Irregular 
Bathymetry, J. Fluid Mech., 201, 299-322, 1989. 



742 COASTAL ENGINEERING 1996 

Holthuijsen, L. H. and Booij, N., Bottom Induced Scintillation of Long- and 
Short-crest Waves, Proc. the Intl. Symp.: Waves-Physical and Numerical 
Modeling, Vancouver, Canada, 1994. 

Kirby, J.T. and Dalrymple, R.A., Combined Refraction/Diffraction Model- 
REF/DIF 1, Version 2.4, Documentation and User's Manual, Center for 
Applied Coastal Research, Res. Rpt. CACR-92-04, 1992. 

Reeve, D. E., Bathymetric Generation of an Angular Wave Spectrum, Wave 
Motion, 16, 217-228, 1992. 



CHAPTER 59 

INTEGRAL CONTROL DATA ASSIMILATION IN WAVE PREDICTIONS 

L.H. Holthuijsen1, N.Booij1, M. van Endt1, S. Caires2, C. Guedes Soares2 

ABSTRACT 
In the present study a technique for assimilating observed wave data in numerical 

wave predictions is developed that exploits (a) the efficiency of a limited number of 
integral control variables and (b) the effectiveness of variational (model-consistent) 
assimilation. The formal procedure is independent of the type of control variables 
and of the wave model. The integral control variables in this study are chosen to 
represent large-scale errors in the driving wind fields and uncertainties in the wave 
model. The assimilation technique is validated with observations of the ERS-1 
satellite altimeter and two waverider buoys in two consecutive storms in the 
Norwegian Sea. The assimilation of the observations reduced the errors in the 
predicted significant wave height at the buoy locations typically from 25% to 15%. 
The technique is also demonstrated with an simulation of swell prediction in the 
Indian Ocean based on simulated buoy data and satellite data. 

INTRODUCTION 
Good quality wave forecasts are often required for estimating the workability for 

coastal and offshore activities. The quality of these forecasts, which are usually 
based on numerical wave models can be improved by assimilating wave observations 
(Komen et al., 1994). In simple assimilation techniques (sequential techniques), 
observed waves are used to correct the model wind and waves locally and 
instantaneously. The effect is short-lived as the corrections are quickly lost in the 
uncorrected wind and waves elsewhere in the model. In the more advanced 
variational assimilation techniques the observed waves are used to correct the entire 
space-time structure of the wind in detail, which is more effective. This requires 
very large computer capacity. However, this detail in the corrections is not required 
for two reasons. First, the wind errors that affect the waves are highly correlated 
in space and time and second, the waves are an integral effect of the wind in which 

1 Delft University of Technology, Department of Civil Engineering, P.O. Box 5048, 
2600 GA Delft, Netherlands. 

2 Lisbon University of Technology, Av. Rovisco Pais, 1096 Lisbon, Portugal 
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details of the wind are lost. In the present study a variational technique is developed 
that exploits this correlated and integral character of wind and waves by using 
integral control variables. It is efficient and seems therefore operationally feasible 
(e.g., all experiments of the present study were carried out on a personal computer). 
The technique is validated with an application in the Norwegian Sea and it is 
demonstrated with simulated data in the Indian Ocean. 

TECHNIQUE 
The essence of data assimilation in wave forecasting is that wave observations 

just prior to the forecast are used to obtain wind fields and wave fields that are as 
consistent as possible with both the first-guess wind field and the observed waves. 
The forecast system, including the driving wind fields, thus continuously adapts to 
the wave observations. 

Assimilation techniques for wave forecasting are commonly divided into 
sequential techniques and variational techniques (e.g., Komen et al., 1994). In the 
sequential techniques the wave observations are used to correct the wind and the 
waves at each time level of the model without regard for the previous states of the 
model. Since the space-time structure of the modelled wave field is not taken into 
account, the results are not consistent with the dynamics of the wave model. The 
variational techniques do take the dynamics of the wave model into account. Since 
the generation, dissipation and propagation of the waves in the entire geographic 
model domain is thus accounted for, the effect of these techniques is expected to be 
of longer duration. The most advanced of these techniques is the adjoint technique 
which determines a very large number of local corrections (in fact, every single 
wind vector in space and time, e.g., de las Heras, 1994). The variational technique 
presented here combines (a) the effectiveness of the variational techniques by 
correcting the driving wind field (consistency with the model dynamics) and (b) the 
efficiency of the sequential techniques using a relatively small number of corrections 
(compared with the conventional adjoint techniques). In the present study the chosen 
control variables are: (1) a shift in time and space of the wind field and (2) a 
common correction to all wind vectors and (3) a model coefficient representing 
wave dissipation. These control variables are taken to be constant in time and space 
during the assimilation period. To improve the subsequent forecast, the assimilated 
values of the control variables are extrapolated into the forecast. 

The assimilation technique optimizes the driving wind field and the 
corresponding wave field taking into account (a) the differences between the 
observed and computed waves and (b) the confidence in the driving wind fields and 
the wave model itself. These aspects are quantified in a cost function /: 

/=/*+/* (1) 

where Jx represents the differences (that need to be minimized) between the 
observed and the modelled waves and J * represents the corrections (that will be 
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penalized) that are needed in the wind field and the wave model. These differences 
and corrections are quantified as follows. 
(i) In the following the observed wave field is represented by a set of observed 

wave parameters such as significant wave height, mean wave frequency etc. 
Each of these may be observed at different locations and times. They are 
indicated as x° where subscript , is the realization index. The modelled waves 
are similarly represented by the same set of wave parameters x, at the same 
locations and times as x°. The penalty is expressed as 

•>*=£ffx?(xr-x,.)2 (2) 
i 

where a is the standard deviation of the error of the wave parameter x,- 
(ii) The corrections that are required in the driving wind fields and in the wave 

model can be represented as corrections of a set of control variables such as 
a shift in the location of a storm or a coefficient in the wave model. Each 
such control variable is indicated as ypj. Its value prior to the assimilation is 
indicated as its first-guess value \pf. Confidence in these values is expressed 
by penalizing the corrections that are needed in the assimilation, again with 
a quadratic measure with the variance of the errors in the control variables 
as weights: 

J 

where a^   is the standard deviation of the error of the control variable^, 
(representing the confidence in the control variable). 

The assimilation consists essentially of minimizing the cost function J which can 
be interpreted as adjusting the driving wind field and the wave model with a certain 
penalty, to produce the best-fit wave field. This minimum is estimated with one 
small perturbation per control variable in the driving wind field and in the wave 
model. The optimum values of the control variables thus obtained are used to carry 
out the fully assimilated wave forecast. Details of the method are given in 
Holthuijsen et al. (1996). 

The assimilation is carried out with the original wave model (no adaptations). 
The computer storage capacity for this technique is therefore equal to that required 
for one conventional model run. It follows from the above that the number of model 
runs with the wave model is equal to the number of control variables plus one. The 
technique is therefore efficient only when a limited number of control variables is 
considered. This condition is fulfilled if only a few integral control variables are 
used. 
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VALIDATION 
The technique is validated in two storms in the Norwegian Sea (1 - 10 March, 

1993). For the data assimilation and the verification, observations of the significant 
wave height (values of up to 7.5 m) from two waverider buoys and from the 
altimeter of the ERS-1 satellite are used (Fig. 1). The wave model is the second- 
generation model DOLPHIN-B of Holthuijsen and de Boer (1988). The integral 
control variables that were chosen for this validation experiment, are the ones 
mentioned above. They were taken to be constant in time and space (extrapolated 
into the forecast). 

75 

50 

25 

75 50 25 0 

Fig. 1 The area covered by the wave model with the locations SCOTT (S) and 
HALTENBANKEN (H) and the ERS-1 tracks that were used in this study 
during the assimilation period 3 - 8 March, 1993. 

Several combinations of the buoy and satellite data have been used. The effect 
is evaluated by comparing the computed significant wave height (before and after 
assimilation) with the observed significant wave height both in the assimilation 
period and in the forecast (e.g. Fig. 2 for the HALTENBANKEN location). Table 
1 presents some of the results in terms of the scatter index (rms-difference 
normalized with the mean observed significant wave height). Day 1-3 were used 
as spin-up of the wave model. Day 4 - 8 is the assimilation period. Day 9 - 10 is 
the forecast period. It is obvious that the agreement between computed and observed 
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waves improves considerably both in the assimilation period and in the forecast, in 
particular in the forecast at location SCOTT where the scatter index drops from 
37.2% to 12.4% (buoy assimilated) or 17.1% (buoy and satellite assimilated). 

0 

-buoy 

- first guess 

• assimilated (buoy) 

Haltenbanken 

assimilation -•< forecast 

5 11 

Fig. 

6 7 8 9 10 

Day of March 1993 

2 The observed significant wave height at HALTENBANKEN (waverider 
buoy) with the first-guess significant wave height and the assimilated 
significant wave height (HALTENBANK buoy only) in the assimilation 
period and in the forecast period. 

DEMONSTRATION 
The assimilation technique is demonstrated in the Indian Ocean with a simulated 

swell forecast at a near-shore location (10 km offshore) off Kerala (southern India, 
Fig. 3). All wave information in this demonstration has been simulated with the 
wave model. A period has been selected with a storm south of Madagascar that 
produced high swell conditions off Kerala in July of 1995 (Fig. 3). The aim of the 
assimilation is to improve the forecast of crossing the 1 m threshold of the swell 
wave height at the near-snore location. The observed swell wave height (defined asffW( = 4 m0.i 
where mQ, is the variance of frequencies less than 0.1 Hz) is simulated with actual 
(not simulated) 12-hour wind forecasts of the European Centre for Medium Range 
Weather Forecasts (ECMWF, Reading, England). The "observed" swell wave 
heights at the near-shore location are given in Fig. 4. Two cases are considered. In 
the first case, simulated wave data from one buoy, located 200 km south-west off 
Kerala are used. In the second case, simulated wave data from the ERS-1 satellite 
are used. For the assimilation the same control variables are used as in the 
validation experiment, except the wave dissipation coefficient which is not included 
(wave physics cannot be inferred from simulated wave data; the value of this 
coefficient is set at the value obtained in the above validation experiment). 
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Fig. 3 The area covered by the wave model in the Indian Ocean with the wind field 
analysis of ECMWF showing the storm south of Madagascar that generated 
the high swell conditions at Kerala (India). The wave rays indicate great 
circles along which swell can propagate towards Kerala (the ones shown here 
are used in the wave model). Note the coinciding directions of wind and 
swell rays in the storm. 
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Day of July 1993 

Fig. 4 The "observed" (simulated) swell wave height at the near-shore location off 
Kerala with the first-guess swell wave height and the assimilated swell wave 
height (off-shore buoy and satellite) in the assimilation period and in the 
forecast period. 

The first-guess swell wave height (including the first-guess forecast) at the near- 
shore location is simulated with the wind analyses of ECMWF (to obtain wave fields 
that are somewhat different from the "observed" wave fields). It is obvious from 
Fig. 4 that this first-guess, at July 7, 00:00 UTC, predicts the crossing of the 1 m 
threshold on July 9th more than 24 hours too late. The result of assimilating the off- 
shore buoy data over a period of 5 days (sampled at 6 hour interval) is to predict 
the time of threshold-crossing only 9 hours late. This is an improvement of 17 
hours. The scatter index of the swell wave height at the near-shore location reduces 
significantly e.g. in the forecast from 30.9% to 19.2% (Table 2). The satellite data 
were simulated at the actual tracks of the ERS-1 over a period of 23 days (15 days 
spin-up, 5 days assimilation and 3 days forecast) with the same wind fields but 
sampled every 30 min when the satellite was (a) over the Indian Ocean and (b) the 
observation was on a great circle through the near-shore location off Kerala (so that 
swell could potentially affect the Kerala location). This resulted in about 6 
observations per day, or 88 in total during the 15 day assimilation period (Fig. 5). 
The effect of assimilating these data on predicting the threshold-crossing is 
somewhat uncertain as the corrected swell wave height fluctuates around this level 
(Fig. 4). In terms of the scatter index, the effect is small in the assimilation period 
but reasonable in the forecast period (Table 2). It is speculated that the poor 
performance in the assimilation period is due to the fact that 6 observations per day 
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T^ 

Fig. 5 Locations at which the wave data from the ERS-1 satellite were simulated 
for the demonstration in the Indian Ocean. The locations are at 30 min 
interval and on great circles centered at the near-shore location off Kerala 
(potentially affecting the waves there). 
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over such a large area is not sufficient to detect and correct rather local (on the scale 
of the Indian Ocean) errors in the wind field (the timing or location of the storm 
south of Madagascar that generated the swell). 

CONCLUSIONS 
A variational data assimilation technique has been developed based on the notion 

of integral control variables. It has been shown to be rather effective and efficient 
in the sense that the forecasts of the significant wave height in the validation 
experiment improved considerably with only a small fraction of the computer effort 
that is normally involved in variational techniques. Adding satellite data to the 
(buoy) assimilation in this validation experiment did not improve the forecasts at the 
buoy locations. This is possibly due to the fact that the satellite data contribute to 
the overall improvement of the wave field rather than to the improvement at one 
particular (buoy) location. The demonstration of the assimilation technique for swell 
forecasting in the Indian Ocean showed that for satellite data to be effective, more 
than only a few satellite observations per day are required over such extensive areas 
as the Indian Ocean. 
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scatter index 
in % 

data sets in 
assimilation 

March 1993 

location of significant wave height 
forecast 

assimilation period forecast period 

ERS-l first-guess 24.7 26.4 

assimilated 
altimeter 
altimeter + buoys 

18.3 
18.3 

25.5 
25.4 

SCOTT first-sucss 22,0 37.2 

assimilated 
SCOTT buoy 
SCOTT buoy + altimeter 
HALTENBANKEN buoy 

16.3 
16.0 
22.8 

12.4 
17.1 
28.0 

HALTENBANKEN : first-guess  . ':^/-'~M^w\Pi Is'S'liSHI 
assimilated 
HALTENBANKEN buoy 
HALTENBANKEN buoy + altimeter 
SCOTT buoy 

14.5 
19.0 
15.2 

10.1 
10.0 
13.5 

Table 1. Scatter index (= normalized rms-error, see text) between computed 
and observed significant wave height for the ERS-l altimeter and two 
waverider buoys in the Norwegian Sea and the North Sea in the 
validation experiment. 

scatter index 
in % 

data sets in 
assimilation 

July 1995 

swell wave height 

location of 
forecast assimilation period forecast period 

near-shore first-euess 18.4 30.9 

assimilated 
off-shore buoy 
ERS-l satellite 

9.9 
15.4 

19.2 
23.1               1 

Table 2. Scatter index (= normalized rms-error, see text) between computed 
and "observed" (simulated) swell wave height at the near-shore 
location off Kerala (India) using simulated wave data from either an 
off-shore buoy or the ERS-l satellite. 
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CHAPTER 60 

TWO-DIMENSIONAL ANALYSIS 

OF WAVE TRANSFORMATION 

BY RATIONAL-APPROXIMATION-BASED, 

TIME-DEPENDENT MILD-SLOPE EQUATION 

FOR RANDOM WAVES 

Toshimasa IshiiJ Masahiko Isobe2and Akira Watanabe2 

ABSTRACT 

The method for determining coefficients in the rational approximation is im- 

proved and a numerical method is developed for application of time-dependent 

mild-slope equation for random waves to two-dimensional wave fields. The va- 

lidity of the method is verified through comparisons with analytical solutions in 

typical situations and an experimental result of wave transformation around a 

man-made island on a uniform slope. 

1. INTRODUCTION 

Time-dependent mild-slope equations for random waves were derived from Berk- 

hoff's mild-slope equation by approximating frequency-independent expressions 

to frequency-dependent coefficients (Kubo et al, 1992; Kotake et al, 1992; Isobe, 

1994). It can be used to simulate directly the time evolution of irregular waves. 

The approximation by a rational function (Pade approximation) has a high ac- 

curacy to the coefficient over a wide frequency range (Isobe, 1994). However, 

the method for determining the coefficients in the rational function and the nu- 

merical calculation method for applying to two-dimensional problems were not 

established. In this paper, a method was developed to apply the time-dependent 

mild-slope equation for random waves to practical problems. The results of cal- 

culations are compared with analytical solutions in typical situations and an ex- 

perimental result of wave transformation around a man-made island on a uniform 

slope. 

^okyo Electric Power Co., Ltd., Tsurumi-ku, Yokohama, 230, Japan 
2Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo, 113, Japan 
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2. A TIME-DEPENDENT MILD-SLOPE EQUATION 
FOR RANDOM WAVES BASED ON RATIONAL 
APPROXIMATION 

The governing equation is as follows: 

V24> - wiV2 (^\ + (b0 + ico)} + .(&! + id)^ - 62^| = 0 (1) 

where t is the time, V the differential operator in the horizontal two directions, 
i the imaginary unit and <f> the unknown variable which is related to complex 
amplitude <j> as follows. 

^=^e-
iw'\ LU'=U-L0 (2) 

where w is a representative angular frequency, to and ui' the angular frequency 
and its deviation from w, a\,b0,b\ and b2 the coeffcients in the rational function 
in (4) which is approximated to k2 (k: wave number) in a Helmholtz equation 
(3) (Radder, 1979), and c0 and cj the energy dissipation term to model the wave 
breaking. 

V2j>+k24> = 0 (3) 

,2 = 
bo + hu' + b2u'2 

1 - OiW' l   j 

3. IMPROVEMENT OF METHOD FOR DETERMI- 
NING COEFFICIENTS 

3. 1. Condition of numerical stability 

For monochromatic progressive waves, <j> is expressed as 

1 _ npi{kxcoaS+kyeiiiO-u't) (5) 

Then, equation(l) becomes 

- k2 + axk
2J + [b0 + ico) + {W + iCl)uj' + b2{u)'f = 0 (6) 

Equation(6) can be solved for w' as 

J = {-(fllA,-2 + lh + ict) ± ^(chk
2 + lh + icx)

2 - 4b2(-k
2 + bo + ;:c0)} /(2/;2) (7) 
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To avoid numerical divergence, 7ra{a/} < 0. This requires that the magnitude of 

the imaginary part for y/ should not exceed c\. Let the real and imaginary parts 

in the \J     be denoted by A" and Y, respectively, then the condition is written as 

X > 0    (cx = 0) (8) 

X > (Y/2Cl)
2 - c\    (Cl>0) (9) 

The above condition should be satisfied for an arbitrary k, which yields 

61-46o62<0,    c0 = 0     (ci=0) (10) 

;)'-(s)©+(S)S0 <->•) 
In a previous study (Isobe, 1994), equal signs were taken for the sake of conve- 

nience within the above restrictions. Then, 

b2 = bl^bo) (12) 

Cl = {2b2/b1)c0 (13) 

However, numerical divergence occurs due to round-off error if the coefficients are 

determined by the above equations. An example is in the calculation of wave 

propagation over a submerged circular shoal. In the present study, the conditions 

were modified to avoid the numerical instability as follows: 

b\ - 66062 < 0,     c0 = 0     (Cl = 0) (14) 

Within the above restrictions, we take equal signs. Then, 

62 = 6?/(66b) (16) 

ci = (262/61)c0 (17) 

By considering the above two equations, independent parameters are a\, bQ, b\ 

and Co- 

3.2. Determination of coefficients 

The coefficients ai,b0,bi and 62 can be determined from three sets of u>' and 

k which satisfy the dispersion relation exactly and equation(16) which is the 

condition to avoid numerical divergence.   In the previous method (Isobe, 1994), 



TIME-DEPENDENT MILD-SLOPE EQUATION 757 

equation(4) was applied piece by piece to three intervals of frequency range to ap- 

proximate dispersion relation accurately, but it required extensive computational 

time for calculation of two-dimensional wave transformation of random waves. In' 

the present study, equation(4) is applied for the whole range of frequency and 

the coefficients are determined by using three sets of UJ' and k which satisfy the 

dispersion relation exactly on f /fp =0.76, 1.22, 1.92, where / is frequency, fp the 

peak frequency. Figure 1 shows the dispersion relation which was obtained by 

applying equation (4). The relative error due to the method is at most 10 % in 

the range of f/fp = 0.68 ~ 2.07 which occupies the major portion of wave energy 
in frequency spectrum. 

When we determine the values of coefficients a^, b0, &i and b2, we compensate 

for the error included in the finite difference form of the equation in the ADI 

method of which the detail is given later. The finite difference expressions for 

each term in equation(l) are related with the corresponding derivatives as 

dx2 
F.D. 

sin(i&Aa;cos#) 

~kAx cos 6 
cos(-io'At) 

29>l 
dx2 J^ (18) 

8y2 

d3c 

dx2dt 

83d> 

F.D. 

dy2dt 

s'm(~kAy s'm8) 

^kAysinO 

sin(|A:Ax cos ( 

|fcAx cos# 

sin(|fcA)/sin6 

^kAysin0 

.1 
cos(-w'At) 

2(Pl 
dy2 

sin(l^'Af)   <93^ 

\ui'At    dx2dt 

sin(§u/At)   d34> 

1^1 (19) 

IF.D 

10 

kh 

o^ 
o 

iw'At dy2dt 

I.-, 
= (-cosu>'At + ^)cj> = M 

1 

Figure 1: Accuracy of Pade approximation to k 

(20) 

(21) 

(22) 
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d4> sin w' At d<j>      Q d<j> 
dt F D "    ui'At   dt      A dt 

d2j> 
dt2 

F.D. ~ \    \uj'At    j   dt2 ~ '2 dt2 

(23) 

(24) 

where |px>. denotes the finite difference expressions. The wave directions 6 at 

calculation grid points are assumed as 45°, which makes the values of correction 

factors the same for x- and y-directions and closer to unity. Under the condition 

that Ax = Ay = A/, the finite difference expressions and correction factors are 

as follows: 
92h _ d2i d24>\ _ d2} 
§pr|F.D. - aigp-,        §p-|F.D. - «i g^r 
93j> I       _      a3}      _dli_\      — n   a30 

3^29tlF.D. — «2 gx2dt,     S!/29t|F.D. — "29j/29t 

(25) 

{   ^AI   )   (cos(5u, At))   ,   a2 = (^kr-J   "4^ j        (26) 

Then, instead of equation (6), the finite difference equation for equation(l) implies 

- aik
2 + axa2k

2J + bopo + &i/W + 62/?2w'2 = 0 (27) 

for c0 = Ci = 0.   By rearranging the equation with b2 ~ bl/6b0, the equation is 

written 

- b'aik
2 + a*a2k

2J + j30 + £/W + -fofu/2 = 0 (28) 

where 

b* = l/bo,     C = bi/b0,     a* = ai/b0 (29) 

Three independent parameters can be determined from three set of exact values. 

Since equation (29) is linear in a* and b*, these parameters can be eliminated 

to yield a parabolic equation in terms of £. After solving for £, we can determine 

cti, b0, W and b2 by equations (16) and (29). 

4. METHOD OF NUMERICAL CALCULATION 

The ADI method is employed in the numerical calculation to achieve high accu- 

racy in a reasonable computational time. The calculation is carried out alternately 

in the x- and ^-direction. In the discretization by the ADI method, the term V2<f> 

cannot be ensured a second-order accuracy in time. In the present study, the term 

is averaged over time to ensure the accuracy. The finite difference equations of 

the equation (1) in the x- and y-directions are written 

(t+1 time step : x-direction) 
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2 ^ (Ax)2 + (Ax)2 

my (Ax)2A< 

A (hzizlAAAhL , fe-^y + fe+A 
2 ^ (Ay)2 + (Ay)2 j 

_.   (^lj-i - 2*1 + kni) - (fe -2fe' + fe+i) 
(Ay)2Ai 

3 v y      2Ai 

_&2 (A^ " ° 

(t+2 time step : y-direction) 

1 (^-h-^if + ^th , ^-ij - 2$,,- + ft+1J 

(30) 

2 I (As)2 + (Aa 

Wl (AxfAt 

1 /r#£1-2^ + #&      ^-2^ + ^ 
2 ^ (Ay)2 + (Ay)2 

(Ay)2Ai 

+ (6o + «c0) — ^  + i{h + icx)    'J d 

*ff - 2*ff + &„• 
~b2 {At)2 -0 (31) 

where (i, j) is the grid number in the (a;, y) coordinate system, t the time, Ai 
and Ay the grid size in x- and y-direction, respectively. 

5. NUMERICAL RESULTS 

As for the frequency spectrum and the directional spreading function, the 
Bretschneider-Mitsuyasu-type and the Mitsuyasu-type were employed. The inci- 
dent waves consisted of 1000 components and were given by the single summation 
method. 
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5. 1. Refraction 

The present method was applied to the calculation of refraction of multi-directi- 

onal irregular waves on 1/50 slopes. The significant deepwater wave height and 

period are 1.0m and 8.0s. The principal wave direction is normal to the shoreline 

(0°). The maximum directional concentration parameter, Smax, is 10 in deep- 

water. In this case, the analytical solution can be obtained by means of linear 

superposition of the spectral components by Snell's law. Figure 2 and 3 compare 

the two-dimensional and cross-shore distributions of the significant wave height, 

respectively. Dashed lines show analytical solution and solid lines represent the 

results of numerical calculation. Good agreement is observed. 

Incident waves fy Offshore 
Y(m)f 

200- 

100 

Analytical solution 

' Calculation result 

•100 0  Onshore100  x<m> 

Figure 2: Significant wave height distribution due to refraction 

#1/3/(#1/3)0 
1.0 

Onshore 0 0 
6 

2.0 

-^1/3/(^1/3)0 
l.a 

i Onshore 00 
6 

2.0 

1.0 

Onshore.. 

__                                              X=-60m    " 

 : ,,!>.. 
100                                              200       Y(m) 

L_                                     X=0m      • 

 • 1 1 .  1  1 

100                                              200       Y(m) 

1    1    1    1    |    1    1    1    1    |    1    1    1    1    |    1    1    1    1    |    1    1    1 

______                                          X=60m    " 

- 

-Analytical solution 
"Calculation result 

Offshore 

Offshore 

Offshore 

Figure 3: Significant wave height cross-shore distribution due to refraction 
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5. 2. Diffraction 

Diffraction coefficients of multi-directional irregular waves for a semi-infinite 

breakwaters and through a breakwater gap have been calculated by Goda et al. 

(1978) by superposing analytical solutions. In the calculation, Bretschneider- 

Mitsuyasu-type frequency spectrum and Mitsuyasu-type directional distribution 

function are used. Dashed lines in Figures 4 and 5 show the results with the 

maximum directional concentration parameter, Smax = 10. In Figure 4, L denotes 

the wavelength corresponding to the significant wave period. In Figure 5, B 

denotes the gap width and this figure shows the case of B/L=8. Solid lines 

represent the results of the present method. These lines agree well with the 
dashed lines. 

 Analytical solution 
(Goda et al., 1978) 

 Calculation result 

-5-4-3-2-10    1    2    3    4    5 
Incident waves )} X/L 

Figure 4:   Diffraction coefficient around a semi-infinite breakwater for irregular 
waves .     ,  ..   ,    , ,. -Analytical solution 

(Goda et al., 1978) 

Calculation result 

-3 -2 -1 0 
Incident waves u 

Figure 5: Diffraction coefficient around a breakwater gap for irregular waves (A 

gap width of 8 significant wavelength) 
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5. 3. Submerged circular shoal on a constant bottom 

When waves propagate over a submerged circular shoal, the phenomenon of 

combined refraction-diffraction of waves occurs. To illustrate the capability of the 

present numerical model for the phenomenon, we compared the present results 

with that obtained by using the parabolic equation for a submerged circular shoal 

(Serizawa et al, 1990). Figure 6 shows a submerged circular shoal on a constant 

depth. The constant water depth is 15m, the water depth at the peak of the 

circular shoal with radius 160m is 5m. Serizawa et al. (1990) calculated for this 

case. The significant wave height and period are 1.0m and 5.1s. The principal wave 

direction is in the positive y-axis (0°). The maximum value Smax of the parameter 

S in the Mitsuyasu-type directional spreading function was 10. Significant wave 

height distributions are presented in Figeres 7 and 8, to compare with the previous 
numerical result. Good agreement is observed. 

-3 

-2 

-1 
Incident waves 

—»-   0 
X/L 

"--. 
\ 

1 \ 

7      8 

Figure 6: Sketch of submerged circular shoal on a constant bottom 

5. 4. Wave breaking 

Breaking wave model used is the same as Isobe (1987). The calculation of 

wave breaking was carried out in the cross-shore wave transformation problem for 

uni-directional irregular waves. The slope is 1/50. The significant wave period 

is 8.0s. The significant deepwater wave heights are 2.0m and 4.0m. In Figure 9, 

dashed lines show the results of calculation and solid lines show the results by 

Goda (1975). In the figure,H0 is the significant wave height in deep water and h 

the water depth. The effect of wave nonlinearity and wave setup in shallow water 

is neglected in the present method. By considering this, the results seems to be 

in reasonable agreement with the results by Goda. 
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-3   -2 
Incident waves {} X/L 

Figure 7: Present result for a submerged circular shoal on a constant bottom (the 

ratio of significant wave height to incident wave height) 

Y/L 

/ "\ / /- 
•\ * f 

\\\ N 'Ih 
D.96| 

^ i i 

^m V S a 1 

\ --, ^ / 

-1     0 

Incident waves u Kjl, 
Figure 8:   Previous result for a submerged circular shoal on a constant bottom 

(The ratio of significant wave height to incident wave height) 

1.5 

G    0.5    1     1.5    2    2.5    3    3.5    4 
h/H0 

Figure 9: Significant wave height change of uni-directional irregular waves clue to 

shoaling and breaking 
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6. WAVE HEIGHT DISTRIBUTION AROUND 
A MAN-MADE ISLAND 

Numerical calculation of wave transformation around a rectangular man-made 

island on 1:50 slope is performed. It is an island of 1km long in the alongshore 

direction and 0.5km wide, and located about 1km from the coastal line. Hydraulic 

model tests with a multi-directional wave maker were carried out by Central Re- 

search Institute of the Electric Power Industry, Japan (Ikeno et al, 1995) to 

investigate effects of the irregularity and directional spreading of waves behind 

the man-made island. The model is 1/150 in scale and the island is 6.6m long and 

3.3m wide. The water depth at the man-made island is 20m at prototype scale 

which corresponds to 15cm at model scale. Side walls in the laboratory basin are 

installed on the slope along both edges of the wave maker, preventing waves from 

being diffracted. 

Numerical calculation is performed under the same condition as that of the ex- 

periment. The offshore significant wave height and period are 9.2m and 14.3s. As 

for the frequency spectrum and the directional spreading function, the Bretschnei- 

der-Mitsuyasu-type and the Mitsuyasu-type were employed. The maximum values 

Smax of the parameter S in the Mitsuyasu-type directional spreading function were 

25. The incident waves consisted of 512 components and were given by the single 

summation method, whereas input signal to each segment of wave maker was com- 

puted by superposing component waves with 512 frequencies and 90 directions by 

the double summation method. 

Figure 10 and 11, respectively, depict the numerical result and the experimental 

result (Ikeno et al., 1995) for significant wave height distribution. Figure 12 com- 

pares the longshore distributions of the significant wave height. The validity of 

the numerical model is verified through comparison with the experimental result. 

7. CONCLUSION 

We have proposed a method for determining coefficients in the rational ap- 

proximation and an efficient numerical calculation method for applying the time- 

dependent mild-slope equation for random waves to two-dimensional problems. 

The results of numerical calculations were compared with analytical and experi- 

mental results, which confirmed the validity of the present method. 
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1500 
Y(m) 
1200 

2400 Y, ,3000 X(m) 

Figure 10:   Calculation result ( The ratio of significant wave height to incident 

wave height, (#1/3)0 = 9.2m, T1/3 = 14.3s, 5max =25, 0p = 0° ) 
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CHAPTER 61 

NONLINEAR WAVE TRANSFORMATION DUE TO 

A SUBMERGED BREAKWATER 

Masahiko Isobe} Akira Watanabe1 and Shogo Yamamoto2 

Abstract 

A nonlinear model of wave transformation due to a submerged breakwater is 
developed on the basis of the nonlinear mild-slope equations. Numerical compu- 
tation shows that significant amount of wave energy can be transferred from the 
fundamental component to higher harmonics by adjusting configuration of the sub- 
merged breakwater. In case of oblique incidence, wave direction as well as wave 
period changes due to the breakwater. These results implies the possibility to 
control wave period and direction as well as wave height. 

1 Introduction 

When waves propagate in a region of rapidly changing depth such as over a submerged 
breakwater, higer harmonic components are generated due to nonlinear effect. Various 
numerical simulations have been carried out for nonlinear wave transformation due to a 
submerged breakwater (Ohyama and Nadaoka, 1992, 1994; Tsubota et al., 1994). This 
implies that submerged breakwaters can change and control characterictics of waves 
such as wave height, peirod and direction, which can be utilized in coastal engineering. 
Since floating breakwaters are, in general, effective for controling only short period 
waves, combination of submerged and floating breakwaters may become an efficient 
breakwater system. Change of frequency spectrum over an offshore bar is an essential 
factor in predicting wave field and resultant wave-induced nearshore current. These 
indicate the importance to study wave transformation due to a submerged breakwater. 

Since generation of higher harmonics is a strongly nonlinear phenomenon, it cannot 
be reproduced by linear or weakly nonlinear wave theories. Isobe (1994) derived a set 
of nonlinear mild-slope equations which includes full nonlinearity and full dispersion. 
In the present study, numerical simulations are performed based on the nonlinear mild- 
slope equations to examine the function of a submerged breakwater to control not only 
wave height but also wave period and direction. 

2 Basic Equations and Boundary Conditions 

2.1    Nonlinear mild-slope equation 

Fully nonlinear and fully dispersive wave theories have been developed by Nadaoka et 
al. (1994), Nochino (1994) and Isobe (1994) among which the nonlinear mild-slope 
equations derived by Isobe (1994) is employed in the following numerical simulation. 

'Dept. of Civil Eng., Univ. of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113, Japan. 
2Penta-Ocean Construction Inst. of Tech., Nishinasuno-machi, Nasu-gun, Tochigi 329-27, Japan. 
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In deriving the nonlinear mild-slope equations, the velocity potential, <j>, is expanded 
into a series in terms of a set of vertical distribution functions, Za, which are given a 
priori: 

N 
<f>{x,z,t) = £Z0(*;fc(x))/a(x,t) = £„/„ (1) 

where h is the water depth, x = (x,y) the horizontal coordinates, z the vertical coor- 
dinate, t the time, and N the total number of terms. 

By substituting the above expression into the Lagrangian defined by Luke (1967), 
applying the variational principle, and neglecting terms of the second order in bottom 
slope, the following equations can be obtained: 

ft f       1 1 Pl7^ dZ^ i)7^ 
971 + Z^m+ \zW*We + Ydf-dT^ + -^zV^fpVh = o      (2) 

f) dZ^ 
zi-jft + V(A^V^)" B°>eff> + (c<^ " c°e)vf0Vh + -^Zlfevnvh = 0    (3) 

where r\ is the water surface elevation, g the gravitational acceleration and 

Zl = Za\z=v (4) 

rn 
Aaf) = /    ZaZp dz (5) 

J—h 

R       r> dza dz0 B^ = ]_h^T-8z-dz W 
r oza „ , ,. 

Unknown functions in Eqs. (2) and (3) are /„ (a = 1 to N) and TJ which yield N + 1 
unknowns, whereas the total number of equations is also N + 1. No assumptions other 
than expanding the velocity potential into a series are made in deriving the equations. 
Therefore, the nonlinear mild-slope equations can be used to simulate even strongly 
nonlinear and strongly dispersive wave transformation. 

2.2    Vertical distribution functions 

Since the present study deals with wave transformation in shallow water, even-order 
polynomial functions are chosen as vertical distribution functions: 

Then, Eqs. (4) to (7) become 
Zl = C2^-1' (9) 

^ = h^TW^ (10) 

Ba0
 -  h 2(a+/?)-5 (11) 
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CaP = 2(a - 1) 
£2(a+P)-4 0oc+0)- 

where 

2(a + /?)-4     2(a + 0)-3 

+ V 

(12) 

C h 
(13) 

In the following calculation, the series is trancated at the second term (N=2) as 

2 

c/>(x,y,z) = fi(x,y,t)+ (1 + - )   f2(x, y,t) 

so that Eqs. (2) and (3) are rewritten in more specific forms: 

-f + ^f^ v/. + ^v,, 

Mh + V) 
h3 h v/1 + ^v/2 Vft = 0 

1 
+ 2 h h? 

(14) 

(15) 

d-q + V 
or 

2(fe + ?)t? 
ft3 

(A + »?)2 ^ 

(ft + .)v/1 + ^#v/2 3ft2 

/2V??Vft = 0 

+ (*+*m-*av/aVh 

/i2    dt 
4-V (ft + i/)3 ,  (ft+ «?)'/ V/l +        g,4       V-f2 3ft2 

(fe+t?)2(fe-2>?) 
3ft3 

2.3    Boundary condition 

V/iVft • 

5ft4 

2(ft + ??)3 

ft5 

4(ft + r?)s 

3ft4 h 

f2Vr]Vh = 0 

(16) 

(17) 

We first consider one-dimensional (on-offshore) wave transformation. At the onshore 
boundary, waves propagate only shoreward (i.e., positive x direction) with wave celerity, 
C so that for any independent variable, $ (= rj, f\ or /2), 

$ = $(x - Ct) (18) 

At the offshore boundary, waves consist of incident and reflected waves denoted by $;n 

and $r, respectively: 
$ = $in(z - Ct) + $r(z + Ct) (19) 

where the incident waves are given and the reflected waves are unknown. 
Differentiating the above two equations with respect to x and t, we obtain the fol- 

lowing boundary conditions: 

——h C-r— = 0    (at onshore boundary) 
at Ox ' 

-a-— C — 2 = 0    (at onshore boundary) 

(20) 

(21) 
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The water surface elevation, rfm, due to the incident waves can be given from an 
appropriate progressive wave theory from given water depth h, wave period T, and wave 
height H. The functions, /ijn and /&, should also be able to be given from the same 
wave theory, but an explicit expression is not available in any wave theory. However, 
since nonlinearity is normally negligible at the offshore boundary, linear relationships 
between rf1Ti, and fym and f2-m are derived as follows. 

One-dimensional linerized forms of Eqs. (15) to (17) for a constant depth are written 
as follows: 

"+T+a~ = 0 (22) 

which result in an eigenvalue problem for 77, f\ and f2. To solve the problem, we seek 
for a non-trivial solution of the following forms: 

v = aei(-kx-wt) (25) 

ft = cneW*-"*) (26) 

f2 = a2e
i(kx-u'i) (27) 

where u (= 2ir/T) is the angular frequency to be given, k the wave number to be 
determined from the eigen value, and a, a\ and 02 are the amplitudes. 

By differentiating Eq. (22) with respect to t and substituting it into Eqs. (23) and 
(24), r\ can be eliminated: 

i(d2h   d2}2\     d2h   hd2f2 

1 (d2fi     82f2\     hd2h  ,hd>f2      4 

Then substitution of Eqs. (26) and (27) into the above two equations yield the following 
two equations: 

,,,2 ^£2 
-(«! + o2) - hk2ar - —-a2 = 0 (30) 

9 

o> hk2 hk2 4 
(ffli + 02) —ai — a2 - —o2 = 0 (31) 

g A o An 

To obtain a non-trivial solution, the determinant of the above simultaneous equations 
should vanish, from which we can determine the wave number as 

2 _ 6h2cj2 - ISgh ± y/(6fe2tu2 - lhghf + 60fffe3^ 
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in which positive sign should be selected because positive and negative signs, respec- 
tively, yield positive and negative values of k2 corresponding to progressive and ev- 
ernecsent waves. Then the normalized eigenvector, (ri,r2), becomes 

rt = 

r2 

ax 3w2 

ai + o2      2ghk2 

0.2 3u2 

(33) 

(34) 
ai + a2      2     2ghk2 

By considering Eqs. (22), (25) to (27), (33) and (34), we finally obtain the following 
relationships: 

= 1- (^L _ l\ „_ (35) 
/lin ~ t> \2gTW     2 ' Vil 

/2: 
9_ 
iu \2     2ghk*)T,i' 

(36) 

The above relationships will be used even when a nonlinear wave theory such as Stokes 
or cnoidal wave theory is employed to give incident waves because nonlinearity is nor- 
mally not so strong at the offshore boundary. 

3    Computational Method and Condition 

Eqs. (15) to (17) are solved numerically by an implict finite difference scheme. The 
initial condition is still water and the time evolution of -q, /i and /2 is calculated by 
these equations as well as the boundary conditions (20) and (21). Spatial derivatives 
are evaluated at the center of the old and new time steps. This necessitates an iteration 
procedure, for which the Newton-Raphson method is employed in the present study. 

The computational domain is 500m long including a submerged breakwater or a 
step. The grid size is 1/64 of the wavelegth, and the time increment is 1/64 of the 
wave period. This fine grid size assures the accuracy of the numerical solution for the 
nonlinear mild-slope equations. 

To give incident waves, a third-order Stokes wave theory and a second-order cnoidal 
wave theory (Isobe and Kraus, 1983a, b) are employed depending on the Ursell param- 
eter. Stokes wave theory is employed when the Ursell parameter is less than 25, and 
cnoidal wave theory is employed otherwise. 

The incident wave conditions for close examination of the numerical result are shown 
in Table 1. 

Table 1   Incident wave condition for numerical experiment 

wave period 

(0 
wave height 

(m) 
water depth 

(m) 
Case 1 7.1 1.0 10.0 
Case 2 7.1 2.0 10.0 
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Two types of bottom configuration are employed: step type and submerged break- 
water type. Samples are shown in Figure 1 and detailed dimensions used are shown 
in Table 2. 

Table 2   Bottom configuration 

slope of step tan# 1/3, 1/5, 1/10, 1/20 
relative depth on step h,/h 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 

submerged breakwater 
relative crown depth hs/h 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 
relative crown width b/h 2, 4, 6, 8, 10, 12, 14, 16, 20, 22 

/  N Submerged . 
W breakwater  Case 1, tan 9 = 1/3, ha/h = 0.3,6/ft = 4 

-10 

(b)    Step 

200 <00        (m) 

Case 1, tan0 = l/3,/i,//i = 0.3 

0 

• 

^^p^&^*i^M~^^ 

10 
 /     .    ; 
t      .      ,      .     (      .      i      .      i      .      . 

— »?(m) 
— 7(m) 
— Depth (m) 
— M.W.L. (m) 
— Hight ratio 

Energy Flux 
(Kg m33-2) 

r)(m) 
j?(m) 

Depth (m) 
 M.W.L. (m) 
 Hight ratio 

Energy Flux 
(Kg mV2) 

MO 400 (in) 

Figure  1    Examles of calculated distribution of the water surface elevation, wave 
height, mean water level, and energy flux. 
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4    Result for 1-D Calculation 

Figure 1 shows examples of calculated distribution of the water surface elevation at 
two different time steps, wave height, mean water level, and energy flux. Waves are 
incident from left to right, (a) is for a submerged breakwater, and (b) is for a step. 
The energy flux is kept constant except for a small fluctuation which may have resulted 
from the error due to insufficient number of terms in the series expansion of the velocity 
potential. As can be seen from the water surface elevation, wave disintegration on the 
breakwater or step is significant. 

To examine the nonlinear wave disintegration, the temporal change of water surface 
elevation is transformed into a Fourier series at every point. Figure 2 shows the 
distribution of amplitude of the first six components. Spatial change of amplitudes on 
the step are periodic. 

The spacing between two adjacent peaks of the second harmonics is derived theoret- 

(a) Submerged 

breakwater Case l, tan0 = 1/3, ft,/* = 0.3,6/ft = 4 

as 

0.4 

0.2 - 

o - 

(b) 
0.4 

0.4 

0.2 - 

V\ */%/\^/\/\/>A /Wwv — ,*,(,„) 

Depth xlO-2(m) 
M(m) 
foil(m) 

 M(m) 
 M(m) 
  M(m) 

M(m) 

Case 1, tanfl = l/Z,h,/h = 0.3 

ww\ 

z 

Depth xl0-2(m) 
l%|(m) 
M(m) 
M(m) 

— M(m) 

200 400 (m) 

l7s|(m) 
M(m) 

Figure 2   Distribution of amplitude of various harmonics. 
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ically as (Massel, 1983) 
A2 = 27r/(fc2 - 2fci) (37) 

where k\ and fc2 are the wave numbers corresponding to the linear dispersion relation 
for u and 2u>, respectively: 

uj   = gk\ tanhfcife 

Aw1 = <7fc2tanhfc2/i 

(38) 

(39) 

The present result agrees well with the above theory, which implies the return spac- 
ing is predicted theoretically. However, the amplitude cannot be predicted accurately 
expecially for strongly nonlinear cases. Thus, it is examined in the present study in 
detail. 

Figure 3 shows the relation between the maximum amplitudes, |7?n| (n = 1 to 3), of 
the first three harmonics, and the slope, tan#, of the offshoreward face of a step. The 
maximum amplitude of higher harmonics increases with increasing slope. The effect 
of the water depth on a step is shown in Figure 4. In the figure, h3/h is the ratio 
between the water depth, hs, on the step and that, h, in the offshore region. Results 
are plotted for non-breaking cases for which hs/h > 0.3 for Case 1 and hs/h > 0.5 for 
Case 2. The maximum amplitudes of higher harmonics increase with decreasing water 
depth on the step. 

As can be expected from the periodicity of the amplitude of higher harmonics on 
the step which is shown in Figure 2(b), the amplitudes of various harmonics behind 
a submerged breakwater oscillate significantly with the width. Figure 5 shows the 
average amplitudes of the first three harmonics behind a submerged breakwater, (a) 
is for the incident waves of Case 1 and ha/h = 0.3, (b) for Case 1 and hs/h = 0.5, and 
(c) for Case 2 and hs/h = 0.5. For each figure, the return spacing, A2, of the second 
harmonics agrees well with that predicted by Eq. (37). The amplitude behind the 
breakwater becomes maximum for b = mA2 (m = 1,2, • • •), and minimum for b = (TO — 
1/2)A2, and the difference between the maximum and minimum values increases with 

0.6 
(m) 

0.4 - 

0.2 

Case 1 

0 

.' l
0U-<l>-i-J , J-4-9  1   1   1   1   |   ION 

1     ©"' 

~    . . A— —-"* ' "^ 

—1    1    1    1    1    1    1 1     1     1     1     1     1     1     1     1   -4- 

3|ma.\ 

0.1 0.2 
tan6 

0.3 

Figure 3   Relation between the maximum amplitude of various harmonics and the 
slope of the offshoreward face of a step. 
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Figure 4 Relation between the maximum amplitude of various harmonics and the 
water depth on a step. 

decreasing crown water depth. By comparing between (b) and (c), it is understood 
that the ratios of amplitudes of higher harmonics to the first harmonics grow larger for 
larger incident wave steepness. 

The above results imply that significant amount of wave energy is transferred from the 
fundamental component to higher harmonics and the amplitude of the second harmonics 
can become comparable or larger than that of the first harmonics behind a submerged 
breakwater by adjusting its configuration. 
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n > ' Case 1, hj/h 
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Figure 5  Relation between the average amplitude of various harmonics and the crown 
width of a submerged breakwater. 
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5    Basic Equations for Obliquely-Incident Waves 

When waves are incident obliquely to a region with parallel depth contours, the celer- 
ity, Cy, in the alongshore direction, y, becomes constant throughout the depth. The 
quantity Cv is evaluated at the offshore boundary as 

C„ 
v      sin B„ 

(40) 

where C0 and 0O are the wave celerity and direction at the offshore boundary.  Then 
the derivative with respect to y is converted to that with respect to t: 

d     i a 
dy Cvdt 

(41) 

If Eq. (41) is substituted into Eqs. (15) to (17), independent variables become only x 
and t. However, numerical solution could not be obtained due to numerical instability 
because the equations include the second-order derivatives with respect to t. Therefore, 
by considering the linear relationships (35) and (36), the following equations are used 
to eliminate the second-order derivatives: 

d2h 
dt2 

d2h 
dt2 

-gn 

-gr2 

drj 
It 
drj 
It 

(42) 

(43) 

Then Eqs. (15) to (17) become 

91 +  dt +      h2       dt  + 2 
d_h 
dx 

1 2{h + ri) 
h2 h Mh + V) 

h3 h 

(Mvfdh 
h2      dx 

1 J_ 
2C2 

dh   {  (h + r,)2df2 

dx h2      dx 

dt +      h?       dt 

dh 
dx 

= 0 (44) 

dv+  d_ 
dt     dx 

+ci 
dh   ,  {h + v)2dh 

dx 

dt 
+ 

+ (h + v)2(h- 

h2    dt 

1ri)dhdh 
3ft3 dx dx 

~ gn(h + r]) - gr2 

2(fe + V)V    chdh 
h3 dx dx 

{h + yf 
3h2 

0 

drj 
~di 

(45) 

(h + V)2dr, |   d 
dt     dx h2 

(h + V)3 dh +(h + r,f df2 

h2 

4(ft + vf 
h- 

3/i2     dx 5ft4     dx j 

(h + yf 
3ft2 ""•    5ft4 

2(fe + r))3ri    drj dh 

{h + nf dh j_ (h + v)4 dh 
• + - gn 

dt        h4     dt 

(h + r,)2{h - 2-q) dh dh 

gri 
(h + rif dr) 

m 

dx dx 
(46) 

3ft4     •" 3ft3 dx dx ft5 

The numerical solution method for the above equations is the same as that for normal 
incidence previously described. 
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6 Result for Obliquely-Incident Waves 

Once a numerical solution is obtained in terms of x and t as $(x,£), the solution in 
terms of x, y and t is written as $(x,< — y/Cy). Figure 6 shows the pattern of wave 
crests near an infmitively-long submerged breakwater with a trapezoidal cross section. 
Waves are incident obliquely from the lower boundary. 

For Figure 6(a), wave direction changes on the breakwater due to refraction, and 
secondary crests appear due to the nonlinear effect, but the secondary crests disappear 
behind the breakwater and the wave direction turns back to that of the incident waves. 
However, for Figure 6(b) in which the amplitude of the second harmonics grows larger 
than that of the first harmonics, secondary crests remain behind the breakwater and the 
wave direction is different from that of incident waves. The reason is as follows. Since 
celerities of all component waves must be the same in the y direction, higher harmonics, 
of which the wave celerities are smaller than that of fundamental component, should 
propagate in the direction closer to the shore-normal. Therefore, the predominant 
direction changes when higher harmonic components dominate behind the breakwater. 

7 Conclusion 

Numerical scheme for the nonlinear mild-slope equations is developed to examine wave 
transformation due to a submerged breakwater for normal and oblique incidence. 

Generation of higher harmonics for normal incidence to a step and a submerged 
breakwater is first examined. The amplitudes of higher harmonics on a submerged 
breakwater are larger for steeper offshoreward slope and for smaller crown water depth. 
The amplitudes of higher harmonics behind a submerged breakwater become maximum 
for b = TOA2 (m = 1,2, • • •), and minimum for b = (m — 1/2)A2. When the nonlinearity 
of incident waves is stronger, higher harmonics grow larger. 

Higer harmonics appear also for obliquely incident waves. When higher harmonics 
dominate behind the submerged breakwater, predominant wave direction chnges to 
keep the alongshore celerity constant. 

These results imply that, utilizing a submerged breakwater, we can control wave 
period and direction as well as wave height. 
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Case 1, 0O = 45,tan 0 = 1/10,hjh = 0.3,6//i = 8 

Case 1, 60 = 45, tan 6 = 1/3,/»,//» = 0.3,6/A = 4 

Figure 6   Change of crest lines due to a submerged breakwater. 
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CHAPTER 62 

Observed and Modeled Wave Results From Near-Stationary Hurricanes 

Charles L. Vincent, PhD1 and Robert E. Jensen, PhD2 

Abstract 

Wave conditions in hurricanes have been difficult to study because of a lack 
of high-quality wave data and poor descriptions of the wind field. In the 1994 and 
1995 hurricane seasons, two Category 1 hurricanes (Gordon and Felix) approached 
the North Carolina coast and stalled for a period of about 2 days. Although the 
storms were minimal hurricanes they produced large swell that persisted for several 
days. A wave gauging network of two to five directional instruments in water depths 
ranging from 8 to 50 m operated throughout the storms. Because of their proximity 
to land, both storms were extensively observed by radar and aircraft so that the wind 
fields are well described. The data set offers an opportunity to evaluate two 
prediction methods to examine the wave field during these most unusual hurricanes. 

Introduction 

In 1994 and 1995, Hurricanes Gordon and Felix approached the U. S. Army 
Engineer Waterways Experiment Station's Field Research Facility (FRF) at Duck, 
NC (Figure 1), stalled, and then eventually moved away. Of the two, Felix was by 
traditional meteorological measures the stronger (Categories 1 and 2) on the Saffir- 
Simspon scale but produced lower wave heights in the vicinity of the FRF than 
Gordon (tropical storm to brief Category 1) which produced some of the largest 
wave heights recorded at National Data Buoy Center (NDBC) Buoy 44014 located 
90 km to the northeast of the FRF. 

'Senior Scientist, USAE Waterways Experiment Station, Coastal and Hydraulics 
Laboratory, 3909 Halls Ferry Rd., Vicksburg, MS 39180-6199. 

2Res. Hyd. Eng., USAE Waterways Experiment Station, Coastal and Hydraulics 
Laboratory, 3909 Halls Ferry Rd., Vicksburg, MS 39180-6199. 

781 



782 COASTAL ENGINEERING 1996 

This paper investigates the wave fields in the two storms by comparing 
simple and complex simulation models of the wind and wave fields to observations 
in order to determine if the wave field in Gordon was indeed anomalous. Most 
engineering models of hurricane wind fields assume a symmetric vortex that is 
uniformly propagated at a forward speed, so that when a vector is added to the 
vortex, the asymmetric wind field of a moving storm is produced. Thus, when 
hurricanes became nearly stationary, they would be expected to be similar to the 
simple vortex. Observations provide an opportunity to understand how well the 
simulation technology can estimate the stationary case, as well as the approaching 
and receding storm cases. Waves in each storm were estimated by (1) using the 
procedure described in the Shore Protection Manual (1984) termed SPM84, and (2) 
simulation with Cycle 4 of the wave model WAM (Komen et al. 1995) driven by an 
analyzed wind field provided by Oceanweather, Inc. 

The concept of the paper is to apply two types of simulation approaches to 
wave estimation in the two storms using routine approaches for obtaining input 
meteorologic information. These are used with fairly standard wave estimation 
procedures to obtain an estimate of the waves. In this study the wind and wave 
models were not iteratively run to obtain a best estimate of the wave field by 
providing feedback corrections to the wind field model. The goal is to understand 
results obtained using routine approaches, because this is closer to a case where 
extensive wave data would not be available for hindcast or forecast, which is typical 
of many design situations. 

Wave Observations 

Locations of the wave buoys and arrays used in the study are shown in 
Figure 1. All except the Waverider buoy and Linear Array at the FRF are NDBC 

buoys emplaced for routine measurements or in the case of Gordon for the DUCK94 
experiment (e.g. Birkemeier 1994, Jensen 1994). Table 1 provides a summary of the 
location and water depths of the buoys and gauges. The height, period, direction, 
and spectral data used in the study were produced by the routine analysis procedures 
of NDBC (Steele et al. 1992) or the FRF reported in Leffler et al. (1993) and Long 
and Oltman-Shay (1991). 

Wind-Field Simulations 

The wind field required for SPM84 is an internal element of the wave field 
parameterization   of  the   wave   estimates   and   requires   central   pressure, 
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Figure 1. Position of NDBC buoys, and storm tracks for Gordon (G) and 
Felix (F) Nested grid domain indicated by box. 

far field pressure, radius to maximum winds, and forward speed of the storm. These 
parameters were obtained from the National Hurricane Center (Samuel Houston, 
personnel communication, 1996). 

The wind fields required for the WAM simulations consist of wind speed and 
direction at every grid point in the simulation interpolated to every time-step for 
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Table 1.   Measurement Sites for 3GWAM Comparisons 
BUOY# GORDON FELIX LONGITUDE LATITUDE DEP. 

41001 X X 72° 39' 46" 34° 42' 06" 4444 

41002 X 75° 14'26" 32° 17'42" 3658 

44004 X X 70° 43' 16" 38° 32" 14" 3231 

44009 X 74° 42' 07" 38° 27' 49" 28 

44014 X X 74° 50'01" 36° 34' 59" 48 

44006 X 75° 30' 00" 36° 16' 00" 30 

44019 X 75° 10'00" 36° 25' 00" 40 

44010 X 74° 59' 00" 36° 01'00" 52 

FRF-WR X X 75° 41' 59" 36° 10' 05" 18 

FRR-LA X X 75° 44' 43" 36°11'16" 8.5 

which the wave model equations are integrated. The method used by 
Oceanweather, Inc. (e.g. Cardone, Greenwood, and Greenwood 1992; Cox et al. 
1994) assumes that the hurricane wind field can be simulated by a vortex embedded 
in an overall large-scale pressure gradient field. The wind field is estimated from 
the gradient wind approximations. An interactive optimal kinematic analysis 
(IOKA) procedure is then applied to modify the estimated winds so that they 
better match observed winds in the vicinity of the wave field. This solution was 
obtained at snapshots of the storm's history and then interpolated in time and 
space to give the required input to the wave model. For these simulations, the 
snapshots were taken every 3 hours (interpolated to 1 hour using a moving center 
algorithm preserving the storm's center), and data were output on a 0.5-deg grid. 
The NDBC buoys and FRF have wind field records for the storms. However 
these data have been used in the IOKA as an essential ingredient of the windfield 
analysis. Since they cannot provide independent validation of the wind field, they 
will not be presented here. 

SPM84 Procedure 

The method for producing hurricane wave estimates in deep water is 
relatively straightforward. The method has an equation of significant wave height 
Hs and period Ts 

# =5.03exp(#Ap/4700)[l+0.29a)y(£/R)05] 
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r,=8.6exp(J?Ap/9400)[l +0.l45aVpJUg S] 

where R is radius of maximum winds (km), Ap is the pressure drop, a is the 
forward speed coefficient (about 1 for a slow-moving storm), VF is the forward 
speed (m/s), and UR is the maximum sustained wind speed at the 10-m elevation. 
Once these values are obtained, the SPM84 provides a generalized nomogram 
(in terms of r/R: radius of the local r relative to the eye over the radius to 
maximum winds) that displays the wave height pattern in reference to the eye and 
the direction of movement. 

WAM Model Set-up 

WAM Cycle 4 was set up on a 0.25-deg grid for the entire region shown 
in Figure 1 using 25 frequencies (fi+1=l.l'fj) and 24 directions (15 degree bins). 
The refraction and shoaling routines were turned on. The model received wind 
input every hour and was interpolated to the 0.25-deg grid in space and 600 s in 
time (WAM propagation time-step). Both hurricane fields were generated 3 days 
prior to the test period for spin-up of the wave model domain. 

Hurricane Gordon 

Gordon formed in the Caribbean and moved into the Gulf of Mexico 
across Florida into the Atlantic. Our analysis begins with the movement of the 
storm into the Atlantic near Cape Canaveral, FL at which point it was a tropical 
storm. The tropical storm moved northeastward from November 17, 1994, until 
early on the 18th when it slowed its movement and began to drift to the west 
approximately 200 km to the south of Cape Hatteras. As the storm was blocked 
from further northward movement, it intensified to a minimal hurricane for about 
1 day, and then rapidly moved southward towards the Bahamas and lost strength. 

5PM Method: The SPM84 calculations were made at a point when the 
storm was nearly stationary and had peak winds of 35-38 m/s. In the region of 
maximum winds, SPM84 (Table 2) indicates a maximum wave height of 7.7 m 
with a period of 12 s. The height and period at buoy 41002 - just north of the eye 
of the storm (r/R of 1.6) were estimated to be 5.7 m at 12 s compared to a buoy 
observation of 5-5.7 m and 10 -12 s for the times bracketing the analysis (eight 
buoy observations are missing). At buoy 41001 at an r/R of 2.4 northeast of the 
eye, the estimate via SPM84 is a height of 5.7 m with a period of 12 s. The buoy 
observations are significantly larger, 11m and 13 s. 
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Table 2. Wave Height Results, SPM84 and WAM 

STORM LOC SPM84 WAM NDBC Obs. 

GORDON Max. Wind 7.7m/12s* 10m/13s* — 

41001 5.7m/12s* 7m/11s* 11m/13s 

41002 5.7m/12s* 6.9m/11s* 5m/11s 

44014 3.8m/12s* 6m / 12s* 9m/15s 

FELIX Max. Wind 9m/12s* 10m/13s* _ 

44004 5.4m / 12s* 
7.2m/12s** 

6.0m/12s* 
5m/12s** 

6.0m/12s* 
8.0m / 12s** 

44009 3.6m/12s* 4.0m/12s 3.8m/12s* 

44014 5.4m / 12s* 
7.6m/12s** 

4.0m/12s* 
6.2m/14s** 

4.0m / 12s* 
6.8m/15s** 

41001 6.3m/12s* 
7m/12s** 

5.2m / 9s* 
8.0m/14s** 

5.8m/9s* 
7.8m/15s** 

* Stationary 
** Closest Approach 

At buoy 44014, 90 km northeast of the FRF and at an r/R of 5.4, the estimate 
was 3.8 m with a 12-s period, compared to the buoy observations of 9 m and 
15 s. 

Thus the SPM84 provided an estimate consistent with the observations 
near the center of the storm if the missing observations were similar to the ones 
bracketing it. However, the SPM84 technique dramatically missed the wave 
heights at 41001 and 44014, which were more to the east and northeast of 41002 
and much further from the storm. Orientation of the nomogram was varied 
relative to the storm motion, but no significant improvement was obtained. The 
only way to achieve the size answers at 41001 and 44014, given the SPM84 
method, would be to greatly increase the wind speed (and pressure drop) which 
was unsupported by the meteorological estimates. 

WAM Simulations: The WAM simulations provide a detailed history of 
the waves over the entire region with hourly output. The input wind field has far 
more detail and asymmetry than is possible with the SPM approach. Figure 2 
provides the wave height traces for 41002, 41001, and 44014. Results at the 
peak times are also provided in Table 2. Estimated peak wave conditions for the 
storm on the 18th were 10 m with a peak period of 13 s - substantially larger than 
the SPM84 estimate. The trace at 41002 indicates that the simulation and 
observations were fairly close on the 17th and the latter half of the 18th. On the 
morning of the 18th, the simulation suggests waves of 7 m, but the buoy failed 
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Station 41001 (Observation +, WAM —) GORDON-OW-REG 

15 16 17 
November 1994 

Station 41002 (Observation +, WAM —) QORDON-OW-REQ 

15 16 17 
November 1994 

Station 44014 (Observation +, WAM —) QORDON-OW-REQ 

15 16 17 
November 1994 

Figure 2. Comparison of WAM (solid line) versus measurements (+) at Buoys 
41001 (top), 41002 (middle), and 44014 (bottom). 
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to collect data. At 41001, the simulation trace is fairly close to the observations 
until the morning of the 18th, at which time the model peaks at 7 m, but the 
observations continue to climb to 11 m and 13 s. The trace comparison at 44014 
is fairly similar in that the simulation significantly underestimates the peak wave 
conditions (6 m predicted versus 9 m observed). 

The WAM simulations provide larger wave heights than the SPM84 
simulations, but it is clear that although the observations near the center of the 
storm (41002) are not poorly predicted, those to the east and northeast were badly 
underpredicted. If just the observations at 41002 and 41001 are compared (the 
buoys are about 150 km apart), the waves at 1200 on the 18th are about 4.5 m 
at 41002 versus 11 m at 41001. So there is a very rapid variation in conditions 
depending upon location with respect to the eye (both radial distance and 
quadrant), as is generalized in SPM84. 

Hurricane Felix 

Felix originated in the eastern Atlantic and moved steadily towards the 
United States. Our interest begins on the August 13, 1995 as the storm enters the 
computational grid some 4 days before closest approach to Cape Hatteras, NC. 
The storm moved steadily to the northwest towards Cape Hatteras as a Category 
2-3 hurricane. By the 17th, the storm's northwest movement has been greatly 
reduced and the storm moves slowly to the north, then recurves to the east, 
looping on the 19th and 20th offshore of the Outer Banks of NC. Finally, on the 
21st, the storm moves rapidly to the northeast as it becomes a tropical storm. In 
the region of Cape Hatteras, the storm remained a medium Category 1. 

SPM Method: The SPM84 was applied several times. The first was when 
the storm was nearly stationary, and additional estimates were made when the 
storm was at closest approach 41001 and 44014 to the buoy (Table 2). The 
estimated maximum wave was 9 m at 12 s for the stationary case. SPM84 and 
buoy observations were fairly close - normally within a meter. Wave periods 
were low for the closest approaches at 41001 and 44014. Based on this very 
simple approach, the SPM method appeared to give a satisfactory estimate for 
this storm. 

WAM Simulations: Results of the WAM simulations are given in Table 2. 
The simulated wave heights and periods based on stationary and closest approach 
times compare favorably with the observations. Comparisons of the wave height 
traces to the observations provides more mixed results (Figures 3 and 4). At 
41001 (Figure 3), where the hurricane passed right over, the simulations are quite 
reasonable until 1200 on the 16th. After that time the observed heights fall more 
quickly than the simulated.    From the 18th on, the simulations are 1-2 m 
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Station 41001 (Observation +, WAM —) FELIX-OW-REG 

14 16 
August 1995 

x 

Station 44014 (Observation +, WAM —) FELIX-OW-REG 

10 12 14     16     18 
August 1995 
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Figure 3. Comparison ofWAM (solid line), and measurements (+), at 41001 
(top), and 44014 (bottom) panel. 
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lower than the observed. At this time, the hurricane is in the looping process. 
At 44014 (Figure 3), the pattern is fairly similar. The simulations produce a 
similar peak height though the largest waves appear to arrive earlier than 
indicated by the simulation. The simulated decay of the storm is excellent until 
the 18th, when the observations rise more than the simulated values with a 
difference of 1 to 2 m seen. At 44009 (Figure 4), which lies in fairly shallow 
water off of Delaware bay, the pattern is similar to 44014, although the waves 
do not get as large as at 44014. Comparison of the simulation results to 
observations at 44004 (Figure 4), which is several hundred kilometers off of 
Delaware Bay and just to the north of the storm path, is by far the worst. The 
simulations completely underestimate large waves on the 16th and underestimate 
waves by nearly 3 m on the 18th-21st. Ship observations near 44004 recorded 
during the time of Felix were on the order of 2 to 4 m lower than the buoy wave 
heights. This suggests the potential of other factors such as the Gulf Stream 
influencing the measurements at 44004. 

Thus, even though comparison of the WAM and SPM84 results to the 
observations at closest approach and when the storm was stationary are fairly 
good, comparison of the simulated history of wave heights shows that the WAM 
results underestimated (as much as 4 m) the storm when it was in the looping 
phase. 

Discussion 

Objectives of this paper were to understand (1) if Gordon was in some 
sense anomalous, and (2) how well two wave estimation approaches (one very 
simple, one very complex) performed with the typical level of information 
available for many forecasts and hindcasts. In judging the prediction approaches, 
it must be stated that any error is an integrated error for both wind field 
specification/modeling and wave model physics and numerics. 

In considering Hurricane Gordon, it is best to contrast results to Hurricane 
Felix. In Felix application of both prediction methods gave fairly satisfactory 
results for peak quantities in the storm at most locations. Felix had consistently 
stronger winds and a somewhat smaller physical size. Felix at most produced 8 
m waves at the buoys it passed by. Gordon, although generally weaker, 
produced waves larger than Felix by 3 m at 41001 and 2 m at 44014. At 41002, 
the simulation results from WAM and the observations were in reasonable 
agreement. Thus, although some systematic error in WAM or SPM84 cannot be 
ruled out, the authors hypothesize that Gordon must have been highly asymmetric 
with a region of larger winds to the east of the storm that is not caught in the 
current meteorological specification of the storm. 
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Station 44009 (Observation +, WAM —) FELIX-OW-REG 

14 16 
August 1995 

Station 44004 (Observation +, WAM —) FELIX-OW-REG 

12 14 16 18 
August 1995 

20 22 24 

Figure 4. Comparison of WAM (solid line), and measurements (+), at 44009 
(top) and 44004 (bottom) panel. 



792 COASTAL ENGINEERING 1996 

With regard to Felix, it appears that simulation methods do reasonably 
well when the storm is moving in a more or less straight line, but that the 
combination in wind field and WAM does not replicate what happened in the 
turning and looping situation. One can postulate two reasons for the problem. 
First, the simple vortex model approach may not be adequate when the storm is 
wobbling in a loop. Second, the ability of a model such as WAM to handle such 
radically turning winds and mixed sea-swell conditions has never been proven. 

The principal lesson learned of engineering consequence is that fairly 
weak-appearing storms can produce unexpected high wave heights if the storm 
stalls or loops, with the error for a weak hurricane/strong tropical storm 
approaching 3-4 m in significant wave height. Moreover, forecast/hindcast of the 
wave height trace in the stalling/looping storms may produce errors of 1-2 m. 
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CHAPTER 63 

Estimation of Persistence Statistics of the Waves Observed 
on Japanese Coast in the Light of Recent Studies 

Hajime Kato1, Hisamichi Nobuoka2 

Abstract 

The NMI method proposed by Kuwashima and Hogben (1986) for 
estimating the wave persistence statistics and Mathiesen's Model (1994) which 
was expected to develop the NMI method were applied to the wave data observed 
at four sites at Japanese coast to investigate the validity of the models. 
Mathiesen's model was found not to be superior to NMI method. We show the 
modification of the NMI parameters based on the data improve the accuracy of 
the estimated persistence statistics. 

l.Introduction 

The estimation of wave height duration statistics is needed in various 
engineering fields such as planning and execution of maritime construction works 
as well as oil industry operations. For the case when continuous data sequences 
are not available Graham (1982) proposed an approximate method based on the 
probability distribution of significant wave height. Kuwashima and Hogben 
(1986) generalized the method using mainly North Sea wave data, and proposed 
an empirical method which they called the NMI method. Recently Mathiesen 
(1994) proposed a theoretically founded parametric model for the estimation 
of duration statistics for wave height. Although he suggested that his study 
established a theoretical basis for the development of NMI method, the fact 
was not confirmed. 

In this study we estimate the wave persistence statistics from the wave data 
observed at the coasts of Japan using both NMI and Mathiesen's method. We 
pay attention to the local differences of persistence statistics examining the 
applicability of the two methods to the present wave data of Japanese area. 

'Professor and 2Research Associate, Department of Urban and Civil Engineering, 
Ibaraki University, 4-12-1 Nakanarusawa, Hitachi, Ibaraki, 316 Japan 
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2. Data and method of analysis 

2.1 Wave data used 

We used the wave data observed at 
the four sites in the Japanese coast. 
Fig.l shows the locations of the four 
sites. Hitachinaka and Kashima are 
at the coast of Ibaraki facing to the 
Pacific Ocean, and Sakata and Waji- 
ma are in the Sea of Japan. They are 
hereafter abbreviated as HI, KA, SA 
and WA. The name of Ibaraki will 
also be used to denote both HI and 
KA. Those data are measured every 
two hours and the time spans are 13 
years for HI and 8 or 9 for other 
sites. Fig.l Map of the sites of the wave 

data used in this study. 

2.2 Estimation of wave height persistence statistics by the NMI method 

In the NMI method, the input data used are cumulative probability 
distributions of significant wave height Hs which is written for the case of 
height exceedance asg( —#*)• The mean duration of exceedance waves 

f g for a threshold height Hs' are expressed as: 

z^Al-hiQi^H,')]-* (1) 

where A and /3 are constants and Q is cumulative probability distribution for 
a threshold HJ. The equation (1) was originally proposed by Graham (1982) 
with constants ^4=20.0 and 1//3 =1.3 for the North Sea wave data. 

Kuwashima and Hogben (1986) allowed variations in the parameters A and 
/3 by deriving empirical relations (based on exceedance data) between the 
parameters and a shape parameter 7 for the input distribution defined in terms 
of a 2 parameter Weibull distribution. At first the distribution is written in 
terms of the normalized significant wave height defined by Hn = HJ Hs as: 

0(^//n) = exp(-JB//n
T) (2) 

where the parameter B and 7 are related by 

5 = [r(l+l/7)]r (3) 

and T is a gamma function. Then the relevant relations of A and /3 with 7 have 

been obtained from many data sets as follows: 

A=35 7 £=0.6 7 
0.287 (4a,b) 
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Although Eqs.(4a,b) are empirical formulas, they are expected applicable to 
any world wide sites since the wave statistics is well represented by the 

parameter 7 . When z g is obtained from Eq.(l), then the mean duration 
of non-exceedance waves z , is obtained as 

f,= ?g[l-Q(^Hs')]/Q(^Hs') (5) 

The cumulative distribution of duration for exceedance and non- 
exceedance waves are also expressed in terms of a 2-parameter Weibull 
distribution. Writing x = z / T where z is the mean duration, the distribution 
is written as: 

Qg(r /z g) = Qg(> Xg)=cxp[-Cgxg
a'] (6a) 

Q^T TT ,) = Q,(^ x,) = exp[-C1x1
a']. (6b) 

The shape parameters ot and a, of the above equations are also given 
in the following empirical forms: 

a g=0.267 7 (Hs'IHfA (7a) 

a ,=0.267 7 (H,'IH,yM (7b) 

Cg and C, of Eq.(6) are related to ag and a., as : 

Cg=[r(l+l/ag)]a* (8a) 
C; = [r(l+l/a,)]a< (8b) 

If we know the probability distribution of wave height for a certain area, then 
from the cumulative probability distribution Q(^HJ) and the shape 
parameter 7 of a 2-parameter Weibull distribution, we can estimate the mean 
duration z g (or z t) and the cumulative probability of duration <2g(or<2,)of 
exceedance (or non-exceedance) wave for a threshold wave height by using the 
equations stated above. 

2.3 Mathiesen's model 

Mathiesen (1994) assumed that the time variation of significant wave height 
is a continuous stationary process and applied a level crossing theory for water 
waves to the time series of wave heights. In this section we write a significant 
wave height Hs simply as H and a threshold wave height Hs'as Hc. 

The average number of exceedances or level-upcrossings per unit time V (H) 
is given by: 

v (H) = (1/2) J_~  I H' I p( H,H') dH' (9) 
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where H'=dH/dt and p(H,H') is the joint probability of H and H'. Then 
Mathiesen obtained the relation: 

u(H) = (1/2) f(H)S(H) (10) 

where /(//) is the probability density function for H, and S(H) the average 
absolute rate of change of significant wave height H. That is, he showed that 
the duration statistics depended not only on f(H) but also S(H), the 
average absolute rate of change of H. Considering the equation of mean 

duration of exceedance f   : 

Tg=TQ(^Hc)/N (11) 

where N is the number of up-crossing for the total time length T, then Fg is 
given as : 

fg = 2Q(>Hc)/[f(H)S(H)] (12) 

f(H) and Q(H) are evaluated in the 3-parameter Weibull form as follows: 

f(H) = (7'/X0)((H-a)/Xoy'-1cxp[-((H-a)/X0)
r]       (13) 

Q(H) = cxp[-((H-a)/X0)
7'] (14) 

where 7 ' is the shape parameter, a the local parameter which was set as zero 
in practice and X0 the scale parameter. 

Mathiesen (1994) found that S(H) could be expressed as 

S = q(H/H0)
R,    (H0=1.0m) (15) 

where q and R are constants different between the locations. 

From Eqs.(ll) to (15) and Eq.(3), the NMI parameters/4 and /3 are found 
to become to/lM and /3 M in the following equations: 

AM = 2/[7'(X0/H0)
R-1(q/H0)] (16) 

0M = {7' +R~ 1)1 7' (17) 

It is seen that the parameters AM and 0M depend on both the shape of the 
distribution Q(H) and the average absolute rate of change S(H) in Mathiesen's 
model. 

3. Applicability of the NMI method to the present wave data 

In this study we used the measured wave data for calculating the wave 
height persistence statistics in three ways; (a) data sets of each year, (b) 
seasonally divided data sets for four years, and (c) monthly divided for 9 (KA 
and HI) or 8 (SA and WA) years. For testing the reliability of the NMI method 
Kuwashima and Hogben (1986) showed comparisons of the estimated 
persistence statistics with those directly derived from measured data in 
cumulative distribution form. We made the same comparisons for the test of 
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applicability of the NMI method to the present wave data. Figure 2 is one of 
the results which are calculated for a 4-year data set of HI (Hitachinaka). The 
upper one is for exceedance waves and the lower one non-exceedance. As seen 
from these figures the NMI method yielded moderately good but slightly 
deviated results. More or less, this was the case for most of other data sets. 

This may be due to the fact that the parameters A, &, a, etc. given by 
Eqs.(4) and (7) does not sufficiently fit to the present wave data. So following 
Kuwashima and Hogben (1986) we tried to obtain more suitable expressions 
from the measured data in stead of Eqs.(4) and (7). To complete this, we 
calculated^, 0 , a M (value of a for HS'=HS) from the measured wave data and 
plotted them against the parameter 7 as Fig.3 in which the original values of 
NMI method are shown with dotted lines. Although there are considerable 

Duration (Hrs) 

101 10* 
Duration (Hrs) 

Fig. 2 Comparison of the estimated persistence statistics by NMI method 
with those directly derived from the measured wave data. 
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Fig. 3 Plots of NMI parameters A, /S , a M against 7 
Seasonal dataset of HI for 4 years were used. 

scatter, we obtained the empirical relations instead of Eqs.(4). For example 
the relations for HI are as follows: 

,4=32.3 7 -0.464 
/3 =0.552 7 0.100 

aM = 0.202 7 
(18a,b) 

(19) 
The relation of A is almost the same as that of NMI. However the values of 
/3 are smaller than those of NMI about by 2.0 and   a M is as small as nearly 3/4 
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of NMI values. 
Figure 4 shows the variations of agand a, of HI normalized by a M against 

various threshold height Hs' in the form of Eqs.(7a,b). From the results of 
these figures we can obtain the following relations: 

a =0.202 r (H,'/H,)° 

a, 
(20a) 

,-0.202 7 (Hs'/Hsy
0M4 (20b) 

When we used Eqs.(18) and (19) in estimating persistence statistics for HI 
we found that the agreement of the estimated values with those calculated from 
the measured data increased in most cases. Figure 5 shows the results 
corresponding to the previous figure 2 and it is seen that the modification of 
coefficients such as Eqs.(18) to (19) yields better agreements. 

We conducted the similar procedures for the monthly divided data sets. 
Figure 6 shows the calculated values of A, ft , a M for KA and HI, the location 
of which are the Pacific Ocean side. Since no different tendency was found 
between the values of HI and KA, both quantities are plotted together and the 

HITACHr81~'92 
  O  fOr   «g 

3 

2 
s 

«1 

1 1 1 1 1 1 r 
li    HITACHI '81 ~'92 

\    x for a | 
\x             NMI 
\ x x 

hf#*;M^#  

1Hs7Rs2 3 

Fig. 4 Plots of a   and a l against threshold wave heights. 

relations common to the two sites were obtained. Figure 7 shows the variation 
of a normalized by a M for HI and KA. From these monthly data we obtained 
the following relations: 
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Fig. 5 Comparison of the estimates by the improved NMI formula 
with those directly derived from the measured wave data. 

.4=32.5 7 "      , 

aM = 0.195 7 

0 =0.618 7 (21a,b) 

(22) 

a =0.195 7 (H,'/H,)° 

a;=0.195 7(tf//tfs) 
-0.150 

(23a) 

(23b) 

Optimum parameter formula for SA and WA 
When we applied the NMI method for the wave data of SA and WA in the 

coast of the Sea of Japan, good agreements were not found similarly to HI and 
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KA in the coast of the Pacific Ocean. Therefore in the similar way as HI and 
KA, we tried to obtain the optimum relations for SA and WA. The results of 
A, 0, a Mcalculated from the measured data are plotted in Fig.7. Concerning 
A and ft we may take the common formula, that is 

A=31A7 
-0.451 

/8 =1.05 7 (24a,b) 

Since, however, the magnitude of a M are slightly but distinctly different 
between SA and WA, the different relations may be obtained as: 

a M = 0.398 7 

a M = 0.355 7 

(SA) 

(WA) 
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Fig. 6 Plots of A, /8, a M against 7 
Monthly data of HI and KA. 

Fig.7 Plots of^, /3, a^against 7 
Monthly data of SA and WA. 
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For reference we show a o and a . for SA and WA: 

a g=0.398 r (Hs'/Hflss 

a ,=0.396 r (Hs'/Hsy°• 

a g=0.355 7 (Hs'/Hf176 

a ,=0.355 r (HS'/HSY
0-232 

(SA) 

(SA) 

(WA) 

(WA) 

(27a) 

(27b) 

(28a) 

(28b) 

It is noted that the magnitude of a M in the Pacific coast is smaller than that of 
the NMI method, while it is larger in the Sea of Japan coast as seen from the 
bottom ones in Figs. 6 and 7. The variability of the estimates by the NMI 
method are discussed further in the later section. 

4. Applicability of Mathiesen's model 

Mathiesen (1994) found that the average absolute rate of change of 
significant wave height S could be expressed by Eq.(15). Figure 8 shows an 
example of S(H) calculated from the wave data of HI. We can see that the 
relation of Eq.(15) holds well. Although for the same site the constants q and 
R in Eq.(15) slightly vary month to month, we neglected the monthly changes 
similarly to Mathiesen. The mean values of q and R for each location are 
shown in Table - 1. 

id 
o 

I 
CO 

0.01 

—i 1 r 

Fig.8   Average absolute rate of change of significant wave height at HI. 

The values of A and 0 calculated from Mathiesen's Eqs.(16) and (17) are 
compared with those of the NMI method and its improved (data-fitted) 
equation  in  Fig.9 (HI:upper, SArlower) in   which the   monthly   average 
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significant wave heights Hm are also 
shown. The suffix M and NMI denote 
Mathiesen's and NMI method, 
respectively and no suffix the improved 
equation method. It is noted that AM are 
in general different fromy4NMI and A, and 
especially too small in summer. 

Some examples of the estimated mean 
durations   by   the   three   methods  for 

Table-1 Constants in Eq.(7) 

Station q r 

HI 0.045 m/h 1.02 

KA 0.045 0.98 

SA 0.062 0.85 

WA 0.055 0.89 

E 
X 

CO. 

Hitachinaka 
-J I I U I I I I L. 
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 I I  
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X 1- 
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Fig.9 A and y3 for three method; NMI, improved NMI and Mathiesen 
at HI (upper) and SA (lower). Suffix N or NMI: NMI method, 
M: Mathiesen's, no suffix: Improved NMI. 

exceedance (GE) and non-exceedance (LT) waves are shown together with 
those calculated directly from the measured data in Fig. 10. 

Contrary to our expectation Mathiesen's method generally did not show the 
better agreement with the measured data than NMI method. Improved NMI 
method which utilized the relations like Eq.(4) yielded the best agreement. 

We tried to find the reason why Mathiesen's model showed rather worse 
results than the NMI method. The relation of Eq.(9), which Mathiesen used 
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Fig. 10 Comparison of estimates by Mathiesen's method with NMI and 
improved NMI method. (Mean duration for exceedance and 
non-exceedance waves for HI and WA.) 

as the foundation of his model, is originally valid to the time series of surface 
displacement of water waves and V (0) coincides with a reciprocal of the zero 
up-cross wave period. With regard to the time series of wave eight which we 
used, it was found that the validity of Eq.(9) became poor at the wave height 
apart from the mean height. It was also found that the degree of accuracy of 
Eq. (10) was reduced depending on the month. 

5. Discussion 

Figure 11 shows the monthly values of 7 for 4 sites analyzed in this study. 
As seen from this figure, the values of 7 for the two sites (SA and WA) in the 
Sea of Japan are, except the months in winter, smaller than those of the two 
sites (HI and KA) in the coast of Pacific Ocean. 

In the figures 3, 6 and 7, etc. from which the expressions of A and /3 were 
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obtained in terms of 7 , the point were scattered considerably. So it may give 
an impression that the estimates by NMI method or improved NMI method 
include a great deal of errors. The figure such as Figs. 2 and 5 is not suitable 
to grasp the general degree of agreement. In order to see the accuracy of the 
estimated values compared with the observed values, we prepared Fig. 12. It 
shows the cumulative frequency (times/month) of the non-exceedance waves 
(H^l.Om) and exceedance waves (H^1.5m) for durations of 24 and 72 hours 
for HI in the Pacific coast and WA in the Sea of Japan. Triangle points 

1       3       5       7       9      11 Month 

Fig. 11 Monthly variations of 7 for 4 stations. 
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represent the observed values for 24 hours and square points 72 hours. Solid 
and dotted lines denote the estimates by NMI and improved NMI method, 
respectively. 

From these figures it is seen that the increasing or decreasing tendencies 
of the estimated results are in good agreement with those of the observed 
values, and it may indicate the excellent feature of the NMI method in which 
the estimates of wave height persistence statistics are obtained from cumulative 
probability distributions of significant wave height Q(^HS) and a single 
parameter 7 . 

6. Conclusions 

The NMI method was found to give reasonably good estimates, though it 
yielded slightly deviated result for each site. Modification like Eqs.(4) and (7) 
was effective. Although considerable scatters were found in evaluating the 
optimum NMI parameters for the different data sets, it was found from the 
monthly data analysis that the NMI method yielded good tendencies of 
variations of wave persistence statistics in comparison with the real values 
calculated directly from the measured wave data. 

It was found contrary to our expectations that Mathiesen's model did not 
give any better estimates than the NMI method for the mean durations of both 
exceedance and non-exceedance waves. Some possible reasons were 
discussed. . 

References 

Graham,C.(1982): The parameterisation and prediction of wave height and 
wind speed persistence statistics for oil   industry operational   planning 
purposes,   Coastal Engg., Vol.6, pp.303-329. 

Kuwashima,S. and Hogben,N.(1984): The estimation of persistence statistics 
from cumulative probabilities of wave height, Report of N.M.I., London, 
No.R183, 72p. 

Kuwashima,S. and Hogben,N.(1986): The estimation of wave height and wind 
speed persistence statistics from cumulative probability distributions, 
Coastal Engg., Vol.9, pp.563-590. 

Mathiesen,M. (1994): Estimation of wave height duration statistics, Coastal 
Engg., Vol.23, pp.167-181. 



CHAPTER 64 

PROBABILISTIC MODELING OF LONG-TERM WAVE CLIMATE 

V.M. Leyden1 and W.R. Dally2 

Abstract 

Utilizing eight years of wave measurements from the U.S. Army Corps of 
Engineers Field Research Facility (FRF), this study develops a long-term 
probabilistic model for the energy-based significant wave height (Hmo) based on the 
shifted gamma distribution. The method of moments is used in best-fit model 
parameter estimation. Shifted gamma distributions are developed for the entire 
eight years of Hmo data, as well as for the individual years in the data set. The 
shifted gamma distribution represents the FRF Hm0 data for both the total and 
yearly data sets. Further, the distribution which represents the total, or long-term, 
data also effectively models the yearly data, indicating that the shifted gamma 
distribution is a useful engineering tool for predicting long-term wave climate. 

Introduction 

In order to obtain the most accurate and reliable information on ocean 
waves, wave climate needs to be studied over the long-term. Hogben (1990) 
defines long-term statistics as those which describe sea conditions over time spans 
of years, and it is in this definition that one discovers the problem; not many data 
sets exist which have time scales on this order. Isaacson and MacKenzie (1981) 
note in their review of long-term distributions of ocean waves that design wave 
estimates based on 100 years of data differ by a factor of 3 when compared to 
estimates considering only two successive years. Furthermore, Soares (1988) 
found that predictions of significant wave height varied between 9.02 and 14.11 

'Graduate Research Assistant and 2Associate Professor, Ocean Engineering 
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FL, 32901 USA. 
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meters when based on data sets that were one year long, whereas the significant 
wave height only varied between 10.49 and 12.79 meters when based on data sets 
which were 10 years in length. It is clear that an adequate data base is crucial to the 
value of any long-term wave climate study. 

Although the long-term wave climate is a basic element of many coastal 
engineering issues, few probabilistic models for long-term statistics have been 
developed. Of those available, e.g., the modified exponential distribution for 
significant wave height presented in the Shore Protection Manual (1984), 
estimation of best-fit model parameters has been hampered by a lack of suitable 
long-term data. There are several means available for acquiring long-term wave 
data: visual observations, remotely sensed wave data, hindcast results, and in situ 
measurements. Of these, in situ measurements are regarded as the most accurate 
and reliable form of wave data. Because of measurement programs initiated in the 
early 1980's, such in situ data sets are now becoming available. For instance, 
Teng, Timpe, and Palao (1994) use thirteen years of buoy data from the National 
Data Buoy Center (NDBC) to estimate design wave heights, and Soares and 
Henriques (1994) use seven years of data collected from an oil platform in the 
North Sea to examine model parameter estimation. This study will develop 
generic, long-term wave climate statistical models utilizing a similar measurement 
program. 

Description of Field Data 

One of the best long-term data sets of nearshore wave climate has been 
collected by the U.S. Army Corps of Engineers Field Research Facility (FRF), 
located in Duck, North Carolina. The wave data used in this study were collected 
from a pressure gage located at a nominal water depth of 8 m. These time series 
consist of 34 minute records collected once every six hours. The sampling rate of 
the gages was 2 Hz (U.S. Army, 1993). Both the energy-based significant wave 
height, Hmo, and the peak wave period, Tp, are computed from the pressure gage 
time series and reported in monthly data summaries. Hmo is equal to four times the 
square root of the area under the wave energy spectrum, and Tp is the wave period 
associated with the maximum wave energy in the spectrum. The FRF data used in 
this study were collected from May 1987 to April 1995 - almost 11,400 entries in 
all. 

Constructing histograms, along with finding some of the basic statistical 
properties of the data, provides an immediate indication of the range of the data, its 
most frequently occurring values, and how the data is dispersed about the typical 
value. A bivariate histogram of Hmo and Tp (Figure 1) illustrates the entire range of 
wave heights and periods the FRF experiences. The histograms of Hmo and Tp are 
also useful in the visualization of the wave climate at the FRF. Figures 2 and 3 
show these histograms respectively. 
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Figure 1. U.S. Army Field Research Facility (FRF) Bivariate histogram of 
significant wave height (Hmo) and peak period (Tp) for May 1987 - April 1995 
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Figure 2. Histogram of Hmo Data from FRF (May 1987 - April 1995) 
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Figure 3. Histogram of Tp Data from FRF (May 1987 - April 1995) 

The Shifted Gamma Model 

Past research efforts have found several probability distributions which 
successfully model long-term distributions of wave height. For instance, using 
between one and seven years of data from 18 sites around the British Isles, Burrows 
and Salih (1986) concluded that even though the Weibull distribution did not fit the 
lowermost regions of the significant wave height (Hs) histograms as well as the 
lognormal distribution, it provided a better overall fit. On the other hand, Soares, 
Lopes, and Costa (1988) took four years of waverider buoy data collected off the 
coast of Portugal and found that the lognormal distribution provided the best fit for 
Hs. 

After considering several probability distributions, the present study found 
that the shifted gamma distribution best represented the FRF Hmo data set (see e.g., 
Benjamin & Cornell, 1970): 

P^)3^--*)]"^1 Hm„ > H, (1) 

In this model H, is a shifting parameter, A, is a scaling parameter, k is a shape 
parameter, and F(k) is the gamma function.  The method of moments was used to 
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determine the best-fit parameters. This method utilizes the mean (Hmo), the 
standard deviation (a), and the skewness (s) of the FRF Hmo data set to estimate 
the model parameters. Using this method, equations (2), (3), and (4) are solved 
simultaneously: 

Hmo=H.+!j- (2) 

°~ (3) 

"Ik (4) 

One property of the shifted gamma model should be noted; i.e. if k < 1, 
then the shifted gamma distribution reduces to an exponential-like function, which 
does not represent the basic shape of the Hmo histogram (see Figure 2). Because the 
shape parameter (k) is determined strictly from the skewness of the data set [refer to 
equation (4)], s must be less than two. In order to overcome this problem, the Hmo 

data set was edited by removing all wave heights above 3.0 meters. As the focus of 
this study is on long-term wave climate, and not on extreme storm events, the 
removal of the largest values is not detrimental. 

Hmo Data Editing and Statistics 

Once Hmo values above 3.0 meters were removed from the FRF data, the 
edited data could be modeled successfully using the shifted gamma distribution. 
Table 1 presents some of the basic statistical properties of the raw data, and how 
these properties fared once wave heights above 3.0 meters were removed. For the 
entire eight years of FRF Hmo data (11385 observations) a total of 139 observations 
above 3.0 meters were trimmed. Although the mean and the standard deviation do 
not change significantly, the skewness undergoes the greatest change. For instance, 
the mean of the raw and trimmed data sets for the entire eight years are 0.87 and 
0.84 meters, respectively. There is a slightly larger change in the standard 
deviation which drops from 0.58 meters in the raw data set to 0.49 meters in the 
trimmed set. The skewness undergoes the greatest change. It drops from 2.18 for 
the raw data to 1.52 for the trimmed data. 

Comparisons between the raw and trimmed data statistics for the individual 
years are similar to those of the entire data set. Out of the eight years of data, the 
period from 1987-1988 had the fewest observations trimmed (seven observations). 
Although the mean and the standard deviation do not change significantly, the 
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skewness drops from 2.44 to 1.75. In contrast, the greatest number of observations 
trimmed was during 1992-1993, when 39 values were found to be above 3.0 
meters. Once again, there is little change in the mean and standard deviation, 
whereas the skewness value drops from 1.89 to 1.40. 

Table 1. Basic Statistics of Raw and Trimmed FRF Hmo Data 

Raw Data Set Trimmed Data Set 

Year(s) #of Msan Stddev. Skewness #of # IVban Stddev. Skewnes 
Ote. (m) (m) Ote. Trimmed (m) (m) 

1967-1985 11385 0.87 0.58 218 11246 139 0.84 0.49 1.52 

1987-1988 1423 0.82 0.50 2.44 1416 7 0.81 0.45 1.75 

1988-1989 1406 0.89 0.58 215 1386 20 0.85 0.48 1.33 

1989-1990 1423 0.85 0.57 2.40 1410 13 0.82 0.49 1.65 

1990-1991 1423 0.88 0.51 1.84 1414 9 0.86 0.47 1.28 

1991-1992 1446 0.87 0.62 239 1421 25 0.82 0.49 1.55 

1992-1993 1440 0.99 0.69 1.89 1401 39 0.92 0.55 1.40 

1993-1994 1435 0.80 0.52 204 1425 10 0.78 0.48 1.66 
1994-1995 1389 0.88 0.60 1.96 1373 16 0.84 0.53 1.50 

Best-fit Model Parameters 

The best-fit model parameters for the shifted gamma distribution were 
found using the method of moments as dictated by equations (2), (3), and (4). 
Table 2 illustrates the values of the shifting parameter (//.), the shape parameter (k), 
and the scaling parameter (A,) for the entire eight years of FRF Hmo data, as well as 
for the yearly data sets. Table 2 also includes the maximum and minimum values 
of each model parameter (the bold numbers in each column), and the mean and 
standard deviation of the model parameters from the eight individual years of data. 

The first row in Table 2 contains the values of the best-fit parameters for the 
entire eight years of Hmo data from the FRF. These values (H»=0.19 m, k= 1.72, 
and ?i=2.66 m") are comparable to the mean values computed from the eight 
individual years of data. Beginning in the second row of Table 2, the model 
parameters for the eight individual years of data are presented. The minimum and 
maximum values of H* are 0.13 (1988-89 and 1990-91) and 0.29 meters (1987- 
1988), respectively. The mean value of the shifting parameter is 0.18 meters and its 
standard deviation is 0.06 meters. The second column contains the values for the 
shape parameter, k. It's minimum value occurred during the year 1987-1988 (1.31) 
and its maximum value occurred during 1990-1991 (2.44). The mean of the shape 
parameter for the eight years is 1.80 and the standard deviation is 0.40.   Finally, 
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column three of Table 2 contains the values of the scaling parameter, X. The 
minimum value for the scaling parameter is 2.49 m" , which is associated with the 
data from 1989-1990. The maximum value for X is 3.33 m"1 (1990-1991). The 
mean and the standard deviation of X from the eight individual years of data are 
2.72 m"   and 0.32 m" , respectively. 

It is interesting to note that the maximum values for k and A, and the 
minimum value for H, all occur during the year 1990-1991. For an explanation one 
need look no further than the skewness values for both the raw and trimmed data 
during this time period. In both instances, 1.84 for the raw data and 1.28 for the 
trimmed data, the skewness values are the lowest of all eight years. As the method 
of moments begins with solving equation (4), it is easy to see how the skewness of 
the data set can have such an impact on the rest of the model parameters. 

Table 2. Best-fit Model Parameters for the Trimmed Data Sets of H^ 

Ycar(s) H. k A 
HID (in") 

1987-1995 0.19 1.72 2.66 

1987-1988 0.29 1.31 2.53 

1988-1989 0.13 2.25 3.14 

1989-1990 0.23 1.47 2.49 

1990-1991 0.13 2.44 3.33 

1991-1992 0.18 1.66 2.62 

1992-1993 0.14 2.02 2.59 

1993-1994 0.21 1.46 2.54 

1994-1995 

Mean 

0.14 1.78 2.53 

0.18 1.80 2.72 

Std. Dev. 0.06 0.40 0.32 
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Model Comparison to Long-Term Wave Climate 

Figure 5 illustrates the ability of the shifted gamma distribution to model 
the long-term (entire eight years) FRF Hmo data. In Figure 5 the circles represent 
the percent occurrences of the data, whereas the shifted gamma model is 
represented by the solid line. Although the model under-predicts the most 
frequently occurring wave heights (in the 0.60 meter range) by 3%, it correctly 
predicts that Hmo values in the 0.40 meter range occur 26% of the time. Overall, the 
shifted gamma distribution is in good agreement with the data. 
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Figure 4. FRF Hmo Model Comparison ~ 1987-1995 

Model Comparisons to Yearly Data Sets 

Figures 5-12 show how the shifted gamma distribution compares to the FRF 
Hmo data on a yearly basis. Beginning with the year 1987-1988 (Figure 5) and 
ending with the year 1994-1995 (Figure 12), the shifted gamma distribution shows 
good agreement with the data. These figures also illustrate how the long-term 
shifted gamma model (the dashed line) performs when plotted on top of the yearly 
Hmo histograms. In Figures 6, 8, 9, and 12 the long-term model does as well, or 
better, than the model developed from only that one year of data. In three of the 
years (Figures 6, 8, and 12) the long-term model more accurately captures the peak 
of the distribution. However, there are also several cases where the long-term 
model fails to provide as accurate a fit as that provided by the yearly model.   In 
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Figures 5, 7, and 11 the long-term model noticeably under-estimates the percent 
occurrence of the most commonly occurring wave heights. It is interesting to note, 
however, that these three years of data have the highest skewness values. And for 
two of the years, 1987-1988 (Figure 5) and 1989-1990 (Figure 7), even the yearly 
model failed to capture the peak percent occurrence. 

Figure 10 presents the only case in which the long-term model noticeably 
over-predicts the most commonly occurring wave heights. This time period, (1992- 
1993), is unique from any other because the Hmo histogram lacks a well-defined 
peak. This year of data had the highest mean and standard deviation values, as well 
as the third-smallest skewness (see Table 1). 

Conclusions 

The problem hampering the development of long-term wave climate 
models, i.e. a lack of suitable data, is gradually being overcome as monitoring 
programs such as that from the FRF continue. Utilizing data sets such as these, 
best-fit model parameters can be estimated with more confidence than in the past. 

Utilizing eight years of data from the FRF (May 1987 to April 1995) and 
the method of moments, best-fit model parameters were found for the shifted 
gamma distribution. This probabilistic model appears to represent the FRF Hmo 

data for the entire eight years of data, as well as on a yearly basis. Furthermore, 
although it sometimes fell short of capturing the peak percent occurrence , the long- 
term distribution modeled the yearly Hmo histograms to a reasonable degree. 
Therefore, the shifted gamma distribution should be considered when developing 
long-term wave climate models. 
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CHAPTER 65 

MONTE CARLO SIMULATION FORNEARSHORE WAVE STATISTICS 
IN SOUTHERN CALIFORNIA 

Chia-Chi Lu1, Member, ASCE and R. Rea Strange HI2 

ABSTRACT 

To develop the nearshore wave condition in Southern California, six 
meteorological weather patterns including extratropical cyclones of the northern 
hemisphere, northwest winds in the outer coastal waters, west to northwest local sea, 
pre-frontal local sea, tropical storm swell and extratropical cyclones of the southern 
hemisphere were identified and classified. Wave characteristics in deep water, 
corresponding to the categorized weather patterns, were computed and then transferred 
to the nearshore target sites via a spectral back-refraction transformation model. A 
Monte Carlo simulation technique was applied to generate a synoptic atlas of the 
nearshore wave climate in this region. 

INTRODUCTION 

Waves, currents and water levels are the dominant oceanographic forces that 
control the movement of sediment and determine, in part, the potential for coastal flood 
damage exposure. Waves that impinge on the shoreline perhaps more than any other 
oceanographic factor, determine the fate of sediment movement and the associated 
impacts to coastal development. An understanding of the temporal and spatial variation 
of waves is critical to the formulation of effective shoreline erosion management plans. 
Although wave hindcast and measurement data are currently available in Southern 
California, existing databases are sparse and lack sufficient detail of important 
information. For example, wave direction data, important in the understanding of 
sediment transport processes, are limited; and most of the hindcast wave data exclude 
waves generated in the southern hemisphere ocean (southerly swell). This study was 
therefore performed to address data gaps and to develop a practical database that can 
characterize the wave climate for the Orange County shoreline in Southern California. 

1 Coastal Engineer, Ph.D., P.E., Noble Consultants Inc., 2001 Dupont Dr., Suite 620 Irvine, 
California, USA 

2 President, Pacific Weather Analysis, 648 Ladera Lane, Santa Barbara, California, USA 
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METHODOLOGY 

The technical approach taken in this study is unique and represents a significant 
departure from previous wave studies within Southern California. In general, the 
following procedures were adopted. 

1. Local, regional and hemispheric meteorological weather systems which influence 
the wave climate within this region were identified. In this manner, the local and 
distant origins of ocean wave generation patterns and their recurrence 
frequencies were defined. 

2. A state-of-art spectral transformation numerical model was applied to 
characterize how the offshore waves will change in height and angle of shoreline 
approach as they propagate into the nearshore water area. 

3. A synthetic nearshore wave database was compiled by using a Monte Carlo 
simulation technique based on the probable sequential and combined occurrences 
of different meteorological events and their associated wave generation patterns. 

Pattern Identification 

Waves that impact the Southern California coastline, as shown in Figure 1, are 
generated by any one or more of the following meteorological patterns: 

I. Extratropical cyclones of the northern hemisphere (northwest to west- 
southwest swell); 

n. Northwest winds in the outer coastal waters (wind swell); 
ni. West to northwest local sea (west sea); 
IV. Pre-frontal local sea (southeast sea); 
V. Tropical storm swell; 
VI. Extratropical cyclones of the southern hemisphere (southerly swell). 

Low pressure centers which develop along the polar front are the source of the 
predominant wave action along the Southern California coast during the winter half of 
the year. Storm swell is generated at some distance from the Southern California 
coastline in the North Pacific. Most commonly these storms will traverse the mid-Pacific 
before turning northeastward toward the Gulf of Alaska with swell decaying on the 
average of 2,400 kilometers to the coast of Southern California. However, under some 
meteorological conditions, storms can move in much closer to the coast; and on rare 
occasion these storms may move directly across Southern California, following either a 
northeast, east or southeast trajectory. In general, the modal deep water approach 
directions range between 275° and 285°. However, these North Pacific low pressure 
systems exhibit great variations from year to year such that wave approach directions and 
amplitudes will show a corresponding degree of variation. Years when the storm centers 
follow a more northerly route in the eastern Pacific will result in extremely quiet 
conditions in Southern California, whereas more southerly storm tracks through the mid 
and/or eastern Pacific will result in frequent periods of high wave conditions. 
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The predominant swell along the Southern California coast in spring and summer 
is generated by the prevailing northwest winds north and west of this area. Wave 
heights are usually low, less than one meter; but on occasion, with superposition of a 
strong surface high and an upper level trough, the northwesterlies increase, becoming 
very strong from north of Point Conception to San Nicolas Island. Waves traveling at 
a variance to the mean wind direction reach Southern California with periods on the 
order of 6 to 10 seconds. Moderate northwesters will produce breaker heights of one 
to two meters, while strong events can give two to 3 meters. 

Seas generated by westerly winds can be divided into two types: 1) temperature- 
induced sea breezes, and 2) gradient winds. The strong sea breezes occur during the late 
spring and summer months, while the lightest winds are during December and January. 
The sea breezes usually set in during the morning and peaks in the mid-afternoon. 
Gradient winds are confined largely to the months of November through May with the 
peak in March and early April. 

Pre-frontal winds blow strongly from the southeast along the coast but turn 
toward the south to southwest a short distance offshore. Significant wave heights are 
generally in the range of one to 2.5 meters. Westerly swells tend to follow the frontal 
passage, when southeast seas are well on the way down, but on occasion the two wave 
trains overlap. 

Tropical cyclones form regularly along the intertropical convergence zone west 
of Mexico from early July to early October. On the average, about 15 of them are to be 
expected each year. Most of them take a westerly track, and swells generated by these 
storms will have little or no effect on Southern California. Some, however, take a more 
northerly track and swells off Southern California may reach 2 to 4 meters. 

Southerly swells occur primarily between April and October and to a lesser extent 
the remainder of the year. Large South Pacific storm systems traversing the ocean 
between 40° and 60° south from Australia to South America send swells northward to 
the west coast of Central and North American. Great circle approach directions off 
Southern California range from about 215° for storms near New Zealand to 170° for 
South American storm system. The decay distance ranges from 7,200 to 11,200 
kilometers. Swells in deep water off Southern California are generally about one meter, 
but breaker height may be 3 to 4 meters or more. 

To better distinguish the wave conditions generated from the aforenamed 
meteorological patterns, each weather type was further classified according to wind 
speed, effective fetch, decay distance and storm duration. Table 1 tabulates the 
meteorological criteria for the classified categories within each generated wave pattern. 
The destructive storms of March 2, 1983 and January 17, 1988 are examples of the 
storm swells of Category 4a. 
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Pattern Recurrence 

The meteorological characteristics, which produce various wave generation 
patterns, change seasonally. Four meteorological seasons were defined according to 
weather characteristics instead of the traditional calendar seasons. The discrete 
meteorological seasons have a two-month spring (April and May), a three-month 
summer (June to August) and fall (September to November), and a four-month winter 
(December to March). Observed storm swells or seas between 1974 to 1993 were 
reviewed from the Pacific Weather Analysis' daily logged data bank. Seasonal 
recurrence of the classified wave generation patterns was then derived to characterize 
the probability of occurrence for each classified category. Table 2 shows the resultant 
seasonal occurrence for each wave generation pattern. For example, the occurrence of 
northwest to west swells (Pattern I) has its peak frequency in winter, while observations 
of long-period southerly swells (Pattern VI) have a summer peak. 

The possible wave approach directions generated from all six weather patterns 
were also evaluated from the historical data between 1974 to 1993. Wave directions 
with a 5-degree increment were discretized for the northwest or west storm swells 
(Pattern I). Table 3 lists the discretized ranges of deep water wave approach directions 
and their probability of occurrence for each category. Three discretized wave directions 
were designated for the tropical storm (Pattern V) and the southerly swell (Pattern VI). 
Tables 4 and 5 show the directional occurrence probability for the tropical storm and the 
southerly swell respectively. The prevailing deep ocean approach direction is from west 
(270°) for both the wind swell and west to northwest local sea, and southeast (160°) for 
pre-frontal local sea (southeast sea). 

Deep Water Wave Characteristics 

Based on the aforedefined meteorological parameters such as wind speed, 
effective fetch, decay distance and storm duration, the deep water wave characteristics 
were computed from a PWA wave generation model. The PWA hindcast method is 
based on the principles set forth by Pierson, Newmann, and James (1955) wherein the 
energy in each frequency band of the wave spectrum, propagating at group velocity with 
angular spreading, is generated and recombined with other frequency bands at the 
hindcast point to give the predicted spectrum. 

The PWA model, which is proprietary, has been developed through analysis of 
wave data taken from several locations along the California coast. The hindcasted 
spectral form is quite wide during the early stages of development; but as the wind speed, 
fetch or duration increases the spectrum narrows, with the front face becoming steeper. 
The wind speed is the most critical as compared to the effect due to the fetch. The 
spectral area does increase as the fetch increases, and the peak energy shifts toward 
longer periods but at a decreasing rate. Although there is no fully developed absolute 
condition for this spectrum, the spectral curves flatten out to such an extent at low 
frequencies that maximum periods have been assigned as the criterion for the "fully 
developed" sea. The approximate areas where the hindcast deep water wave 
characteristics were performed are indicated in Figure 1. 
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Nearshore Wave Transformation 

The wave characteristics derived from the meteorological weather patterns, 
described in the last section, all represent deep water environments. To determine the 
wave conditions within the Southern California coast, it is necessary to transform the 
predicted deep water wave conditions to the nearshore water area. The transformation 
process consists of adjusting deep water wave heights and approach directions due to the 
effects of island sheltering, shoaling, refraction and diffraction. In this study, a spectral 
back-refraction model ( O'Reilly & Guza, 1991) was selected as the tool to transfer the 
deep water wave environments into the nearshore water area. 

O'Reilly's spectral back-refraction model performs a linear spectral refraction 
transformation in which the transferred spectrum is established from the incident wave 
spectrum by back-refracting rays from the target site. The model accounts for island 
blocking, wave refraction, and wave shoaling. It is typically used to model waves with 
periods between 8 and 25 seconds. The model includes deep ocean swell directions 
ranging from 150 to 335 degrees. Unlike more traditional forward ray refraction 
methods, O'Reilly's model back-refracts wave rays from the site of interest, therefore 
eliminating caustics which plague forward ray tracing schemes. As a result, the spectral 
transformations are robust (finite solutions are always obtained), easily interpreted, and 
more realistic than those obtained using forward ray tracing and the assumption of 
unidirectional, monochromatic deep ocean waves. 

For a known deep water wave condition including both energy and directional 
spectra, the transformation is performed by :1) decomposing the deep water energy 
spectrum and the deep water directional spectrum into 1-second and 1-degree 
increments, respectively; 2) obtaining the transformed energy at the target point for each 
component from the transformed and normalized coefficients; 3) assembling the 
transformed wave components to form an energy spectrum and a directional spectrum 
at the target point; and 4) determining the significant wave height, the wave period and 
the approach direction from the transferred spectra. 

In this study, the nearshore wave conditions transformed from the hindcasted 
deep water wave characteristics in spectrum form were computed every three hours to 
describe the temporal variability of the wave condition. The significant wave height was 
determined from the spectrum computed every three hours; and the significant wave 
period and the predominant wave direction correspond to the period and the direction 
at the peak wave energy component. Approximately, 5,800 wave event data sets were 
computed and cataloged, including all classified categories and different wave approach 
directions for each nearshore site of interest. This wave information provides the data 
bank necessary for the characterization of long-term wave statistics. 

Monte Carlo Simulation 

A Monte Carlo simulation technique was applied to generate a synthetic practical 
data base to characterize the Orange County nearshore wave climate. This technique 



NEARSHORE WAVE STATISTICS 827 

recreates a stochastic process to solve a problem which can not be easily evaluated by 
a direct analytic or a standard numerical analysis procedure. In this study, a computer 
code was written in accordance with the probability occurrence scenarios derived from 
the 20-year daily recorded weather patterns, as previously described. 

In addition to the individual seasonal probability distribution related to each wave 
pattern, the 20-year statistics of the recorded wave patterns also provide a basis for 
assessing the coupling (coincident events) and the likely sequential order among different 
wave patterns. A few principles were derived and implemented in the computer code. 
These are: 

1. The recurrence for each weather pattern varies seasonally in accordance with the 
derived probabilities of occurrence. 

2. The occurrence of southerly swells and tropical storms were treated 
independently since their meteorological characteristics are not related to the 
remaining weather patterns. Also, there is no intercorrelation between southerly 
swells and tropical storms. 

3. There is a 30% chance in which the coupling between two northwest to west- 
southwest extratropical storm swells occurs in winter. The occurrence 
distribution for each storm category is listed in Table 6. 

4. After a west local sea, there is a 50% chance that a wind swell follows for all 
seasons. 

5. After a southeast local sea, there is a 30% chance that a category 4 northwest 
to west storm swell or a 30% chance of a west sea follows in winter. 

6. A background noise is selected if no wave event occurs in each simulated day. 
The noise can be either a weak northwesterly swell, a light wind swell, a slight 
southerly swell or a sea breeze only occurring in the afternoon. 

In the Monte Carlo simulation, numbers between 1 and 100 were randomly 
generated. The model performed the wave event selection in accordance with the 
sequence of the random numbers. For example, if the first random number implies a 
storm event is evident, the following random numbers would determine the wave pattern, 
intensity category and incoming direction. The model then determines if another wave 
pattern occurs simultaneously. After the end of all possible coincident or subsequent 
events which may be a few simulated days later, the model reselects a random number 
and repeats the same procedure. On the other hand, if the random number implies a no- 
storm event, the model would generate a background noise for the particular simulated 
day and selects a new random number the next day to proceed the simulation. The 
simulated daily nearshore wave environment may be composed of a single, multiple 
wave events or no event with a background noise only. 
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RESULTS 

The recurrence probability of the identified weather patterns was compiled on a 
season-by-season basis. Therefore, the simulation can be used to statistically characterize 
the seasonal and annual nearshore wave environments. Figure 2 illustrates one of the 
simulated wave environments for a winter month at San Clemente, where a California 
Data Information Program (CDIP) gage station is located. For a multiple-wave-event 
selection, the significant wave height was computed from the superposition of all the 
wave energy spectra, and its associated wave period and approach direction was defined 
as the period and direction of the peak energy component. 

In order to be statistically significant, it was necessary to perform replicate 
simulations so that the statistical moments such as the mean and deviation can be 
derived. The trial and error process was conducted to determine the required number 
of simulations to yield a valid record of data for one year. It was found that 
approximately 10 simulations were adequate to provide a statistical significance of the 
results. Figure 3 presents the average annual statistics of significant wave height and 
period at the San Clement gage station obtained from the Monte Carlo simulation 
compared to the average field measurements recorded over 6 years (US Army and State 
of California, 1984, 1985, 1986, 1987, 1992 and 1993). It is noted that no complete 
annual wave measurements were collected at the San Clemente gage from 1988 to 1991. 

As seen in Figure 3, the majority of observed wave heights (about 88% of time) 
ranges from 0.4 to 1.3 meters, while an occurrence of about 73 % was estimated from 
the simulated results. The model overpredicts the occurrence of lowest significant wave 
height (16% for Hs < 0.4 meter). The difference may be attributed to the following 
reasons. 

1. In the field condition, the background noise is always present. This noise would 
contribute additional wave energy to the total spectrum, thereby increasing the 
resultant significant wave height. However, in the model simulation, no 
background noise was introduced as long as a wave event was selected. A test 
simulation was conducted to incorporate the background noise on a daily basis. 
The resultant statistics shows the reduced occurrence of low wave events (Hs < 
0.4 meter) and more frequent recurrence of high wave event (Hs > 1.6 meters). 
This implies that incorporated background noise combined with the selected 
wave patterns will overmagnify the storm events. The model result can be 
improved with the development of an improved background noise incorporated 
in the simulation. 

2. The El Nino effect, which occurs every 3 to 7 years, was not implemented in the 
model simulation. Approximately two to three El Nino scenarios of different 
severities (Seymour et al, 1984) may occur over 10 simulations (10-year span). 
During an El Nino year, the frequency of storm events occurring in winter may 
increase, which would result in occurrence of more intermediate wave events 
(0.4 meter < Hs < 1.3 meters) and a reduction in the average percentage of 
occurrence for low wave events (Hs < 0.4 meter). 
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In the statistical representation, the wave period selected only represents a peak 
energy component of the combined wave trains. Other components are not included in 
the statistical count. For example, if two wave trains with different significant periods 
of 11 and 15 seconds are simulated and the wave energy for the 11-second wave train 
is slightly higher, the statistics only count for the period of 11 seconds. The wave train 
with a 15-second significant wave period is as important, but is not counted in the annual 
statistics. Thus, comparisons of significant wave period, based solely on the peak energy 
period without further evaluating the combined wave trains, may be somewhat 
misleading. The discrepancy of annual statistics for wave period may not be as 
significant as that for wave height. 

CONCLUSIONS 

The Monte Carlo simulation method presented in this study provides an 
alternative to characterize a long-term (annually or seasonally) synoptic nearshore wave 
climate within Southern California. For each simulated daily wave environment, the 
influencing weather patterns originating from distant or local areas can easily be 
identified. Also, the spatial variation of wave climate can be evaluated as the simulation 
is applicable to any selected nearshore location. Further studies in better quantifying the 
specified background noise and including the El Nino effect are suggested. 
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Table 1: Classification of Meteorological Patterns 

1 ' Decay Wave Sub- Wind    1 
Weather Pattern Category Distance Duration Direction Category Speed 

(kilometer) (days) (degrees) (m/sec) 
a 24.7 

1 >2.B80 4 265-305 b 
c 

21.6 
18.5 

a 24.7 
2 1,920-2,880 3 260-305 b 

c 
21.6 
18.5 

a 24.7 
Extratropical Cyclone b 21.6 

of 3 860-1,820 3 240-305 c 18.5 
Northern Hemisphere d 

e 
16.5 
14.4 

a 24.7 
b 21.6 

4 <960 2 165-305 c 
d 
e 
f 

18.5 
16 5 
14.4 
12.4 

1 182 1 270 . 15.5 
2 182 2 270 - 15.5 
3 182 2 270 - 16.5 

Northwest Winds 4 182 3 270 - 15.5 
in S 182 3 270 - 16.5 

Outer Coastal Waters 6 192 3 270 - 17,5 
7 182 4 270 - 17.5 
8 182 5 270 - 16.5 
8 182 6 270 - 17.5 

West to Northwest 1 0 1 270 11.6 
2 0 1.5 270 - 14.2 

Local Sea 3 0 2 270 - 18.0 

1 0 1 160 11.6 
Pre-frontal Local Sea 2 0 2 160 - 14.2 

3 0 3 160 - 18 

1 1,440 2.5 165-180 . 25.8 
Tropical Storm 2 1,120 2.5 165-180 - 25.8 

3 800 2.5 165-180 - 25.B 

Extratropical Cyclones 1 8,000 6 180-210 m 20.6 
of 2 8,000 5 180-210 • 23.2 

Southern Hemisphere 3 8,000 6 180-210 " 25,8 
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Table 2: Occurrence Probability of Wave Patterns 

METEOROLOGICAL 
SEASON 

PROBABILITY OF OCCURRENCE (%) 

1 II 

PATTERN 

III              IV V VI 

Spring 
Summer 

Fall 
Winter 

5.2 
0.3 
8.5 
18.5 

11 
6.7 
6.3 
7.8 

5.7 
1.7 
2.5 
5.0 

0.5 
0.1 
1.0 
3.9 

0 
2.7 
1.5 
0 

8.0 
10.0 
5.8 
0.9 

Table 3: Directional occurrence Probability of 
Northwest or West Storm Swell 

METEOROLOGICAL SEASON 

Direction 

SPRING SUMMER FALL WINTER 
PERCENTAGE OF OCCURRENCE                                            | 

Category Category Category Category 
(degs.) 1       2 3 4 1 2       3       4 1       2      3 4 1      2      3 4   I 

180 
185 6.7 
190 
195 
200 1.3 
205 
210 2.7 
215 
220 20 7.1 
225 7.1 4 
230 1.3 
235 1.3 
240 0.8 
245 
250 2.3 4 
255 7.1 2.3 6 
260 7.1 1.5   3.1 5.3 
265 4.5 2.5              4 0.83   3.1    4.7 9.3 
270 13.6 2C 4 14.3 1.7 11.4 13.3 13.3 
275 11.5 9.1 20 5 5       5       S 2.5      2  7.8 21.3 9.2 13.7 17.2 13.3 
280 3.8 18.2 10 10     10     1C 10   5.9  7.8 7.1 23.3 24.4 14.0 8 
285 9.1   19.2 22.7 15 15     15     15 17.5 19.6 13.7 25 16.8 14.0 5.3 
290 36.4 26.9 9.1 25 25     25     25 25 31.4 25.5 7.1 21.7     13 12.5 5.3 
295 45.5 26.9 9.1 20 20     20     2C 30 21.6 13.7 12.5   9.2   8.6 27S 
300 9.0  11.5 9.1 15 15     15     15 7.5 13.7 11.8 21.4 2.5   5.3   4.7 2.7[ 
305 45 40 10 10     10     1C 5      6 11.9 33    1.5   2.4 5.2 
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Table 4: Directional Occurrence Probability of 
Tropical Storm Swell 

DIRECTION 
(deal 

PERCENTAGE OF OCCURRENCE 

Category 1                    Category 2                    Category 3 

165 70 78 87 

175 20 15 10 

190 10 7 3 

Note: Probability distribution applies to all seasons. 

Table 5: Directional Occurrence Probability of 
Southerly Swell 

DIRECTION 
I              (deg.) 

PERCENTAGE OF OCCURRENCE 

Category 1                      Category 2                     Category 3 

185 50 50 50 

195 35 35 35 

210 15 15 15 

Note: Probability distribution applies to all seasons. 

Table 6: Coupling Probability Distribution by Category 
for Northwest or West Storm Swell 

| CATEGORY | 
PERCENTAC 3E OF COUPLINC 

2 

3 PROBABILITY C 

3 

ISTRIBUTION 

4 

1 30 40 20 10 
2 18 36 28 18 
3 15 30 30 25 

I            4            I 25 25 25 25 
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Figure 3: Comparison of Annual Wave Statistics at San Clemente Gage Station 



CHAPTER 66 

BOTTOM FRICTION DISSIPATION 
IN THE BELGIAN COASTAL REGIONS 

Weimin Luo1, Jaak Monbaliu2, Jean Berlamont2 

Abstract 

The effect of bottom friction dissipation and of the different 
formulations used for this term on the wave evolution has been 
investigated in the Belgian coastal regions. Two eddy viscosity models 
for the bottom friction dissipation, the Madsen et al. (1988) model and 
Weber's (1991a) model have been implemented in the Cycle 4 version of 
the third generation WAM model (Gunther et al., 1992). The wave 
conditions for the area of the southern North Sea were hindcasted for the 
February 1993 storm. The results are compared with buoy data. It is 
found that the net effect of bottom friction dissipation on the significant 
wave height hindcast is quite big, in the order of 80% (of the wave height 
when the bottom frictiion dissipation is taken into account) along the 
Belgian coast. Different formulations for the bottom friction dissipation 
have a quite significant effect on wave evolution in storm conditions. The 
use of equivalent dissipation coefficients (Luo et al., 1994) results in 
nearly identical wave hindcasts. 

Introduction 

Accurate knowledge of wave conditions in coastal areas is very 
important for the design of harbours or of coastal protection works. Very 
often these data are not available from measurements and one has to 
rely on wave models. For example, in Belgium, a wave prediction model 
is a very useful tool for the navigation of large sea vessels through the 
shallow entrance channels towards the harbours of Antwerp and 
Zeebrugge. In general, deep water wave hindcasts are fairly reliable. In 
shallower areas energy dissipation due to bottom friction can become 

1 Postdoctoral fellow, Proudman Oceanographic Lab., Birkenhead, UK. 
2 Professor, Lab. of Hydraulics, K.U.Leuven, de Croylaan 2, 3001 Heverlee, Belgium. 
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important. The Belgian coastal area is characterised by a sandy bottom 
and the bottom friction contributes significantly to the energy dissipation. 
A good representation of this source term is necessary. 

In the last decades several different bottom friction dissipation 
formulations have been developed, including an empirical expression 
based on the JONSWAP experiment (Hasselmann et al., 1973), two drag- 
law models (Hasselmann and Collins, 1968; Collins, 1972) and two eddy 
viscosity models (Madsen et al., 1988; Weber, 1991a). These 
formulations have widely been used in many operational wave models. 
The effects of different bottom friction formulations on the energy balance 
were quantitatively investigated by Luo and Monbaliu (1994). They found 
that these formulations for the bottom friction source terms result in quite 
different growth curves for the total energy and the peak frequency for 
depth-limited wind generated waves. For a water depth of 15m and a wind 
friction velocity of 0.71m/s (the corresponding Uw equal to 16,5m/s) a 
difference as big as 70% for the total energy was reported. Moreover, the 
required CPU time for different formulations is quite different. The 
empirical formulation is the simplest one and needs the least amount of 
computing time. The eddy viscosity model is the most complicated one, 
and costs the most computing time owing to the extra determination of the 
friction factor and the bottom friction velocity. Later on Luo et al. (1994) 
proposed the equivalent dissipation coefficients so that different bottom 
friction dissipation formulations produce the same or nearly the same 
levels for the total energy and the peak frequency for fetch-limited 
shallow water conditions. 

In this study, the effect of different bottom friction dissipation 
models on wave evolution in the Belgian coastal regions is investigated. 
Three different models for the bottom friction dissipation, the empirical 
expression (Hasselmann et al., 1973) and two eddy viscosity models 
(Madsen et al., 1988; Weber, 1991a), have been implemented in the 
Cycle 4 version of the third generation WAM model (Gunther ef al., 
1992). Hindcasts are made for February 1993 in the Belgian coastal area 
as to study the effect of different bottom friction dissipation formulations 
on wave evolution and to test the validity of using equivalent coefficients 
for different formulations in operational circumstances. The results are 
compared with buoy data at different measurement stations. 

THE WAVE MODEL 

The wave model used for the present study is the Cycle 4 version 
of the WAM model (Gunther et al., 1992) with a choice for the bottom 
friction dissipation term. The WAM model is a third generation wave 
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model which solves the wave transport equation explicitly without any ad 
hoc assumption on the shape of the wave spectrum. It contains today's 
knowledge of the physics for the wave evolution of a two dimensional 
wave spectrum. The basic energy transport equation for a spherical 
latitude-longitude (<f>, A.) co-ordinate system , in the absence of currents, 
can be expressed as, 

where F is the wave energy spectrum, t is the time, § is the latitude, X is 
the longitude, co is the angular frequency, 0 is the wave direction 
measured clockwise from the true north, ^ , cx, cm and ce are the rate of 

change of the position and propagation direction of a wave packet 
travelling along a great circle path. The left hand side of the above 
equation represents the local rate of change of wave energy density, 
propagation along great circles, shifting of frequency due to time variation 
in depth (note that currents are not included in this study), and refraction. 
The right hand side represents all effects of generation and dissipation of 
the waves. They include wind input Sin, whitecapping dissipation Sds, 

non-linear quadruplet wave-wave interactions  Snl   and bottom friction 

dissipation Shf. The detailed description of these source terms, except 

the bottom friction dissipation, can be found in Gunther et al. (1992). 

Models for bottom friction dissipation 

The wave energy dissipation due to the bottom friction in the wave 
boundary layer equals the work done by the turbulent bottom stress on 
the free stream orbital bottom velocity. There are different models to 
parametrize the bottom stress. The ones implemented in this study is are 
an empirical expressen, and some variations on the eddy viscosity model, 
which relates the bottom shear stress to the vertical gradient of the 
velocity through an eddy viscosity coefficient. 

An empirical expression 

The simplest form for the bottom friction dissipation was proposed 
by Hasselmann et al. (1973) who applied the Hasselmann and Collins 
(1968) theory to measure the decay of swell in the JONSWAP experiment 
(Hasselmann et al.,1973). It can be expressed as 

Shf(f,Q) = -— F(f,Q) hf g smhlkh 
with Sb/f,Q) the bottom friction dissipation spectrum, c an empirical 
coefficient, g the acceleration of gravity, k the wave number, and h the 
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water depth. In the JONSWAP experiment, the empirical coefficient c was 
found to vary over two orders of magnitude, with a mean value for c of 
0.038m2s3. This empirical dissipation formulation with the mean value for c 
has been used in wave models by WAMDI (1988) and performed well. 

Two eddy viscosity models 

Based on the linearized form of the boundary layer equations and 
a simple eddy viscosity formulation of shear stress, Madsen et al. (1988) 
derived a formulation for bottom friction dissipation 

k 
shf(m = -fjhr—r^rF(/>0) sinh Ikh 

with 
co2 

where /w is the friction factor, ubr is the representative near bottom 
velocity, and co is the angular frequency. The friction factor fw in the 
Madsen et al. model is a function of the bottom roughness height and 
parameters characterised by the wave conditions. It can be estimated 
using the formulation of Jonsson (1966): 

1,1 ,      a*, 
^ + log10—jFF^WV+lOg,, 4vr  6IO

4VT:   '  6,x 
where   mf   is a constant. A value of -0.08 for  mf   was determined 
experimentally by Jonsson and Carlsen (1976). The bottom roughness 
height KN depends on the flow field and the sediment properties.   The 
near-bottom excursion amplitude abr is formulated as: 

«*2r = 2jf-vi7rF(/,e)d/ae JJ sinh kh 
This dissipation formulation was implemented in a parametric windsea 
model for finite water depths by Graber and Madsen (1988), and in a 
third-generation model for wind waves in combined wave-current flow by 
Tolman (1991). Graber and Madsen (1988) incorporated the bottom 
dissipation using a tuned constant friction factor. Tolman (1991) reported 
that a constant bottom roughness height ranging between 2cm and 5cm 
produced a good agreement between numerical results and 
measurements for the nondimensional wave height and period. 

With a one-layer eddy viscosity model, based on the random 
turbulent wave boundary layer and using perturbation theory, Weber 
(1991a) derived another eddy viscosity model, which results in a 
frequency-dependent representative bottom friction velocity. 
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Sbf(f,e) = -ua,(Ti(q0) + tk(g0))—^-F(f,d) 

where  ua,   is the wave boundary layer friction velocity and can  be 
determined as a function  of wave number,  wave spectrum,  bottom 
boundary  layer  thickness   and   bottom   roughness   height.   7".   is   a 

dimensionless function and f-(c,0) is its complex conjugate. When the 

bottom roughness height is given, the values for ua,, T- and f^iq^ can 

be worked out iteratively with an initial KU,. 

This formulation was implemented in a regional third generation 
WAM model for the Texel storm hindcast case, and a value of 4cm for the 
bottom roughness height was selected according to the flow conditions in 
the southern North Sea (Weber, 1991b). Because of the better prediction 
of the significant wave height for that storm it was suggested that the 
eddy viscosity formulation with a bottom roughness height of 4cm is to be 
preferred upon the empirical JONSWAP expression with the mean value 
fore of 0.038 m2s3. 

In fact, the study of Luo and Monbaliu (1994) and Luo et al. (1994) 
showed that the bottom roughness height of 4cm in Weber's formulation 
is not equivalent to the mean value for c of 0.038 m2s3 of the empirical 
JONSWAP expression in terms of the resulting total energy and peak 
frequency growth curve levels for an idealised fetch-limited shallow water 
case. In order to produce the same or nearly the same growth curves 
levels, a c value of 0.067m2s'3 for the empirical JONSWAP formulation is 
equivalent to the bottom roughness height of 4cm. A bottom roughness 
height of 0.69cm in the Weber model and a bottom roughness height of 
0.35cm in the Madsen et al. model are equivalent to the mean value 
0.038 m2s3 for c of the empirical JONSWAP expression. 

Model Area 

The model implementation was made on two grids. In order to 
intercept swell generated far away, but which may travel to the Belgian 
coast, a coarse grid was used. A fine grid was used to cover the southern 
North Sea, including the Belgian coastal area, with a spatial resolution of 
WkmxlOkm. This grid is nested in the coarse grid with a resolution of 
50kmx50km covering the whole North Sea from 48°N to 70°N latitude 
and TW to 12° E longitude. We used a stereographic projection for the 
grid description running the model with the Cartesian co-ordinate option. 
Fig. 1 shows the fine grid model bathymetry and also the indication of the 
two Belgian buoy stations: A2-buoy (A2B) and Westhinder (WEH). It is 
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clear that the water depths are quite limited and vary from less than 5m to 
about 47m in this area. The water depth at A2B is about 8m and at WEH it 
is about 25m. 

Fig. 1 The bathymetry of the southern North sea and locations of two 
Belgian buoy stations. 

Hindcast Study 

One month period running from the 1st to the 28th of February 
1993 is hindcasted by the WAM model. From the 19 to the 21 February, 
there happened a strong storm in the southern North Sea. The model 
wind was provided by the United Kingdom Meteorological Office (UKMO) 
in GRIB (GRIdded Binary) and decoded by the Management Unit of the 
North Sea Mathematical Models (M.U.M.M.). These winds were 
compared with ERS-1 satellite data and with buoy data. The comparison 
showed that the wind forcing used to drive the wave model is of good 
quality (Ovidio etal., 1994). 

Effect of bottom friction dissipation 

In order to see the effect of the net bottom friction dissipation on 
the wave evolution, this term was simply switched on and off in the 
model. Runs were carried out, and they are denoted by J1 when the 
empirical  JONSWAP  expression  (c=0.038m2s3)  was  used  as  bottom 
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friction formulation and by NOBF for cases when no bottom friction 
dissipation term was used. Figures 2 (a) and (b) show the hindcasted 
significant wave heights from the runs J1 and NOBF and the wave buoy 
measurements at A2B and WEH, respectively. The maximum net effect of 
the bottom friction dissipation on the hindcasted Hs values is in the order 
of 53% (of the wave height from the J1 run) at A2B and only 12% at WEH. 
(a) 

(b) 

10 20 
Elapsed days of February 1993 

g,      2 

n , r 

0 10 20 30 
Elapsed days of February 1993 

Fig. 2 Time series of the significant wave height from the runs J1 
NOBF and observations: (a) at A2 Buoy (A2B); (b) at Westhinder (WEH) 

and 
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A2B is located in water with a depth of about 8m, i.e. at a much shallower 
position than WEH where the water depth is about 25m. At A2B, the 
model results agree very well with the observations when the bottom 
friction dissipation is included. 

A global view of the net effect of the bottom friction dissipation on 
the significant wave height hindcast in the southern North Sea is 
displayed in Fig. 3 on February 21, 1993 at 12h GMT. Fig. 4 shows the 
prediction of the wave height from the run J1 (empirical formulation) to 
calculate the bottom friction dissipation in the model. It is clear that the 
bottom friction dissipation has to some extent an effect on the wave 
evolution in the whole southern North Sea. The effect is particularly 
strong in front of the Belgian and Dutch coast and in the south-east 
coastal area of the United Kingdom. Differences for the significant wave 
height prediction in the storm conditions can be as large as 50% (of the 
wave height from the J1 run) along the Belgian coast. 

Fig. 3 The net effect of the bottom dissipation on the significant wave 
height hindcast at 12h GMT 21 February 1993 

Effect of different formulations 

Runs were also carried out with the two eddy viscosity models 
implemented for this study. They are denoted by M1 for the Madsen et al. 
(1988) model and W1 for Weber's model (1991a). The bottom roughness 
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Fig. 4 The significant wave height predicted by the WAM Cycle 4 with 
the empirical formulation for bottom friction dissipation at 12h GMT 21 
February 1993. 

height in these two runs was kept the same as the original value (Kn=4cm) 
suggested by Weber (1991b) for the southern North sea areas. In Fig. 5 
(a) and (b) the hindcasted results for the significant wave height from the 
runs J1, M1 and W1 are displayed with the measured data for stations 
A2B and WEH, respectively. The resultant effect on the hindcasted Hs 
values of using different bottom friction dissipation models with their 
original coefficients can be as big as 47% for station A2B and 15% for 
station WEH. The J1 run with the empirical formulation predicts 
significant wave height very close to the buoy measurement.Tne eddy 
viscosity model from Madsen et al. (1988, denoted by M1) 
underestimates the Hs value with about 1.5m (47% of the J1 Hs peak value 
in storm conditions) at A2B. The W1 run with Weber's (1991a,) model 
also underestimates the Hs with about 1.0m (30% of the J1 Hs peak value 
in storm conditions). Both eddy viscosity models with the bottom 
roughness height at 4cm predict too much bottom friction dissipation for 
this storm. 

A global view at 12h GMT February 21, 1993 of the significant 
wave height difference between the run J1 with the empirical bottom 
friction dissipation formulation and the run M1 with the Madsen model is 
shown in Fig. 6. The maximum difference for the significant wave height 
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was found in front of the Belgian coast zone, in the order of 1.5m (about 
47% of the significant wave height from the J1 run). 
(a) 

(b) 

g> 

T 
10 20 

Elapsed days of February 1993 

T" 
0 10 20 30 

Elapsed days of February 1993 
Fig. 5 Time series of significant wave height using three different bottom 
friction formulations for February 1993: (a) A2B; (b) WEH. 
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Fig. 6 The significant wave height difference between J1 and ml runs at 
12hGMT21 February 1993. 

Test of Equivalent Coefficients 

As we discussed in the introduction, the study of Luo et al. (1994) 
proposed to use equivalent dissipation coefficients for different models of 
bottom friction dissipation in order to produce the same or nearly the 
same fetch-limited growth curves levels. For example, a bottom 
roughness height of 0.69cm in the Weber model and a bottom roughness 
height of 0.35cm in the Madsen et al. model are equivalent to the mean 
value of c of 0.038 m2s'3 in the empirical JONSWAP expression. The 
questioned remained whether these so-called equivalent dissipation 
coefficients are still valid for the real circumstances. These equivalent 
coefficients were tested for the February 1993 storm. Different model 
runs were carried out with the equivalent coefficients, denoted by M2 for 
the Madsen model with a bottom roughness height of 0.35cm , and W2 for 
Weber's model with a bottom roughness height of 0.69cm. 

Figures 7 (a) and (b) show time series of the significant wave 
height for the runs J1, M2 and W2 for the stations A2B and WEH, 
respectively. The obtained Hs values from the different bottom friction 
dissipation models with equivalent coefficients are nearly identical, and 
very close to the wave observations. A global view of the significant 

wave height difference at 12h GMT 21st of February 1993 between the 
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empirical formulation and the eddy viscosity Madsen et al. model but 
using equivalent dissipation coefficients is presented in Fig. 8. Compared 
with Fig. 6, it is found that the wave height difference resulting from 

(a) 

(b) 

g 
CO 

I 

21 

2> 
CO 

T 
10 20 

Elapsed days of February 1993 

CO 

T 
10 20 

Elapsed days of February 1993 

Fig. 7 Time series of significant wave height from three different bottom 
friction formulations with the equivalent dissipation coefficients for the 
February 1993: (a) A2B; (b) WEH. 
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different bottom friction formulations has been dramatically reduced (from 
more than 1.5m to only 0.2m) along the Belgian coast. 

Fig. 8 The significant wave height difference between J1 and M2 runs at 
12h GMT 21 February 1993. 

Conclusions 

A wave hindcast in the Belgian coastal region was made by using 
the 3G WAM Cycle 4 with three different bottom dissipation models. The 
results were intercompared and also compared to buoy data. It is found 
that the net effect of bottom friction dissipation on the significant wave 
height hindcast is quite big, in the order of 80% along the Belgian coast. 
The hindcasted wave conditions are sensitive to the use (including the 
choice of coefficient) of the bottom friction dissipation model, specially in 
storm conditions. The use of equivalent dissipation coefficients results in 
the same or nearly the same effect on the wave evolution and improves 
wave hindcast results. 
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CHAPTER 67 

Weakly non-Gaussian model of wave height 
distribution for nonlinear random waves 

Nobuhito MORI * and Takashi YASUDA t 

ABSTRACT 
The wave height distribution with Edgeworth's form of a cumulative 
expansion of probability density function(PDF) of surface elevation 
are investigated. The results show that a non-Gaussian model of 
wave height distribution reasonably agrees with experimental data. 
It is discussed that the fourth order moment (kurtosis) of water 
surface elevation corresponds to the first order nonlinear correction 
of wave heights and is related with wave grouping. 

INTRODUCTION 
Wave height statistics(e.<7. wave height distribution, run length and etc) of 

random waves play important roles in designing coastal and ocean structures. 
The Rayleigh distribution is regarded as the distribution of wave heights in 
stochastic processes with a linear and narrow banded spectrum. Over a few 
decades, a considerable number of studies have been made on the validity of the 
Rayleigh distribution. It is commonly known that large wave heights in field do 
not necessarily obey the Rayleigh distribution. For example, Haring(1976) shows 
that large wave heights observed in storms are on the order of 10 percent less 
than those predicted by the Rayleigh distribution. After that, Forristall(1984), 
and Myrhaug and Kjeldsen(1987) also reported that occurrence probabilities of 
large wave heights in field are smaller than the predicted value of the Rayleigh 
distribution. 

On the contrary, Yasuda et al. (1992,1994) numerically investigated that 
the third order nonlinear interactions have significant effects on the statistical 
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properties of random wave train. That is, the third order nonlinear solution 
in deep water increases the occurrence probabilities of large wave heights more 
than the linear and second order one do. Stansburg(1993) also found the same 
results in his experimental work. However, there is no theoretical distribution 
which agrees with the data, although many studies have attempted to estab- 
lish the wave height distribution without a linear or narrow banded spectrum 
assumption. 

The Rayleigh distribution is put to practical use under the assumption that 
water surface elevations are regarded as independent stochastic processes, since 
the nonlinear wave-wave interactions are weak in deep water. Thus, the prob- 
ability density function of the surface elevation had been assumed to be the 
Gaussian on the basis of the central-limit theorem. For the statistical point of 
view, the fourth order moment of the surface elevation is directly related to the 
third order nonlinear interaction(Longuet-Higgins 1963). It is therefore neces- 
sary to include the effects of the fourth order moment of the surface elevation 
for the wave height distribution to consider the influences of the third order 
nonlinear interaction. 

In this study, a wave height theory is extended for a weakly nonlinear ran- 
dom waves with cumulative expansion of surface elevation including the fourth 
order moment and then its validity is checked with experimental data. 

PDF OF WAVE HEIGHTS 

Probability density function of surface elevation 

According to statistical theory, the probability density function(PDF) p^(x)dx 
of the /-independent variables X{ {i € Z} (subscript i is dropped hereafter for 
simplicity) can be described as 

00 

pV\x)dx = Y, crHr(x)G(x) dx, (r e Z) (1) 
r=0 

G(x) = ^Lexp (~) , (2) 
2i" 

where Hr{x) is the Chebyshev-Hermite polynomial, G(x) the Gaussian and cr 

the rth order coefficient of the Gram-Charlier expansion. The convergence of 
the Gram-Charlier expansion is not monotonic with the order r(e.g. C4=0(l~l), 
c5=0(Z-3/2)), although the convergence of the rth order cumulant «W is inde- 
pendent of I. We hence choose the Edgeworth asymptotic expansion to describe 
the PDF of surface elevation. 

Introducing the characteristic function and collecting the terms for I, the 
Edgeworth expansion of type A is formally given by (e.g. Kendall and Stuart 
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1963) 

1   K3 
pW(x)dx = G(x){ 1 + -^^-H3(x) + 

vr 6 £H<(x) + %Ht(x) 

+ 
iVl L120 \

H6\X) + T7TH^X) 144 
+ ' cfe, (3) 

where Kr is the rth order cumulant. The rth order cumulant has the relationship 
to the rth order moment /ir: 

«i = 0 

K4 = fii — 3 

«5 = M5 - 10/X3 

«6 = M6 - 

K7 = fJ,7-21 fl2/J.5 

15^4 - 10/il + 30 
35//3/i4 + 210/^2^3 

(4) 

We set the mean value fix so as equal to zero and normalize all the variables 
by the standard deviation. Therefore, fi3 is skewness and /j,4 is kurtosis. Each 
component within the bracket [•] of eq.(3) has monotonic convergence for /(the 
typical notation for I is dropped hereafter for simplicity). 

It must be noted that an asymptotic expansion does not have monotonic 
convergence for higher order corrections, although it sometimes gives good agree- 
ment for a first few terms. Moreover, higher order moments and cumulants are 
influenced by sampling frequencies of data. We, therefore, use first three terms 
of eq.(3) to describe the PDF of the surface elevation. The influences of trunca- 
tion of eq.(3) are already discussed in detail by Mori(1996). We truncate here 
higher than l/l\fl terms of eq.(3) following Mori(1996). This truncation gives 
the following relationship to the moments 

«5 = Ms - IO//3 = 0, 

K6 = f^6~ 15/L44 + 30 = 0. 

(5) 

(6) 

The validity of these assumptions will be examined in next section. 

Distribution of wave height 

We assume that waves to be analyzed here are unidirectional with nar- 
row banded spectrum and satisfy the stationarity and ergodic hypothesis. The 
surface elevation hence can be evaluated by the characteristic frequency Q: 

hit) — Yl an C0S[(CJ„ - w)t + Sn] 
n=l 

00 

^»(*) = 12 an sin[(wn - W)i + en] 

(7a) 

(7b) 
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where an is the amplitude of the nth mode, u)n the angular frequency and en the 
phase function. If en is distributed uniformally and is a temporally independent 
variables, eq.(7) give a linear random wave field. The surface elevation rj{t) is 
rewritten into the amplitude of wave envelope R(t) and phase angle 9(t) with Ic 

and /.: 

Tf(t) = R(t) cosfit + 9(t)} 

6{t) = tan"1 f/s(i) 

W) 

(8a) 

(8b) 

(8c) 

Under the assumption that the PDF of Ic and Is are described by eq.(3) up 
to l/l terms, Ic and Is are independent statistical variables. Integration of 6(t) 
over the range from 0 to 2w results in the following PDF of wave amplitude 

1        (   R2 

p(R)dR=—exp {-— \ + Yi
ahiAiAR) 

i,3 

dR, (9) 

where J2 is a special double summation for i,j(i=4,6 and j—i/2), Aij(R) is 

polynomial for i?(see Appendix) and OHJ is the coefficient with ix% and \ic 

«4,i = p(^4-3) 

^4,2 — ^^^(^ _ 3) 

"6,1 = 2^F ^3 

<*6,2 = 2ISX32M3(M4 
_ 3) 

"6,3 = 5i6^F A*3 

(10) 

The assumption that Ic and Is are mutually independent is inadequate for strong 
nonlinear waves(^3 > 0.30, see Mori 1996), but we should keep this assumption 
in this study. 

By assuming a narrow banded spectrum for a wave field, a wave height 
H is regarded by two times of its amplitude A (H=2A). This assumption is 
inadequate when the vertical asymmetry of surface profile is not negligible(«.e. 
/Z3—> large). Therefore, eq.(10) is valid for a weakly narrow banded process(//3 <C 

!)• 

The assumptions of a weakly nonlinear and narrow banded spectrum give 
the wave height distribution as 

H        I    FT2 

P(H)dH=-zxp(-— l + 'ZfrjBijW dH, (11) 
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Figure 1 The variation of PDF of wave heights for the fixed 
value of fa and in. 
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Figure 2 The   exceedance   probability   of  wave   heights   for 
^4=2.75 and 3.25 with /J,3=0. 

where, 

Pa — 2?(/*4 — 3) 

/^42= 3^22r(/i4 - 3)2 

P61 — 2i2X32 ^3 

A>2 = 22373? /*3 (/*4 - 3) 

Ai3 = 228^34 (4 

(12) 

and Bij(H) is polynomial for if (see Appendix). 

The exceedance probability of wave heights is given by integrating eq.(ll) 
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Table 1 Wave statistics of typical two cases. 

Case m kp(ii/3 at PI breaking ratio 
1 
2 

10 
10 

0.10 
0.20 

0% 
10% 

between [H, oo) as 

P(H) = exp 
F2 

(13) 

where Eij(H) is polynomial for //(see Appendix). 
The first point to be noticed is that the additional terms within brackets}-] 

in eqs.(9), (11) and (13), which are related to non-Gaussian properties of the 
PDF of surface elevation, are equal to zero when ^3=0 and /i4=3(i.e. Gaussian). 
Therefore eqs.(9) and (11) with /x3=0 and /i4=3 are the same the Rayleigh dis- 
tribution. We shall, hence, call with distribution of this type as the Edgeworth- 
Rayleigh distribution. The second important point to be noted is that the first 
order correction to the wave amplitudes or wave heights is kurtosis(a4j or /?4j-)- 

Figure 1 show the variation of the PDF of the wave heights on the values 
of 1x3 and /z4. For the case of //,4=3 case, Fig.l(a), the shape of the PDF of 
the wave heights is not varied as increasing the value of /i3. However, Fig. 1(b) 
shows that the peak of the PDF is shifted to gently as increasing of /z4, because 
/x4 is the first order correction of the wave height distribution. Figure 2 shows 
the exceedance probability of the wave heights for the case of /L*4=2.75 and 3.25 
with /i3=0. The occurrence probability of the larger wave heights exceeds that 
of the Rayleigh distribution is increased when the value of /i4 is larger than 3. 
We can summarize that the value of kurtosis is dominated parameter for the 
PDF of wave heights. 

RESULTS 
The laboratory experiment was conducted in the glass channel and is 65m 

long, lm wide, 2m high and was filled to a depth of about 1.0m. Waves were 
generated by a computer-controlled piston type wave paddle. Water surface 
displacements were measured with twelve capacitance type wave gages. The 
measurements with a sampling frequency of 32Hz were performed for over 330s. 
No corrections were applied for filter response of the wire. 

The initial spectra were given using the Wallops type spectra with band 
widths of ro=5, 10, 30, 60 and 100, and peak frequency of /p=lHz which gives 
a spectral peak wavenumber fep=4.072m_1 and a characteristic water depth of 
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Figure 3 The spatial variations of the higher order moments of 
surface elevations of the case 1 and 2. 

kph=3.99, so that the waves were deep water waves. Here, h is the water depth. 
The number of waves were about 350-450. The maximum frequency of gen- 
erated waves were 2Hz. Therefore, higher frequency components of generated 
waves were generated by nonlinear interaction. Initial phases of the waves were 
given by uniformly distributed random numbers. The initial characteristic wave 
steepnesses kpa,i/3 were set about 0.1 to 0.25. Here, ai/3 is a half of the significant 
wave height. Breaking waves were observed for higher waves with the steepness 
that the value of kpai/3 is larger than 0.13. For example, the visually observed 
breaking ratio is about 10% for waves with the initial steepness of kpa,i/3 = 0.20 
and 20% for 0.14. Consequently, waves of 24 cases were generated under the 
combination of the spectrum bandwidth parameter m and the wave steepness. 
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Figure 4 Relationships among the higher order moments, n%, 
Hi, fi5, H6 and /x7. 
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Typical measured two cases are shown in Table 1 for breaking and non- 
breaking cases. The spatial variations of higher order moments for case 1 and 2 
are shown in Fig.3. These show that the higher order moments are fluctuated 
until the location 20m distant from the wave generator(that is about 13 wave 
lengths of peak frequency). There are marked increase in the moments more than 
20m away from the wave generator. All of the higher order moments are not 
equal to the Gaussian, more and less. The odd order moments /*3 and /x5 seem 
to level out 20m away from wave generator, although the even order moments 
Hi and fie are still increased. The higher order moments are generally influenced 
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Figure 5 PDF of the surface elevation of experimental data of 
case 1 at location 8. 

by the sampling frequency, but these trends do not depend on the sampling of 
data in our experiments. In addition, the spatial variations of //5 and /z6 are 
similar to those of (13 and /x4, respectively. These indicates the non-Gaussian 
properties of surface elevations. 

The experimental data show that the higher order moments are not con- 
stant. It should be examined the relationship between the higher order moments. 
The (n+2)th order cumulant is related to the nth order cumulant at the low- 
est order correction. Hence, the higher order cumulants than the 5th one are 
assumed zero to formulate the Edgeworth-Rayleigh distribution: 

«5 = fJ-5 - 10^3 = 0 

Kd = M6 ~ 15/Z4 + 30 = 0 

In order to check the validity of these assumptions, the relationships between fi3 

and /U5, (14 and fig, and /X3 and /x4 are examined, respectively and are shown in 
Fig.4. Circles denote experimental data and solid lines in Fig.4(a) and Fig.4(b) 
are given by the eq.(5) and eq.(6), respectively. The correlation coefficient be- 
tween /i5 and fj,3 is 0.71, and therefore /i5 could be regarded as a linear dependent 
variable on [13. fig is also strongly related with /i4(the correlation coefficient is 
0.97). The experimental data show quite good agreement with eq.(6) in which 
the value of /z4 is less than 4. Marthinsen and Winterstein(1992) derived the 
relationship between [13 and /i4 from the second order kernel functions: 

,4       x2 

M = 3 + (-/i3J (14) 

The solid line in Fig.4(c) indicates eq.(14). However, there is no obvious rela- 
tion between /*3 and /i4 from the data(the correlation coefficient is 0.21). Conse- 
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(a) Case 2 at location 5 (b) Case 1 at location 5 

(c) Case 1 at location 8 

Figure 6 The PDF of wave heights at several locations. 

quently, it follows from what has been said that the 5th and 6th order cumulants 
can be regarded as zero(i.e. eqs.(5) and (6) are valid), if the value of /i3 is smaller 
than 0.3 and /i4 is smaller than 4. And the value of /J-4 is independent on fi3. 

The PDF of surface elevation of case 1 at location 8 is shown in Fig.5. The 
histogram is experimental data, dotted line is the Gaussian and solid line with 
circle is eq.(3) up to 1/7 terms. The Edgeworth expansion shows agreement with 
experimental data in comparison with the Gaussian. 

The PDF and exceedance probability of wave heights are shown in Figs.6 
and 7, respectively. The histogram and filled circles • denotes experimental 
data, dotted line the Rayleigh distribution and solid line the Edgeworth-Rayleigh 
distribution. There are no significant difference between the Rayleigh and the 
Edgeworth-Rayleigh distribution for the PDF of wave heights. However, the 
Edgeworth-Rayleigh distribution for the exceedance probability of wave heights 
show good agreement with the experimental data in comparison with the 
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Figure 7 The exceedance probability of wave heights at several 
cases and locations. 
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Figure 8 Relationships between /i4, GF and the Weibull mod- 
ulus mw, and GF and \i\. 

Rayleigh distribution. The number of waves decrease as wave heights getting 
larger, so the number of waves are quite few in the range H/rjrms > 5 in Fig.7. 
The Edgeworth-Rayleigh distribution agrees with the experimental data, even 
if the number of waves are not so many. Moreover, the Edgeworth-Rayleigh 
distribution agrees with the experimental data for larger value of /i4(/i4 > 4), 
such as Fig.7(c). 

RELATIONSHIP BETWEEN WAVE HEIGHT 
AND WAVE GROUPING 

Before move to conclusion, it should be added that the relationship between 
the PDF of wave heights and wave grouping. Mase(1989) investigated an empir- 
ical relationship between the groupiness factor(GF) and the PDF of wave height 
with the Weibull modulus mw of single parameter of the Weibull distribution. 

GF is defined as 

GF = ]J~Jo
0lE(t)-E}2dt/E, 

E{t)= [TP V2(t + r)(l-\T\/Tp)dr, 

(15) 

(16) 

where E(t) is SIWEH, E a mean value of E(t), T0 an observation period and 
Tp the spectral peak period. If we substitute the delta function S(t — r) into 
the numerical trigonometric filter 1 - \T\/TP of eq.(16), we obtain the following 
simple relation 

GF' = ^ Hi (17) 
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This means that if we do nit use the numerical filter to calculate GF, there is a 
direct relation between GF and kurtosis /x4. We already know that kurtosis //4 

is the parameter which controls the wave height distribution. That is, both the 
parameters the Weibull modulus and /i4 govern the wave height distribution. 
Therefore, there is a obvious relation between kurtosis and GF. That is the 
reason why the Weibull modulus mw governing the wave height distribution 
depends on GF. The relationship between GF and the Weibull modulus, and 
GF and /i4 are shown in Fig. 8. These relations can be summarized as 

GF~ /i4 ~ m,,. (18) 

The relationship between the Weibull modulus and GF has not a physical 
meaning so that we suggest to use kurtosis instead of GF to represent the wave 
grouping. Moreover, GF suffers from the influence of the numerical filter to 
obtain SIWEH. Therefore, the value of GF is influenced by two characteristics of 
random waves as a shape of wave height distribution and a spectrum band width. 
In other words, GF is insufficient as the fundamental statistical parameter to 
represent properties of the random wave. 

CONCLUSION 
A weakly non-Gaussian model of wave height distribution referred here as to 

the Edgeworth-Rayleigh distribution is suggested for waves with narrow banded 
spectra. It is found that the first order correction of the wave height distribution 
is equal to the fourth order moment of the surface elevation. It is also made 
clear that the occurrence probability of larger wave heights increases with the 
increasing of the value of kurtosis. The experimental data show good agreement 
with the Edgeworth-Rayleigh distribution within /z3 <c 1 and /i4 < 4. 
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APPENDIX 

AiA(R) = R4 - 8R2 + 8 
Ait2 (R) = -R8 - 32R6 + 288RA - 768i?2 + 384 
A6,i(R) = R6 - 18R4 + 72R2 - 48 
A6fi{R) = R10 - 50.R8 + 800.R6 - 4800.R4 + 9600.R2 - 3840 
A6,3(R) = R12 - T2RW + 1800R8 - 19200.R6 + 86400i?4 

-138240.R2+ 46080 

(19) 
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B4,i(H)= #4 - 32H2 + 128 
B^IH) = H8 - 128H6 + 4608.ff4 - 49152ff2 + 98304 
B6,i(H) = H6 - 72i?4 + 115H2 - 48 
Be^tf) = Hw - 200H8 + 12800#6 - 307200H4 + 2457600if2   \ (20) 

-3932160 
B6<3(H) = H12 - 288H10 + 28800#8 - 1228800ff6 

+2211840J74 - 141557760B/2 + 188743680 

Eitl(H)= H2(H2-16) 
Eit2(H) = H2(H6 - 96if4 + 2304ff2 - 12288) 
E6ti{H) = i/2(#4 - 48H2 + 384) 
E6t2(H) = H2(H& - 160#6 + 7680J74 - 1228800F2 + 4915200) 
E^(H) = H2(H10 - 240-ff8 + 19200if6 - 614400#4 

+7372800.ff2 + 23592960) 
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CHAPTER 68 

An attempt at applying the chaos theory to wave forecasting 

Takao Ohta1 and Akira Kimura2 

Abstract 

In this paper, a prediction method based on the 
chaos theory is applied to wave forecasting. First, it is 
investigated whether a time series data of the significant 
wave is chaotic. The correlation integral and the Lyapunov 
exponent are calculated for this purpose. In the second 
part of the paper, the prediction for the time series of 
the significant wave is attempted on the basis of the 
chaos theory. 

1. Introduction 

Wave forecasting information is required to secure 
port and harbor works. Classifying roughly, two methods 
have been used for wave forecasting. One is the deterministic 
method using the energy balance equation. The other is 
the statistical method using meteorological data 
atmospheric pressure and wind speed. However, the former 
has a problem that the meteorological knowledge, a lot of 
cost and time are needed. The latter requires much labor 
to prepare the meteorological data. Recently, a new 
method based on the chaos theory (deterministic nonlinear 
prediction method) has been developed. This methodology 
has been applied to the prediction of stock prices, 
electricity demand and water supply. An outline of the 
method is that ; if a time series data has chaotic 
characteristics, the system which generates the time 
series can be considered deterministic and nonlinear. The 
dynamical rule of the system is estimated conversely from 

1 Research associate, Dept. of Social Systems Eng., 
Tottori Univ., 4-101 Koyama Minami, Tottori 680, JAPAN 

2 Professor, Dept. of Social Systems Eng., 
Tottori Univ., 4-101 Koyama Minami, Tottori 680, JAPAN 
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the time series data. Once the hypothetical dynamical 
rule has been estimated, the near future of the time 
series is predicted using the assumed dynamical rule. Two 
attractive features of this method are that only time 
series data is needed and there is a possibility of 
prediction with high accuracy. In this study, it is 
investigated whether the obtained time series data of the 
significant wave height has chaotic characteristics. 
Furthermore the deterministic nonlinear prediction method 
is applied to the prediction of the significant wave 
height. 

2. Chaotic characteristics of the obtained data 

The data of the significant wave height were 
obtained at the Tottori, Fukui and Miyazaki port in 
Japan. These data are part of NOWPHAS 1991-1994. Location 
of the observation points is shown in Figure 1. Length 
and acquirement rate of the data are indicated in Table 
1. Linear interpolation is used for lack of data which is 
less than continuous 10 times. First of all, it is 
necessary to verify the chaotic characteristics of the 
significant wave height data. The method of trajectory 
reconstruction by delay coordinates (Takens(1981)) is 
used for that purpose. A set of m-dimensional vectors Xt 

are made of the time series {x,} . 

Xl   —   \     Xt   ,   X1+r   , ... , X1+(m_[y 

X-n —  I Xn   > Xn*r > ••• > Xn+(m-l)r   ] ( -^ ) 

where, r is delay time. These vectors represent points in 
the m-dimensional phase space and a trajectory is constructed 
by connecting these points. Figure 2 illustrates making 
of 3-dimensional vectors from a time series schematically. 
Figure 3 is a schematic diagram of a trajectory that is 
reconstructed in the 3-dimensional phase space. Two methods 
are proposed to investigate whether a time series is 
chaotic. One is based on geometric characteristic of the 
trajectory, and the other is related to dynamical 
characteristic of it. In this study, the geometric 
characteristic of the trajectory is examined using the 
correlation integral method described in 2.1. The dynamical 
characteristic is examined using the Lyapunov exponent 
described in 2.2. 

2.1 Correlation integral method 
If a trajectory reconstructed from a time series 
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the Sea of Japan 

jMiyazaki 

the Pacific 

Figure 1. Location of the observation points 

Table 1. Length and acquirement rate of the data 

point period 
number 
of data 

acquirement 
rate 

Tottori 
Jan.'91 ~ Jul.'92 

(19 months) 
6868 96.8 % 

Fukui 
Apr.'91 ~ Apr.'94 

(37 months) 
13512 99.4 

Miyazaki Jan.'92 ~ Nov.'94 
(35 months) 

12780 98.8 

data has fractal structure, there is a possibility that 
the time series is chaotic. Grassberger and Procaccia(1983) 
proposed a method to calculate fractal dimension of the 
trajectory by the correlation integral. The correlation 
integral is defined by Eg.(2). 

Cm ( £ ) = -i- 2 H   £ - X - X (2) 

where, H(t)   is the Heaviside function, Xt-Xj     represents 

distance between vector X, and Xj. The correlation integral 

is calculated for variable E respectively. If a part of 
plotted (logE, log C""(s)) is approximately on a straight line, 
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X(t) 

I I 

• - • 

J I 

n+r     -*n+2r 

X2 Xi+r     X2t2r 

Figure 2. Making of vectors from a time series 

Figure 3. Reconstructed trajectory 

the slope is defined as the correlation exponent v(m). 
Furthermore, if the correlation exponent converges to a 
certain value Dc following the increase of the phase 
space dimension m, DQ represents the fractal dimension of 
the reconstructed trajectory. That is, the time series 
was generated by a deterministic nonlinear system, and it 
is estimated that the degree of freedom for this system 
is more than D0. In this study, the correlation integral 
is calculated under the following conditions; r=10,20,30 
and 40 hours, m=5,6,7,8,9,10,12,14,16,18,20,22,24,26,28,30 
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and 35. Figure 4.(a), (b) and (c) illustrate the results 
of the correlation integral. These are the cases for the 
significant wave height data of Tottori, Fukui and Miyazaki 
respectively. Figure 5.(a),(b) and (c) show the correlation 
exponents which were obtained from Figure 4. In the cases 
of Tottori (Figure 5.(a)) and Miyazaki(Figure 5.(c)), the 
correlation exponent tends to converge. Therefore, there 
is a possibility that the significant wave height data of 
Tottori and Miyazaki are chaotic. In the case of Fukui (Figure 
5.(b)), the tendency shown in the others is not distinct. 
The possibility that the data of Fukui is chaotic can not 
be found from this result. 

2.2 Lyapunov exponent 
Trajectory instability is a dynamical characteristic 

of chaos. It means that a distance between a point on the 
reconstructed trajectory and its near neighboring point 
increases exponentially with time development. The Lyapunov 
exponent is an index to represent change rate of the 
distance. If the Lyapunov exponent is a positive value, 
the distance is extended exponentially. Therefore, the 
trajectory is considered to be unstable. Sano and 
Sawada(1985) proposed a method to compute the Lyapunov 
exponent using a time series data. The procedure for 
this method is as follows. First, a point on the reconstructed 
trajectory is denoted with Xt, and its near neighbors Xki 

(i=l,---,M) are looked for. Displacement vectors between 
Xki   and X,   are given as ; 

yt = xki-xt (3) 

The center point Xt moves to Xt„ and the points Xki shift 
to Xki+X after the time x. The displacement vectors zt are 
as follows: 

Zi = ^-kH-T ~ -*<+T ( 4 ) 

If the absolute values of yt and z, are small sufficiently, 
z,  can be expressed by Eq.(5). 

Zi = A,yt (5) 

The matrix At   is given as; 

AtV-C 

vu =M & Jilyn     '     °U~M & Ziky'! (6 * 
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where, y,j:k-th component of y,, zlt:k-th component of zt. 
The matrix A, is used for computing the Lyapunov exponent. 
A set of orthonormal system [ut(t)} (i=l,---,m) is given 
as an initial condition, and the matrix A, operates on 
the orthonormal system. Eq.(7) represents this operation. 

e,(t + x) = Atul(t) (7) 

Furthermore, et(t + x) is orthonormalized by the Gram-Schmidt 
method (e.g., Shimada and Nagashima(1979)); 

e,' (t + x) = ei(t + x)- 

lr (et(t + r), Uj(t + T)\Uj(t + T) (8) 

e- (t + x) 
ut(t + x) = r^ —{ (9) 

I et  ( t + x ) I 

where, <,> denotes the inner product. In the next step, 
At+%, et{t + 2x), el(t + 2x) and ut(t + 2x) are computed, le- (t)\ , 

which expresses a set of e- , is obtained by repeating 

this procedure. The Lyapunov exponent Af (i=l, • • • ,m) is 
given by Eq.(lO). 

^=^a^l i°s|{«/(o} (10) 

Figure 6. (a), (b) and (c) show the maximum Lyapunov exponent, 
which is calculated under the following conditions: delay 
time r is 10,20,30 and 40 hours, phase space dimension m 
is from 5 to 15 and number of iteration N is 200. Because 
all of the maximum Lyapunov exponents are positive, the 
significant wave height data are considered to be chaotic. 

3. Deterministic nonlinear prediction method 

If a time series data is chaotic, the time series is 
considered to be generated by a deterministic nonlinear 
dynamical system. However, the dynamical rule of this 
system is unknown. It is necessary to estimate the 
dynamical rule conversely from the obtained time series 
data. In this paper, the reconstructed trajectory is 
divided into small sections, and a local dynamical rule 
is estimated for each section. The conception of Farmer 
and Sidorowich(1987) and the above-mentioned procedure of 
Sano and Sawada is applied to estimation of the local 
dynamical rule. In other words, the matrix At given by 
Eq.(6) is an approximation of the local dynamical rule. 
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The procedure to predict near future of a time series is 
as follows: 
1) Take the vector which contains the latest data as Xt 

in Eq.(3). 2) Look for Xki (i=l,2, • • • ,M+1), which are the 
close vectors to X,. 3) Permute Xki in the order of 
increasing distance to Xt. Therefore, Xkl is the nearest 

vector. 4) Set the displacement vectors yt- Xki-Xkl (i=2,--- 
,M+1) and yp = X,-Xkl . 5) Obtain the displacement vectors 

Z; = Xki+T-Xkl„ (i=2, • • • ,M+1). 6) Compute the matrix A, by 
Eg. (6). 7) Calculate zp = Atyp and XHZ = Xkl+Z + zp . 
The m-th component of Xt+X is the predicted value of the 
time series. In the prediction of the significant wave 
height, the following steps are taken furthermore; With 
changing M in the range of [m+2, 2m+30], compute Xt+Z for 
each M. From first to (m-l)th (or (m-2)th) component of 
the predicted Xt+r corresponds to the observed time series 
datum. Pick up five Xt+X whose sum of the square errors 
between the components and the observed data are small. 
Define the mean of m-th components as the predicted value 
of the significant wave height. When all X,+T include 
negative component in the above range of M, the prediction 
is considered to be impossible. 

4. Prediction of the significant wave height 

The significant wave height is predicted by the 
procedure described in the section 3.  The conditions 
under which the prediction is performed are as follows: 
Tottori; The delay time r is 20 and 30 hours, the phase 
space dimension m is 10 and 12. 

Fukui and Miyazaki; r is 10 hours and m is 10. 
The prediction value is computed every 6 hours, that is, 
at 0,6,12 and 18 o'clock every day. The following two 
criteria are used to evaluate the accuracy of the prediction: 
Criterion I (Goto et.al.(1993)); 

I Hp-H„  I £ 0.3 (m) (H0Z  1.0 (m)) 
(11) 

\
H

P~
H

O \l H0*  0.3    (#o*1.0(m)) 

where H0   is the observed significant wave height and Hp 

is the predicted one. The fitting rate is defined as 
Nr/Nt. Nr is the number of the predicted values which 
are in the range of Eq.(ll), and Nt is the total number 
of the prediction. 

Criterion II; Both the observed and predicted significant 
wave height are more or less than a set standard wave 
height of 1 meter. 

The results of the prediction are as follows. 
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Table 2. Fitting rate (Tottori) 

r = 20 hours r = 30 hours 

m = 10 m = 12 m = 10 m = 12 

Fitting 
rate I 

Jan. '92 

Apr. 

42.7 % 

56.7 

42.7 % 

55.8 

42.7 % 

38.3 

33.1 % 

42.5 

Fitting 
rate II 

Jan. '92 

Apr. 

71.0 % 

80.0 

71.0 % 

86.7 

70.2 % 

60.8 

56.5 % 

64.2 

Table 3. Fitting rate 

Tottori Fukui 
\ 

Miyazaki 

6-hour 12-hour 6-hour 12-hour 6-hour 12-hour 

Jan. '92 58.1 % 42.7 % Jul. '93 79.8 % 66.9 % Jan. '94 76.6 % 61.3 % 

Fitting Apr. 63.3 55.8 Oct. 70.9 48.7 Apr. 80.0 60.8 
rate I Jul. 71.3 55.9 Jan. '94 67.7 40.7 Jul. 78.9 69.1 

- - - Apr. 71.2 56.7 Oct. 79.0 61.3 

Jan. '92 75.8 % 71.0 % Jul. '93 85.5 % 80.6 % Jan. '94 80.6 % 72.6 % 

Fitting Apr. 82.5 86.7 Oct. 83.8 72.6 Apr. 84.2 78.3 
rate II Jul. 85.1 89.2 Jan. '94 84.7 70.2 Jul. 81.3 75.6 

- - - Apr. 85.8 79.2 Oct. 85.5 79.8 

Tottori: First, the 12-hour prediction for January and 
April 1992 was performed to compare the accuracy under 
the conditions of r=20,30 and m=10,12. Table 2 shows the 
fitting rate I and II, which are based on the criterion 
1 and II respectively. The difference between r=20 and 
r=30 can be seen, however, the difference between m=10 
and m=12 in the case of r=20 is not distinct. The 
12-hour prediction for July 1992 and the 6-hour prediction 
for January, April and July 1992 were obtained under the 
conditions of r=20 and m=12. The fitting rates are shown 
in Table 3. 

Fukui and Miyazaki: The 6-hour and 12-hour prediction 
was performed under the conditions of r=10 and m=10. 
The objects of the prediction are July, October 1993, 
January and April 1994 in Fukui, and January, April, 
July and October 1994 in Miyazaki. The data of the past 
2 years was used for the prediction. The fitting rates 
are shown in Table 3. 

Figure 7.(a),(b) and (c) illustrate a part of the results, 
in which the solid line is the observed value and the 
dotted line with closed circles is the predicted value. 
In the cases of the 6-hour prediction, the predicted 
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Figure 7.( a )  Results of prediction (Tottori) 
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hours 
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Figure 7.( c) Results of prediction (Miyazaki) 

   ; observed, ••••••   ; predicted 

agree comparatively with the observed. However, time lags 
and fluctuations of the predicted become large in the 
cases of the 12-hour prediction. 

5. Conclusion 

In this study, the prediction method based on the 
chaos theory (deterministic nonlinear prediction method) 
was applied to the significant wave height data. The data 
whose length were from 19 months to 37 months were used 
for the prediction, and a certain of the applicability 
was found. However, it is necessary to improve the 
prediction accuracy. To increase the number of the data 
and to improve the estimation method of the local dynamical 
rule are mentioned for that purpose. 
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CHAPTER 69 

TRANSITION OF STOCHASTIC CHARACTERISTICS OF WAVES 
IN THE NEARSHORE ZONE 

David J. Robillard1 and Michel K. Ochi2 

Abstract 

The purpose of this paper is twofold. The first is to clarify the transition of 
stochastic characteristics of waves; in particular, the transition from a Gaussian to 
non-Gaussian random process in the nearshore zone as a function of water depth 
and sea severity, and the second is to develop a method to estimate the non- 
Gaussian properties of waves at a specified water depth in the nearshore zone from 
knowledge of the sea severity in deep water. The probability density function 
applicable to non-Gaussian waves in finite water depth is applied to more than 1,000 
samples of wave data obtained by the Coastal Engineering Research Center, U.S. 
Army, during the ARSLOE Project. From analysis of the data, the limiting water 
depth is defined below which wind-generated waves can no longer be considered 
Gaussian for a given sea severity. Furthermore, by presenting the parameters of the 
probability density function as a function of water depth and sea severity, it is 
possible to estimate the sea condition at a specified water depth in the nearshore 
zone from knowledge of sea severity in deep water. 

Introduction 

It has been known that the probability distribution of the displacement of 
waves in the deep ocean obeys the normal probability distribution and hence waves 
are considered to be a Gaussian random process. As waves propagate from deep to 
shallow water, however, a significant change is evident in the wave profile and this 
results in waves in shallow water being usually categorized as a non-Gaussian 
random process.   It is noted, however, that transformation of wave characteristics 

1 Lieutenant, US Navy, Engineering Officer, Naval Coastal Systems Station, Panama 
City Beach, Florida, 32407, USA. 
2 Professor, Department of Coastal & Oceanographic Engineering, University of 
Florida, Gainesville, Florida, 32611, USA. 
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from a Gaussian to non-Gaussian random process may not always occur when 
waves propagate from deep to shallow water. If the sea severity is very mild, waves 
in shallow water are still a Gaussian random process. In other words, the non- 
Gaussian characteristics of waves in finite water depth depend on the water depth 
and sea severity. 

One of the purposes of this study is to clarify the transition of wave 
characteristics from a Gaussian to a non-Gaussian random process as a function of 
water depth and sea severity. Another purpose is to develop a method to estimate 
the non-Gaussian characteristics at a specified water depth in the nearshore zone 
from knowledge of the sea severity in deep water, which is an extremely significant 
subject in practice. 

Throughout the present study, the probability density function applicable to 
non-Gaussian waves in finite water depths is applied and analyses are carried out on 
more than 1,000 wave records obtained by the Coastal Engineering Research 
Center, U.S. Army, during the ARSLOE Project at Duck, North Carolina. The 
probability density function was developed based on the concept that stochastic 
characteristics of waves in finite water depth may be considered to be the same as 
the output of a nonlinear system (Ochi and Ahn 1994). 

A broad range of sea conditions and water depths are examined to ensure the 
probability density function well represents the histograms of wave displacement 
data over various conditions. With the applicability verified, the probability density 
function is used to define criteria for the boundary where the wave field can no 
longer be considered Gaussian. Furthermore, analyses are carried out on parameters 
involved in the probability density function to present them as a function of water 
depth and sea severity. From the results of these analyses it is possible to estimate 
the sea condition, including the probability density function, at a specified water 
depth in the nearshore zone from knowledge of the sea severity (significant wave 
height) in deep water, although applicability of the results may be limited to a water 
depth of 25 meters where wave data were acquired and analyzed. 

Probability Distribution Representing Non-Gaussian Waves 

For evaluating the transformation of Gaussian to non-Gaussian 
characteristics of nearshore waves, the following probability density function 
developed based on the concept of the stochastic response of a nonlinear mechanical 
system (Ochi and Ahn 1994) is considered throughout the analysis in this paper: 

f(y) = -fr= exp 
V27t a •*  2"(1_Ya|a*~e  Yay)   ~Yay 

2(yaa *) 
(1) 

where y = wave displacement from the mean, y = 12.8 for y > 0 and 3.00 for y < 0. 
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The probability density function carries three parameters, a, u,» and a. . In 
particular, the parameter 'a' controls the nonlinearity; the severity of nonlinear 
characteristics increases with increase in the magnitude of 'a'. The magnitude of 'a' 
becomes zero for Gaussian random waves. 

It may be well to show that the above probability density function provides a 
good representation of the histogram of wave displacement constructed from data 
obtained in deep as well as in shallow water during a storm. Comparisons between 
the non-Gaussian probability density function given in Eq.(l) (solid line), the 
Gaussian distribution (broken line) and the histogram constructed from data 
obtained during the ARSLOE Project are shown in Figures 1(a) through 1(e). 
Included also in each figure is a portion of the wave data obtained at each location. 
The water depth, D, rms-value, a, evaluated from data and the ratio between them, 
a/D are tabulated in Table 1. The water depth is that at the time of measurement 
including the effect of tide as well as storm surge. 

As can be seen in Figure 1 (a), the histogram of wave displacement obtained 
at a water depth of 24.7 meters obeys the Gaussian probability distribution, while all 
other histograms obtained at shallower water depths deviate from the normal 
distribution but are well represented by the non-Gaussian probability distribution 
given in Eq.(l). Table 1 shows that the magnitude of a/D increases as waves 
propagate from deep to shallow water, and hence the ratio a/D may be used as a 
criterion indicating the limiting condition for the transformation from Gaussian to 
non-Gaussian random waves. Although only five examples of comparisons between 
the non-Gaussian distribution and histogram are shown here, about 100 comparisons 
for various water depths and sea severities all show excellent agreement. 

Since Eq.(l) represents well the probability distribution of displacement of 
waves in the nearshore area, over 1,000 wave data obtained during a storm 
encountered at the ARSLOE Project (October 23-25, 1980) are reduced for 
evaluating parameters of the probability distribution function. Then, further analysis 
is carried out to represent these parameters as a function of water depth and sea 
severity. 

Limiting Water Depth and Sea Severity of Gaussian Waves 

The non-Gaussian property of waves in the nearshore zone depends on 
water depth and sea severity. Analysis of wave records obtained in shallow water 
shows clearly that they are still a Gaussian random process if sea severity is mild. 
Table 1 indicates that the transition from Gaussian to non-Gaussian waves occurs 
for a/D values between 0.042 and 0.086. From analysis of about 100 samples of 
wave data with o7D between 0.045 to 0.080, it is found that a/D = 0.060 is the 
limiting condition below which waves can be considered as a Gaussian random 
process. As an example of the analysis results, Figure 2(a) shows a comparison 
between the Gaussian (broken line) and non-Gaussian (solid line) probability density 
functions of wave displacement data for a/D = 0.071. In this case, the x2-test with 
level of significance of 0.05 shows that the measured data cannot be considered to 
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Figure 1  Comparison between probability density function 
and histogram of wave displacement 

Table 1 Water depth and rms-value of data 
shown in Figure 1 

WAVE DATA SHOWN  WATER DEPTH  RMS-VALUE 
IN FIG.   1 D  (m) 0 (m) 

(a) 24.70 1.034 0.042 

(b) 10.04 0.858 0.086 

(c) 6.52 0.650 0.100 

(d) 4.66 0.612 0.131 

Ce) 2.23 0.480 0.215 
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Figure 3 

Limiting water depth for 
non-Gaussian waves as a 
function of significant 
wave height 

10    15    20 

WATER DEPTH IN METERS 

be a Gaussian random process. On the other hand, Figure 2(b) shows a comparison 
for CT/D = 0.060. As seen, the non-Gaussian probability distribution computed from 
data is virtually the normal probability distribution. It was found that all probability 
distributions of wave displacement obey the normal probability distribution and/or 
pass the %2-test (using a normal distribution as the hypothesized distribution) when 
the ratio a/D is less than 0.06. Assuming that waves are narrow-banded, a/D = 
0.06 is equivalent to D/Hs = 4.17, where Hs = significant wave height. 

Based on the findings presented above, Figure 3 shows the limiting water 
depth below which wind-generated waves are considered to be a non-Gaussian 
random process for a specified significant wave height. The criterion a/D =0.06 for 
the limit of Gaussian waves is given as the solid line in the figure. It is noted that 
the parameter 'a' of the probability density function given in Eq.(l) is zero for 
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Gaussian waves, which can certainly be used as another criterion for evaluating the 
limiting Gaussian random process. Hence, the sea severities (significant wave 
heights) for which the computed a-values of the density function is zero or near zero 
are evaluated at various water depths and plotted as the open circles in the figure. 
Finally, a criterion for limiting Gaussian random waves was developed from analysis 
using the Gram-Charlier series probability distribution with skewness X3= 0.2 (Ochi 
and Wang 1984). This criterion is given as the dotted line in the figure. 

The results obtained from the above mentioned three different analyses for 
evaluating limiting conditions of Gaussian waves as a function of significant wave 
height, Hs, and water depth show good agreements; therefore, it may be concluded 
that the water depth in a given sea severity for which o/D = 0.06 (or D = 4.17 Hs) is 
the limiting depth below which waves may be considered to be a non-Gaussian 
random process. This criterion, however, is valid only for water depths not 
exceeding 25 meters where the data were acquired and analyzed. 

Parameters of the probability Distribution 

In this section, the functional relationship between parameters of the non- 
Gaussian probability density function given in Eq.(l) will be discussed and presented 
as a function of water depth and sea severity. Since the three parameters, a, u., and 
a, carry different dimensions, these parameters are expressed in dimensionless 
forms, aa, u.*/a and O./CT, respectively, where a is the rms-value of waves at a 
specified location. 

Figure 4 shows the functional relationship between c* la and aa. In this 
figure, the relationship obtained from data at three locations (calm water depth of 
1.35 m, 5.5 m and 8.8 m) are given, but data obtained at other water depths fall 
within the upper and lower bounds drawn in the figure. The vertical scale range is 
very small; from 1.00 to 1.05. Therefore, the difference between the formula given 
in the figure and the upper and lower bounds of data is within one per cent. That is, 
we can evaluate a» /a as a function of aa within one per cent as follows: 

Figure 4    Functional relationship between 0/a and aa 
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o* /a = exp|(ao)2] (2) 

Figure 5 shows the functional relationship between JJ.. la and aa. Again, the 
figure shows the results obtained at the three locations shown in Figure 5, but all 
data obtained at other water depths fall within the range of scatter shown in the 
figure. By drawing the average line, u» /a can be presented as a function of aa as 
follows: 

u* / a = -1.55(aa) 1.20 
(3) 

Figure 6 shows the dimensionless parameter aa as a function of the sea 
severity-water depth ratio a/D.   As seen, aa is zero for a/D = 0.06 as mentioned 
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Functional relationship 
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Relationship between aa 
and a/D as a function of 
dimensionless water depth 
D/D 

0.14      0.1B 

ff/D 



TRANSITION OF STOCHASTIC CHARACTERISTICS 885 

earlier, and aa depends to a great extent on the water depth. In order to present the 
results as a function of water depth, the dimensionless water depth D/ D is used 
where D is the calm water depth at each location where data were obtained. The 
water depth in the shallow water area, in general, increases to 1.5 (or greater) times 
the calm water level. Points for D/D greater than 1.5 and a/D greater than 0.12 in 
the figure are those in shallow water, on the order of less than 4 meters depth in 
calm water. As seen in the figure, for a specified D/D, the value of aa increases 
rapidly for o/D between 0.06 and 0.12 beyond which it remains constant. That is, 
for a/D greater than 0.12, the parameter aa, representing the severity of the 
nonlinear property of waves may be represented approximately by 

aa = 0.032+ 0.085(D/D) (4) 

Estimation of Sea Condition in the Nearshore Zone 

It may be of considerable interest to estimate the sea condition in the 
nearshore zone from knowledge of the sea severity (significant wave height) in the 
offshore area. For this, it is assumed that the sea condition remains constant in the 
offshore area where the water depth is greater than 4.17 Hs; the relationship 
obtained in Figure 3. This water depth is denoted by D0 in Figure 7. Next, let the 
variance of non-Gaussian random waves at an arbitrary location in the nearshore 
zone be a2 where the water depth is D. Figure 8 presents the sea severity-water 
depth ratio, a/D, evaluated from analysis of data obtained at various locations in the 
nearshore zone as a function of dimensionless water depth D/Do. The solid circles 
represent high tide condition, while the open circles are for low tide. The triangular 
marks are indicative of the water depth during the storm being almost equal to the 
still water level at the various locations. By drawing the average line in the figure, 
the functional relationship between a/D and D/D0 can be obtained from the figure as 

a/D = 0.06(D/D0) 
-0.58 

(5) 

GAUSSIAN RANDOM PROCESS- 

 . ^/^A.^rt^.. __.   

"*^ 

Figure 7  Sketch indicating the estimated transition 
of sea severity due to water depth variation 
in the nearshore zone 
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Figure 8 Relationship between 0/D and 
dimensionless water depth D/D 

The two lines in Figure 8 are + 5 % lines of the mathematical formulation 
which cover all data. Thus, upon estimating the water depth D at a specific location 
including the effect of tide and storm surge, the sea condition in the nearshore zone 
can be predicted by Eq.(5) from knowledge of the significant wave height in deep 
water. The parameters of the probability distribution of *non-Gaussian waves 
applicable to that location can then be estimated from Eqs.(2) through (4) with 
information on the water depth in calm water. 

As an example, Figure 9 shows the application of this approach for 
predicting the sea condition in the nearshore zone from knowledge of significant 
wave height in the offshore area, the sea condition at Duck, North Carolina at noon 
on October 25th, 1980 is estimated. The records show the tide was high at this 
time. The horizontal scale in Figure 9 is the distance from the shoreline given in 
logarithmic scale. The significant wave height at a distance 12 Km offshore was 
4.28 meters where the water depth was 24.7 meters. It is assumed that the sea 
severity remains constant in areas deeper than D0 = 17.5 m, which is equal to 4.17 
times the significant wave height and that waves are non-Gaussian in areas shallower 
than D0. The values of a/D are estimated at various water depths from Figure 8, 
and compared with measured data which are given by the square-marks in the 
figure. The variances, a2, are then computed and compared with measured data 
given by the open circles. Furthermore, the dimensionless parameters aa are 
estimated at various water depths from Figure 6 (or by Eq. 4 for a/D > 0.12) and 
are plotted in the figure. Good agreement between estimated and computed values 
from measured data is obtained in this example. 
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Figure 9 Comparison between estimated a/D, a2, acr and 
those computed from measured data at various 
locations  in the nearshore  zone 

Conclusions 

This paper presents the results of a study to clarify the transition 
characteristics of waves from a Gaussian to non-Gaussian random process in the 
nearshore zone and presents them as a function of water depth and sea severity. 
From analysis of more than 1,000 samples of wave data obtained by the Coastal 
Engineering Research Center, U.S. Army, during the ARSLOE Project, it is found 
that for a given sea severity a water depth of 4.17 times the significant wave height 
is the limiting depth for which waves may be considered to be a non-Gaussian 
random process. Furthermore, the parameters of the probability density function 
representing non-Gaussian waves are presented as a function of water depth and sea 
severity. By applying the results of this analysis, a method is developed to estimate 
the sea condition at a specified water depth in the nearshore zone from knowledge 
of sea severity (significant wave height) in deep water. 
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CHAPTER 70 

MONITORING AND MODELLING ON SHALLOW WATER WAVE 
PROPAGATIONS IN "EL SALER" BEACH 

Jose C. Santas1, Jose M. de la Pefia2, Jose Lozano3, 
Studies Center of Harbors and Coast, CEDEX, 

Ministry of Public Works, Spain4 

ABSTRACT 

Physical modelling with 3-D basins have mainly been used in relation with 
wind wave propagation, which input are irregular and multidirectional trains 
obtained from a directional system in the prototype, to test harbour structures . 
Very few applications are been developed to test the spectral propagation over a 
beach from deep waters to surf zone neither to study the relationship between 
spectral directional characteristic of time series obtained in prototype and in the 
basin. The aim of this study has been the study of the propagation of real data 
obtained in El Saler beach along the beach slope towards the bar and compare 
these results with real data, employing the 3-D basin , with the real beach profile. 
These data have been obtained from the Monitoring Campaign developed by 
CEDEX, partially sponsored by the contract MAST2, CT92-0027, G8M project, 
on El Saler Beach. 

l.-INTRODUCTION 

The general aims of the "El Saler" Project were the monitoring of the 
beach as well as the wind waves to study the beach evolution and the waves 
propagation. For that two systems to obtain wave climate data were installed at 
medium deep waters , 50 meters depth, and on the submerged beach, firstly 
located at 10 meters deep before bars, to be moved after 1 year, towards a surf 
position, between the bar and the swash zone of the beach. 

Marine Sc.Ph.D.&Physicist; Field Adv. Measurements. Prog.;Jose.C.Santas@cedex.es 
2Civil Eng.,Head of Littoral Studies Division; e-mail: Jose.M.Pena@cedex.es 
3Civil Eng.,Head of Physical Models Divison; e-mail: Jose.Lozano@cedex.es 
"Antonio Lopez 81, 28026-Madrid; Spain. Tel.: 34-l-3357700,Fax: 34-1-3357622 
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The first work developed with the obtained information was the 
propagation of selected trains by mean two numerical models: a lineal one and a 
Boussinesq standard model, which results were compared each other. The 
relationship allowed between them and also taking into account the field data, 
were not as good as we hoped in the previous step, specially if we compare the 
longshore variations oh the significant wave with the field data, and also the 
second order peaks that appeared on the field spectra. Otherwise the relation 
between shoaling coefficients was so big. 

Taking into account the 3-D Basin facilities, a physical model was planned 
to be used as a final step of this work. The aim of this paper is to show the 
characteristic of the physical model phase as well as its results . 

2.-FIELD DATA AND SPECTRAL ASSIMILATION 

The monitoring of "El Saler" beach, located in the Mediterranean Spanish 
coast, incorporated a wide knowledge of the directional waves for no very rough 
conditions and the bathymetric data. 

The field data acquisition survey was developed from February-93 till 
June-95, with 3 systems located along a perpendicular line to the coast, from 47 
meters depth till 3.5, beyond the bar. Yearly bathymetric surveys have been made 
to study area evolution, 
from dune (+5 meters) to 
submerged beach till 10 
meters deep. Special 
focusing was employed on 
three control profiles, over 
wich the systems were 
installed, with 12 surveys 
profiles, in front of Luis 
Vives Parador. An idealized 
profile was obtained as 
mean profile to get the 
propagation by mean the 
physical model as we can 
see later. The picture 1 
shows the study area 
Figure 1 :Studied zone with 
locations of measurement 
systems. 

J& 
\* 
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Figure 2: Studied profile with the EMCM installation points 

The basic equipment used into this project has been composed by : 
-A Datawell Waverider Directional buoy (which will be called WavDir in this 
report) deployed in depth water (50 meters), linked to the shore station , composed 
by a receiver , a PC and a recording system, by RF . The buoy location has been 
kept watch on by the Argos System . (@Argos CLS.) 
-Two Interocean Electro-Magnetic Current-Meters, S4ADW, instrumented 
with a high resolution pressure cell. These systems were located on the control 
profile, 0.8 meters over the bottom, in points of 8 and 3 meters deep respectively, 
with a special rig to sink to maintain the equipment near the bottom. These 
systems provided data concerning the characterization of the Waves Sea Climate 
in the Inshore Zone as well as near the bar , figure 2 . 

The Waves Data acquisition was made attending the following items: 
-Time series duration: approximately 20 minutes (wav-Dir) and 35 for S4DW, 
-Sampling period of 0.78(Dir.-Wav) and 0.5 sec. (S4DW) 
-Repetition period of 3 hours. 
-Time series length: 1560 data points for Waverider Directional buoy and 4200 for 
EMCM's. 

Characteristics of the Raw Data Process 
The spectral process has been made with 6 blocks of 256 points and averaging the 
6 spectra obtained (degrees of freedom : dof=12) for the Wav-Dir data and using 
16 blocks of 128 points to obtain (dof= 32) EMCM's prototype spectra. The 
process allow us to obtain statistical and spectral usual results for heave (according 
the IAHR recommendations) as well as directional parameters for directional 
distribution functions. 
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As the EMCM Raw Data are absolute pressures and velocities in N-S 
direction and E-W direction, they have to be transformed to instantaneous water 
column height. The mean level which is eliminated in the spectral process, is taken 
to calculate the hydrodynamic attenuation. Also a correction taking into account 
non linear terms is used (proposed by Grace, 1977). Some calculations has been 
made in order to evaluate the effect of different possible incoming directions for 
waves and currents. The relative error for u= .25, Tz < 2s and d = 3m (limiting 
conditions in these deployments) is less that 5% . 

Data sets selection and Spectral parametrization 

A set of data records was chosen to fit their S(f) and G(f,9) spectral forms to 
parametric Jonswap Spectrum and Gaussian Distribution Functions. Four sea states 
were selected in order to study the propagation with the 3-D basin. The employed 
criteria were: 
-Existence of simultaneous data in the three systems, 
-Medium sea climate conditions, 
-Narrow One-Peak spectral form and low directional dispersion. 

A bigger number of sea states were employed for the propagations made by 
numerical modelling, because its ease for change initial conditions. 

The parameters used to generate the waves were: 
-Jonswap data : fp, y, Hs , a 
-Directional distribution function: Th_Tp, cx(Th_Tp) for f=fp and f=1.5fp. 

As the s-Misuyatsu parameter is used to generate the wave train, the 
relation a2(Th_Tp,fp)=2/(s+0.5) was used. 

3.-PHYSICAL MODEL CHARACTERISTICS 

The Multidirectional Wave Tank of CEDEX, Cepyc, is 34 x 26 x 1.6 m.. 
The generator is endowed with 72 independent piston paddles (1.3x0.4 meters) 
with a total front of 28.8 meters. It is managed by modular computers controlled 
and connected to a VAX computer by an Ethernet network. The 3-D basin uses the 
GEDAP software, Hyd. Inst, NRC of Canada(3) to generate and analyze the 
waves.The duration of every test was 30 minutes taking 16400 data points. The 
method used for the generation is single summation method. 

The modelled area reproduces, with a undistorted scale 1:50, the El Saler 
beach from coast to 30 meters depth, with an averaged profile obtained from field 
data. A regularization zone between the -30.0m to paddles existed. The employed 
measurement equipment was: 
-2 six wave-probes platforms and 2 EMCM as directional systems, located 
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alternatively along the test 
points: the perpendicular line 
to coast at 10,8,6,4 and 3.5 
(beyond the bar) meters 
depth plus a platform always 
located at 30 m in front of 
the paddles system. 

-Also 19+19 test points 
along parallel lines to coast 
were employed with 19 
probes at same depths, 
figure 3. 

The layout of the modelled 
profile is shown in the 
figure 4. The characteristics 
of the modelled sea states 
were specified on the Table. 
Figure 3 : layout of physical 
model 

Figure 4: Profile used along the axis of the model. 
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TABLE I 

Test number HmO 
(50) 

HmO 
(30) 

Tp Y 9 
(aver) 

a(9) s a • 

15 1.82 1.63 12.5 2.61 67 12 10 -3 18 

17 1.40 1.32 11.1 1.86 67 13 9 -3 20 

21a 1.20 0.70 7.7 1.44 68.5 21 5 -1.5 35 

21b 0.52 0.47 7.7 1.44 68.5 21 5 -1.5 35 

As the buoy was installed in 47 meters depth, and the deepest point of the 
physical model is 30, a previous lineal propagation by numerical model was 
employed, and the Hs(30)meters was obtained . These both data appear in the 
table. 

The Peak period and Gamma were deduced from the fitting. The Incoming 
Direction 9, and its spreading were deduced from the data. The angle a is the 
difference between the normal to coast and 9 .The angle <|> is the propagation angle. 

EL SALER - MODEL 3D - TEST 15 

EL SALER - MODEL 3D - TEST 17 

Figure5 : long shore variation of Hs, test 15th and 17th : Edge waves 
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4.-DATA OBTAINED FROM 
THE MODEL 

The Directional 
distribution functions for f=fp, 
f=1.5 fp, mean direction and its 
spreading versus frequency were 
obtained. From the EMCM 
system also the current spectra ( 
longshore and cross shore) were 
taken. Only the scalar spectra 
were recorded for the 
measurement points with 
wavestaff 

Every test was ran 6 times 
and the spectral characteristics 
were compared between them, 
also between the different tests, 
and between 3-D results and 
prototype. The directional spectra 
were obtained only along the 
model axis and the heave spectra 
for all the test points.Obtained 
results, statistics and spectral, 
have been studied to characterize 
wave propagation and its 
evolution as the depth decrease 
and for both sides from the axis. 
The more relevant items founded 
are: 

4.1.-Significant wave height 
variations in parallel lines 

In relation with the local 
variability of Hs along the 
measurement area, it was 
obtained a pattern with the Hs 
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Figure 6: Wave spectra along the axis of 
the model: 2nd order peaks. 

contour line that was compared with field dada. A modulation appeared that could 
be produced by edge waves. The aspect of that is shown in the picture 5. 
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4.2.-Peaks from the 2nd order interactions 

La interaction between bands produces 2nd order peaks, as for short 
frequencies (Long Wave band), named as f., as in high frecquencies (Short Wave 
band), named as f+ . This last peak grows up as the depth decreases, and it 
disappears after the breaking point, figure 6. 

2nd order to total energy 
Along the model axis 

5 6 7 
Depth of measurement point 

8 

2nd order(f+), test 15 

2nd order (f+) Test 17 

LW 2nd order (f-), test 15 

LW 2nd order (f-), test 17 

Figure 7 

The central frequency of these 2nd order bands are approximately double 
and half, respectively, of the primary spectra, fp. 

The relationship between the energies of these 2nd order peaks and the first 
order peak, rrio, have been calculated for the shallow waters between 8 to 4 meters 
depth, figure 7 . 

4.3.-Currents spectra 

The directions X and Y have been chosen in the way that OX is the coast 
line and OY is normal towards sea. The spectra obtained form the central line, at 8 
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and 4 meters are shown in the figure 8. 

The peaks of the f+ band (short wave), only appears in the cross shore 
spectra. The opposite appends with the f., Long Wave band, that only appears in 
the long shore spectra. This could be seen by comparison between the same kind of 
spectra, Vy or Vx, in function of deep. 
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Figure 8 : Cross shore spectra (Vy) and Long shore spectra (Vx) 

5.-CONCLUSIONS 
The employed methodology reproduces quite well the evolution that has been 

obtained in the prototype, better that the numerical model before used (2). The test 
points located along the axis show the appearance of 2 second order peaks as well as 
for higher frequencies (double that the primary peak fp) as for lower frequencies, 
long wave band, approximately at fp/2 . This effect was detected into the prototype. 

The energy of these 2 nd order peaks increases as the depth decreases . Also 
a modulation along the coast line is found with a length of wave function of the 
characteristics of the incoming wave train. This effect was not reproduced by the used 
numerical models (2) 

The currents spectra near the bar show that the contribution of the long wave 
band is more important in cross shore direction, while the long shore has an important 
contribution of the short wave spectra. 

The spectra of waves look like 'pink' noise after the bar, instead of the 
direction keeps income wave characteristics showing a few wider spreading. 
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DEFINITIONS OF THE USED SYMBOLS: 
t| : heave 
(u, v) : velocity components , N-S and E-W respectively. 
Tp: peak period of spectral estimation, (integrated all the directions). 
Hs or HmO : Significant Wave Height =4 times the squared root of mO, 
Th or 0 : incoming direction of waves 
ThTp or 0p: Peak period band direction 
Ds(Tp) or a(ThTp) : Standard gaussian dispersion for the peak period band 
y, a : Jonswap peakness parameter 
S(f,0) : spectral densities for the prototype directional spectrum , 
S(f): spectral densities for the scalar spectrum ; S'(f) : JONSWAP fitted spectrum 
G(f,0) : Normalized Directional Spreading distribution for S(f,Th), 
dof: number of freedom degrees 
d: depth 



CHAPTER 71 

Intercomparison of Parameter Estimation Methods 
in Extremal Wave Analysis 

Masataka Yamaguchil 

Abstract 

Based on statistical analysis of extreme wave height 
data generated with a Monte-Carlo simulation technique 
for the prescribed parent probability distributions, a 
preferable method for the parameter estimation was deter- 
mined for each of 8 distributions.  It is also verified 
that a jackknife method is applicable to the correction 
of bias and the estimation of variance irrespective of 
parameter estimation method in most parent distributions, 
and that the information matrix methods inherent to the 
maximum likelihood method give generally satisfactory 
results in the estimation of variance of return wave 
height for samples of size greater than around 50. 

1. Introduction 

In the statistical analysis of extreme wave height 
data, several kinds of theoretical probability distribu- 
tions and fitting methods for the parameter estimation 
have been employed, because the population distribution 
is not known a priori.  Many attempts (for instance, Goda 
et al., 1993) have been made to find what kind of fitting 
method is preferable for the parameter estimation of each 
probability distribution to obtain a reliable estimate of 
return wave height and how the sampling variability could 
be evaluated, but the answer is still uncertain, because 
the class of parent distribution and the parameter condi- 
tion investigated are limited. 

This study uses 8 kinds of probability distributions 
including the Gumbel and Weibull distributions and 4 
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kinds of parameter estimation methods.  Based on the sta- 
tistical analysis with use of the 4 methods for data gen- 
erated by a Monte-Carlo simulation technique, in which 
case the parent probability distribution is taken from 
one of the 8 distributions, the advantage of a parameter 
estimation method over the other methods is investigated 
from the view points of bias and variance of return wave 
height.  Also, applicability of a jackknife method to the 
correction of bias and the estimation of variance of re- 
turn wave height, and that of information matrix methods 
usable in the maximum likelihood method to the estimation 
of variance of return wave height are discussed. 

2. Parent Distributions and Estimation Methods 
of Parameter and Variance 

2. 1 Parent distributions 

The probability distributions investigated are the 
Gumbel, Weibull, GEV, Lognormal, Gamma, Loggamma, Hyper- 
gamma (Generalized Gamma) and Poisson-square root expo- 
nential-type maximum (SQRT) distributions.  These distri- 
butions except for the Gumbel and SQRT distributions have 
three parameters respectively.  Each probability distri- 
bution F(x) is written as follows. 
(a) Gumbel distribution (Greenwood et al., 1979; Goda, 

1988) 

F(x)=exp[-exp{-(x-B)/A}] ; -<*><x<o° (1) 

where x is the random variable, A the scale parameter and 
B the location parameter. 
(b) Weibull distribution (Greenwood et al. , 1979; Goda, 

1988) 

F(x)=l-exp[-{(x-B)/A}k] ; B<x<=° (2) 

where k is the shape parameter. 
(c) GEV distribution (Fisher-Tippett type II (FT-II) dis- 
tribution for k>0) (Hosking et al., 1985; Phien and 
Emma, 1989; Goda, 1990) 

F(x)=exp[-{l+(x-B)/kA}_k] ; B-kA<x<~, k>0 
;-°°<x<B-kA, k<0      (3) 

(d) 3-parameter Lognormal distribution (Takeuchi and 
Tsuchiya, 1988) 

F(x) = (l//Jf) fexp(-y2)dy 

y=k-log{(x-B)/A}   ;   B<x<°°,   Cs>0 
y=k-log{A/(B-x)}    ;-°°<x<B,   Cs<0 (4) 
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where Cs is the skewness coefficient. 
(e) 3-parameter Gamma distribution (Bobee, 1975; Takeuchi 

and Tsuchiya, 1988) 

F(x)= 7{k, (x-B)/A}/r(k)   ; B<x<~, A>0 
F(x)=l- 7{k, (x-B)/A}/r(k) ;-<*<x<B, A<0        (5) 

where T(k) is the gamma function and 7(k,x) the incomp- 
lete gamma function of the first kind defined by 

7(k,x)= f exp(-t)tk-1dt 
•> o 

(6) 

(f) 3-parameter Loggamma distribution (Condie, 1977) 

F(x)= 7{k, (logx-B)/A}/ r(k)   ; B<logx<», A>0 
F(x)=l- 7(k, (logx-B)/A}/ T(k) ;-°°<logx<B, A<0 (7) 

(g) 3-parameter Hypergamma distribution (Suzuki, 1964) 

F(x)= 7(k,t)/T(k), t=(x/A)c ; 0<x<°°, C>0 
F(x)=l- 7(k,t)/T(k)        ; 0<x<°°, C<0      (8) 

(h) SQRT distribution (Etoh et al., 1986) 

F(x)= exp{-k(l+yx7A)exp(-/x7A)} ; 0<x<°o       (9) 

This is one of the compound distributions, and k signi- 
fies yearly-averaged occurrence rate of event rather than 
shape property of the distribution. 

2. 2 Parameter estimation methods 

The parameter estimation methods used in this study 
are the moment method (MOM), the probability weighted mo- 
ment (PWM) method and the maximum likelihood method (MLM) 
and the least square method(Goda, 1988, 1990) (LSM). 
Sample mean, unbiased variance and skewness are used in 
the moment method.  In the parameter estimation with the 
moment method for the Loggamma distribution, two methods 
based on mean, unbiased variance and skewness of log- 
transformed sample data (M0M1) and cumulants of sample 
data (M0M2) are applied.  PWM solutions are not derived 
in the cases of Lognormal distribution for negative skew- 
ness, Loggamma distribution, Hypergamma distribution and 
SQRT distribution.  The parameter estimation for SQRT 
distribution is only derived from the maximum likelihood 
method. 

The least square method is based on the model by 
Goda (1988, 1990).  A set of candidate distributions is 
the Gumbel and Weibull distribution whose shape param- 
eter is either of 0.75, 1.0, 1.4 or 2.0.  The other set 
consists of the Gumbel and FT-II type distribution whose 
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shape parameter is either of 2.5, 3.33, 5.0 or 10.0.  A 
distribution with the largest correlation coefficient be- 
tween the ordered data of sample and its reduced variate 
is selected as the best fitting distribution. 

2. 3 Index of goodness of fit 

The SLSC (Takasao et al., 1986) is used as an index 
of goodness of fit.  It is defined by 

SLSC={E(x1-s1)2/N}l/2/ |s0.99-s0.0l| (10) 

where N is the sample size, x-[ the ordered data, s^ the 
variate which is calculated from a theoretical probabili- 
ty distribution for designated probability such as 0.99 
or 0.01.  The Weibull plotting position formula is used 
as a standard formula to estimate non-exceedance proba- 
bility F(x) of sample data, but in the least square meth- 
od, the distribution-dependent plotting position formula 
is applied.  The least square method eventually gives 
smaller SLSC than the other methods owing to its defini- 
tion. 

2. 4 Methods of bias correction and variance estimation 

A jackknife method (Miller, 1974) is applied for 
bias correction and variance estimation of return wave 
height estimated using either method of MOM, PWM or MLM. 
The formulas are given by 

Rj=NH-(N-l)H*, H* = ^H#1/N, 0j2 = (N-l) £ (H,i-H» ) 2/N 
w i-i        (11) 

where H is the estimate of return wave height, R*i   the 
estimate of return wave height based on N-l data exclud- 
ing xi, Hj the bias-corrected estimate of return wave 
height and (7j2 the jackknife estimate of variance indi- 
cated by CTjivr for MOM, <7jp2 for PWM and <JJY

2 for MLM. 

In the application of the maximum likelihood method 
for the parameter estimation of the probability distri- 
butions except for SQRT distribution, the methods based 
on variance-covariance matrix of the maximum likelihood 
estimator (Suzuki, 1964; Phien and Emma, 1989) can be 
used for the asymptotic evaluation of variance of return 
wave height.  It is defined as 

Aij=-E 
a8L(x;gi, -,e,) 

d e ^ e i 
i, j = l, 2, •••, r (12) 

where E means the expected value operator, L the log- 
transformed maximum likelihood and Qi   the parameter of 
a probability distribution.  AJJ is called the Fisher 
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information matrix, and if the expected value operator is 
dropped in eq. (12), it is called the observed information 
matrix.  The variances estimated with both methods are 
indicated by 0"FM2 an(i ^OM2 respectively. 

In the case of the least square method, the standard 
deviation of return wave height 0"LSM 1S estimated with 
the empirical formula derived from numerical experiments 
by Goda (1988, 1990) . 

3. Monte-Carlo Simulation 

As the inverse forms of the Gumbel, Weibull, GEV and 
lognormal distributions are known analytically, a sample 
of extreme wave height data is simulated sequentially by 
giving uniformly-distributed numbers between 0 and 1 gen- 
erated by computer as input.  In the cases of the other 
distributions such as the Gamma distribution, a sample of 
wave height is made with use of a numerical table given 
as the relation between equally-divided non-exceedance 
probability F(x) and random variable x.  The number of 
samples is 5,000 and sample size in each sampling N 
ranges from 10 to 1000, i.e. 10, 20, 30, 40, 50. 70, 100, 
200, 500 and 1000.  Value of SLSC, the parameters and the 
resulting 5 return wave heights H(n) from 50 to 1000 
years (n=50, 100, 200, 500 and 1000) and their variances 
are estimated with the above-mentioned methods from each 
sample.  By averaging the results of 5000 simulations for 
each data size, mean values for SLSC, return wave height 
H(n), jackknife-corrected return wave height Hj(n), vari- 
ances ((TJIYI

2
. O jp2 . <7jY2> 0"FM2 > 0"0M2) and standard devia- 

tion O"LSM' and variance of 5000 return wave height data 
Var(n) are obtained.  Then two kinds of bias ^JH(n) and 
ZlHj(n) are respectively as 

zffl(n)=H(n)-Htr(n),  zlHj(n)=Hj(n)-Htr(n)      (13) 

where H^r(n) is the true return wave height corresponding 
to n years, ^lHj(n) the residual bias after jackknife cor- 
rection, and '-' means the average value.  These quanti- 
ties are called error statistics.  Error statistics 
^H(n), zlHj(n), Varl/2(n) are normalized with use of the 
true return wave height H^r(n), and square root mean var- 
iances and mean standard deviation are divided by 
VarlV2(n).  The normalized error statistics are expressed 
with the notation '~' and the figures are shown in the 
case of return period of 100 years. 

4. Consideration of Results 

A set of parameters is given to every parent dis- 
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tribution as input condition in the simulation study to 
find the advantage of one parameter estimation method 
over the other methods. Four shape parameters with the 
other parameters fixed are used in the simulation study 
to investigate the effect of shape of the distribution 
on the bias and variance estimated with the optimum pa- 
rameter estimation method for each parent distribution. 

Fig. 1 shows the relation between normalized error 
statistics and sample size N in the case of the Gumbel 
distribution, in which simulation is conducted under the 
condition of A=1.39 m and B=4.5 m, and the bias by the 
LSM given in both figures of AE  and zlHj is the same one. 
It can be seen that bias of each, especially bias after 
jackknife correction by any methods is small and that 
the jackknife method and the information matrix methods 
give proper estimates of variance.  Although the MLM with 
the jackknife correction is the optimum method for sam- 
ples of size greater than about 30 from view-points of 
bias and variance, the PWM method is more proper from 
general view-points, when goodness of fit is taken into 
account.  The LSM naturally produces the smallest SLSC, 
but gives greater bias and variance than the other meth- 
ods.  Also, the LSM yields poor estimate of standard 
deviation.  This may be due to the fact that the empiri- 
cal formula for the estimation of standard deviation is 
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Fig. 1 Relation between error statistics and sample 
size (Gumbel distribution). 
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derived on the basis of numerical simulation for a fixed 
shape parameter, without taking a procedure of selecting 
the best fitting distribution.  Similar tendencies are 
observed for the Weibull and FT-II type distributions. 

Fig. 2 describes the relation between error statis- 
tics and sample size for the Weibull distribution.  Simu- 
lation corresponding to the upper figures is conducted 
for the condition of k=1.8, A=4.0 m and B=1.0 m to find a 
preferable parameter estimation method, and simulations 
corresponding to the lower figures are made by giving ei- 
ther of k=0.75, 1.0, 1.4 or 2.0 under the fixed values of 

Weibull k=1.8 Weibull k=1.8 

1000 

Weibull  PWM 
• k=0.75 
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80 

60 

40 
- 

• k=0. 75 
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• k=1.4 
• k=2.0 

nl -in mill i   i i mill 
10 100 

N 
1000 

Fig. 2 Relation between error statistics and sample 
size (Weibull distribution). 
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A=4.0 m and B=1.0 m to investigate the effect of shape 
parameter on the error statistics.  The PWM method is 
seen to be the optimum method from a view point of bias, 
although it yields a slightly larger estimate of variance 
than the MOM.  In the PWM method, the jackknife method 
does not always work effectively for the bias correction, 
but it gives close estimate of variance.  The MLM is a 
recommendable method in the case of sample size greater 
than 50 or 70.  It is seen that the use of the observed 
information matrix method (OIMM) to the estimation of 
variance is possible for sample data greater than 30, if 
overestimation less than 10 %   is allowed and that the 
Fisher information matrix method (FIMM) is applicable 
with underestimation less than 10 %.     The OIMM usually 
gives greater estimate of variance than the FIMM.  The 
effects of shape parameter on bias and estimate of vari- 
ance are not negligible.  Negative bias and degree of 
underestimation of variance increase with decrease of 
shape parameter.  These reflect the widening of the Wei- 
bull distribution with decrease of shape parameter. 
Therefore, the application of the PWM method is prefer- 
ably restricted for the case of shape parameter less than 
1.0 to properly estimate return wave height and its vari- 
ance . 

Results for the GEV distribution are shown in 
Fig. 3.  Conditions of simulation for finding a prefer- 
able parameter estimation method and for investigating 
the effect of shape parameter are k=5.0, A=1.0 m, B=4.0 
m, and either value of k=2.5, 3.33, 5.0 or 10.0 for the 
fixed values of A=1.0 m and B=4.0 m respectively.  The 
PWM method with the jackknife method produces excellent 
estimates of return wave height and its variance.  Small 
bias is also brought about by the LSM which uses the 
adjusted plotting position formula, but the accuracy of 
estimation of variance is not so high for the reason men- 
tioned above.  The MLM with the jackknife correction 
gives small bias, but it does not yield good results on 
variance for small sample size.  The information matrix 
methods are applicable for sample of size greater than 
about 50 or 70.  According to the results of the lower 
figures, bias based on the PWM method is small except for 
k=2.5, distribution of which is widest in the investi- 
gated distributions, and the jackknife method gives fair- 
ly proper estimate of variance. 

Fig. 4 illustrates the results for the Lognormal 
distribution.  Parameter conditions in the simulation are 
taken as k=3.4, A=8.0 m, B=-2.9 m and k=1.5, 2.0, 2.5, 
3.0, A=3.5 m, B=-2.5 m for each purpose mentioned above. 
The MOM is a more preferable method than the other meth- 
ods from view points of bias and variance, and the jack- 
knife method gives proper correction to bias and good 
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Fig. 3 Relation between error statistics and sample 
size (GEV distribution). 

estimate of variance.  Also, the MLM is a preferable 
method, in particular, for sample of size greater than 50 
or 70.  The influence of shape parameter on error statis- 
tics is seen in a diagram of bias.  Even if bias-correc- 
tion with the jackknife method is made, negative bias for 
small shape parameters is still at significant level.  On 
the other hand, the jackknife method yields proper esti- 
mate of variance irrespective of the value of shape pa- 
rameter . 
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Fig. 4 Relation between error statistics and sample 
size (Lognormal distribution). 
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Fig. 5 Effect of shape parameter on error statistics 
(Gamma, Loggamma and Hypergamma distributions). 

duces negative bias increasing with decrease of shape pa- 
rameter, and the jackknife method does not work effi- 
ciently on the bias correction and the variance estima- 
tion.  In the cases of the Loggamma and Hypergamma dis- 
tribution, the jackknife method is effective for the cor- 
rection to bias and the estimation of variance, although 
deviation from the true value slightly increases for 
wider distribution. 
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Fig. 6 Effect of shape parameter on error statistics 
(SQRT distribution). 

Finally, Fig. 6 shows the effect of shape parameter 
on bias and estimate of variance in the case of the SQRT 
distribution.  The scale parameter A is fixed as 1/13 m 
and the shape parameter k is either of 50, 100,150 or 
200.  At present, the only method applicable to the pa- 
rameter estimation is the MLM.  As mentioned above, the 
parameter k means yearly-averaged occurrence rate of 
event.  Change of shape parameter k in this case brings 
shift of a peak position of the distribution rather than 
variation of shape of the distribution.  In the usage of 
the MLM, the jackknife method yields excellent correction 
to bias and proper estimate of variance for the given 
cases. 

5. Conclusions 

Conclusions in this study are summarized as follows. 

(1) A jackknife method is applicable to the correction of 
bias and the estimation of variance irrespective of pa- 
rameter estimation methods in most parent probability 
distributions. 

(2) A preferable method to the parameter estimation in 
each distribution is determined as 

Gumbel distribution 
Weibull distribution 
GEV distribution 
Lognormal distribution 
Gamma distribution 
Loggamma distribution 
Hypergamma distribution 
SQRT distribution 

PWM with jackknife correction 
PWM without jackknife correction 
PWM with jackknife correction 
MOM with jackknife correction 
PWM without jackknife correction 
M0M2 with jackknife correction 
MOM with jackknife correction 
MLM with jackknife correction 
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(3) The LSM proposed by Goda is a preferable method from 
the view points of bias and goodness of fit. 

(4) The MLM with the jackknife method usually gives sat- 
isfactory estimates of return wave height and its vari- 
ance for samples of size greater than about 50. 

(5) The information matrix methods are effective as vari- 
ance estimators in the MLM for samples of size greater 
than about 50. 
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CHAPTER 72 

INFLUENCES OF SPECTRAL SHAPES ON THE STATISTICAL PROPER- 
TIES OF SIMULATED RANDOM WAVES 

John Z. Yim1 & M.-Y. Lai2 

Abstract 

Random wave fields were generated both numerically using a computer algo- 
rithm, and mechanically through a computer-controlled irregular wave generator. 
Statistical properties of these synthesized random waves are then compared with 
measured field results. It is shown that, irrespective of the methodology used, wave 
heights obtained from simulation always have a Rayleigh distribution, and surface 
elevations are approximately normally distributed, measured field data can, howev- 
er, show other trend for the former with a large percentage of possibility. 

Introduction 

Random wave simulations provide a convenient tool for coastal engineers to 
study the stochastic properties associated with a wave field. Simulation can be car- 
ried out either numerically on a digital computer (Hudspeth & Borgman, 1979; Hud- 
speth & Chen, 1979), or physically through a computer-controlled wave generating 
device (Svendsen, 1985; Takayama, 1990). Tuah & Hudspeth (1982) compared the 
numerical methods then available, and a review was given recently by Hughes 
(1993). Depending upon the desired characteristics to be modeled, simulations can 
be carried out either in frequency (Hudspeth & Chen, 1979), or in time domain (Mo, 
1993). In frequency domain, a white noise spectrum from certain pseudo-random 
number generator algorithm is filtered through a target spectrum. Surface elevations 
are then obtained by inverse Fourier transforming the simulated spectral densities. 

'Associate Professor, Dept. Harbour & River Engng., National Taiwan Ocean University, 2, 
Bee-Ning Road, 20224 Keelung, Taiwan, Rep. China. 

2Graduate Student, Dept. Harbour & River Engng. National Taiwan Ocean University, 2, 
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For laboratory experiments, a (nonlinear) transfer function connecting the actual 
strokes of the wave generating device and simulated results must be further implem- 
ented. 

Although not stated explicitly, it is often assumed that waves thus generated 
have all the characteristics that are in close agreement with those of actual wave 
fields (Kimura, 1981; Sobey, 1992). Deterministic properties obtained through ana- 
lyzing simulated surface elevations are then used to verify theoretical predictions. 
Kimura (1981), for example, used a two-dimensional Weibull distribution to model 
the joint distribution of wave heights and periods of mechanically generated random 
waves. He found that the so-called shape parameter for the marginal distribution of 
wave heights has a value close to 2. Sobey (1992) studied the distributions of zero- 
crossing wave heights and periods of numerically simulated random wave fields, 
and concluded that, wave heights "differ little from Rayleigh distribution." It should 
be noted that since Rayleigh distribution is a special case of the Weibull distribution 
with a shape parameter equals to 2, the findings of these two researchers, therefore, 
all indicate to the same fact that, simulated random waves have heights that are Ray- 
leigh distributed. 

It is well known that Longuet-Higgins (1952) derived the Rayleigh model 
based upon the assumptions of narrow-banded wave fields and normality of the sur- 
face fluctuations. Even though this model was often shown to overpredict larger 
wave heights (Chakrabarti & Cooley, 1977), most researchers, however, do find it 
rather satisfactory (Dattatri et al., 1979). 

For the majority of studies concerning random wave simulations, a theoretical 
and/or empirical spectrum is often used as target spectrum. Spectra carrying the 
names such as Bretschneider-Mitsuyasu, Pierson-Moskowitz [P-M], or JONSWAP 
are the most frequently used ones. Among these spectra, the first two are often con- 
sidered to represent fully developed seas and can be categorically termed as broad- 
banded, while the JONSWAP spectral shape is designated for growing wind-seas, 
and is thus narrow-banded. 

Even if simulated random wave fields may have spectral shapes that have 
close resemblance with targets, it would be justifiable to ask whether other 
deterministic properties of the simulated wave fields, such as the probability distri- 
butions of wave heights and periods, would also bear the same affinity with reality. 
This assumption can be questioned when one considers that measured spectra are 
sometimes wider and flatter, and sometimes more energetic and narrower than 
theoretical predictions. Under these circumstances, it is not clear how close the de- 
terministic statistical properties obtained from simulated random waves would 
match those of measured ones. Direct comparisons with field data are, as far as the 
authors are aware of, rather limited. This problem is addressed here in some detail. 
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In the following, the remaining of this paper is further divided into three parts. 
In section II a short description of the methodologies applied will be given. Section 
III presents some of the experimental results, and with a discussion in section IV we 
conclude this paper. 

The methodology 

Waves were also generated mechanically in a large wave flume of the Depart- 
ment of Harbour and River Engineering in National Taiwan Ocean University. The 
wave flume has a dimension of 100 x 3.0 x 3.0 (length x width x height, in meters). 
Two series of experiments were conducted. For the first series of experiments only 
five wave gauges were installed. As the results of these experiments were not quite 
satisfactory, a second series of experiments with eight wave gauges was carried out. 
Variations of surface elevations along the flume were measured by capacitance wave 
gauges. Locations of the measuring stations are: 3.0, 12, 22, 32, and 42 meters for 
the first series of experiment, and 3.0, 12.0, 32.0, 42.0, 71.5, 73.4, 75.0, and 76.1 
meters for the second series, away from the piston wave generator. Figure 1 shows 
the experimental setups for the first series of experiments. 

100 42 32 22 
 !_. 

12 3   0    distance 
-\—(—I 

Station No. 

sloping beach    still water level 

J \ 
3m 

wave gauge 

Ty-t-f-M-4 
15m piston wave generator 

Fig. 1 Schematic representation of wave generation facilities. 

Throughout the experiments, water depth was kept constant at 1.5 meter. As 
target spectrum, the theoretical five-parameter JONSWAP spectrum is used. Exper- 
imental conditions were varied by changing values of the parameters of the target 
spectrum. A recording time of 330 seconds (5.5 minutes) was used for all experi- 
ments so that statistical equilibrium in the wave flume was always achieved. Surface 
elevations measured by wave gauges and the amplified analog signals were then 
digitized by an A/D converter of type TEAC DR-F1. The sampling frequency is 50 
Hz, so that each data set contains a total of 16,500 sampling points. Table 1 summa- 
rizes all the experimental conditions used. 

During spectral analyses, wave records were further divided into segments, 
each containing 1024 data points. The degrees of freedom for the spectral density es- 
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timates are 32, with a frequency resolution equal to 0.048828. A total of 71 for the 
first, and 66 for the second, series of experiments were conducted. 

Table 1  Experimental conditions (Symbols for^: a = 0.3; b = 0.5, c = 0.6, d = 0.8, 
ande= 1.0 Hz) 

fp    a, b,      e      a,b,      e      a, b,    a, b,    a, b,    a, b,    a, b,    a, b, 
c, e c, d, e c, d, e c, d, e   c, e    c, d   c, d, e   c, e 

~~y      L0      LO      3~0      10      3~3      33      3~3      33      33      3.3 

oa   0.07    0.07    0.07    0.07    0.07    0.07    0.07    0.15    0.15    0.15 

cyb   0.09    0.3      0.09    1.0      0.09     0.3       1.0     0.09    0.3      1.0 

/p a,b, a,b, a,b, a,b, e a, b, e a,b, e 
c,d, 

e 
c, d, e c, d,e c,d c,d c,d 

Y 3.3 3.3 3.3 5.0 5.0 7.0 7.0 9.0 9 

<*a 1.0 1.0 1.0 0.07 0.15 0.07 0.15 0.07 0.15      - 

°% 0.09 0.3 1.0 0.09 0.09 0.09 0.3 0.09 1.0 

Field data were recorded with a pressure gauge in a two hour interval from 
October 1991 to October 1993 in northern Taiwan. The measuring station is located 
800 m away from coastline where the mean water depth is 16 m. Total length of the 
data is 10 minutes with a sampling rate of 2.0 Hz. The field records were first di- 
vided into segments each containing 256 points. A cosine squared taper function was 
used to eliminate the discontinuities at the beginning and end of each record. The 
FFT calculated spectral densities were then smoothed with a Hanning window. The 
degrees of freedom and the frequency resolution are, 24 and 0.0078, respectively. 

Numerical simulations were carried out using the two algorithms originally 
proposed by Tuah & Hudspeth (1982), with an extra term representing nonlinear 
correction as given by Duncan & Drake (1995). As target spectra, both measured 
and theoretical spectra were used. Every target spectrum was simulated 205 times 
and all the parameters obtained were averaged to account for statistical variability. 
All analyses were carried out on an IBM 586 compatible personal computer. 

Traditional zero-crossing methods were applied for all "wave records." Char- 
acteristics of numerical simulations are compared with those obtained from 
measurements, either from laboratory, or field. Since the program for generating 
measured spectra in wave flume still needs some adjustments, only field spectra with 
shapes that can be fitted into the standard JONSWAP form were used for compari- 
son. Probability distributions of wave heights, and surface elevations from all these 
three sources were compared with each other. Three models, namely, the Rayleigh, 
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the Gaussian, and the two-parameter Weibull, were used to test the distribution of 
wave heights. Surface elevations were fitted using a Gaussian and a Gram-Charlier 
series expansion. 

The results 

Legend: 
measured 
NSA simulated 
DSA simulated. 

frequency (Hz) 

Fig. 2 Comparison of measured and simulated spectral densities: measured; 
 NSA simulated and DSA simulated. Field data taken at 17.00, on 
February 4, 1992. 

Relative ware height (H/H„„) 

Wave height distributions: 
 Gaussian 
 Rayleigh 
 Weibull 

Fig. 3   Wave height distributions from measured (Fig. 3A), NSA simulated (Fig 
3B) and DSA simulated (Fig. 3C). Actual data source same as Fig. 2. 
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Even though spectral densities of target spectra can be modelled rather satis- 
factorily through the present algorithms, deterministic properties of a wave field can 
not be reproduced truthfully. Figure 3 compares measured wave height distribution 
with the 100th numerically simulated results. It should be mentioned that this choice 
is purely arbitrary. Three curves, representing, respectively, the Gaussian, the Ray- 
leigh, and the Weibull distributions, were also plotted along with the histograms for 
comparison. As can be seen, simulated wave heights have distributions that are very 
close to the theoretical Rayleigh (Figs. 3B & 3C), whereas that of measured results 
can be approximated with Gaussian or the Weibull distribution (Fig. 3A), either one 
can fit the data better than the Rayleigh. 

Distributions of measured and simulated surface elevations were plotted in 
Figure 4 for comparison. Also shown in the figure are the theoretical curves repre- 
senting, respectively, normal distributions (solid lines) and the Edgeworth's form of 
the type A Gram-Charlier series (dotted lines). As can be seen from Figure 4, all 
surface elevations have probability distributions that are approximately Gaussian. 
Except causing small deviations from normality (Figs. 4B & 4C), nonlinear correc- 
tion does not seem to a profound influence on the simulated results. In the follow- 
ing, since results concerning distributions of surface elevations are rather similar for 
all the cases studied, figures concerning this topic will not be presented for space 
reasons. 

0.5 - 

1-1 
< 
(£0.3 

& 
C 
£ 0.2 

* r- 
(A) 

-4 .6""    -a .6 ah"" '" 'i.b'' """ii 
elevation (h/n,^) 

"in ""¥ —Y Jo oJo i'.o"""2.b" 
elevation (h/hmin) 

-2,0 0.0 
elevation (h/h.^) 

Surface elevations distributions: 
 Normal; 
 Gram-Charlier 

Fig. 4  Comparison of measured and simulated probability distributions for surface 
elevations. Original data source same as Figure 2. 
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As mentioned before, experiments were conducted by varying the parameters 
of the typical five-parameter JONSWAP spectrum. Figure 5 shows the development 
of the spectra along the wave flume for the first four measuring stations. Conditions 
used for this example is: peak frequency/p = 0.5 Hz, peak enhancement factor y = 
1.0, with all other parameters equal to the standard JONSWAP spectrum. Nondi- 
mensionalized theoretical spectra are also shown in every figure for comparison. It 
is seen that, except for the irregularities occurred at approximately 0.75 Hz, the tar- 
get spectra are reproduced quite satisfactorily. 

1.2 - 

r A 
N>.8- I \ £? 4     \ 
2. 1      \ 
£0.0 • 
'8 
S 

/    \ ! 
a 0.2 - Jj         V_    (A) 

Q 

dimensionlesfl frequency (f/f,) dimetwlonleaa frequency \t/tt) 

measured 
theoretical 

dimon«ioiile«B frequency (f/f,) dim«iuiottleHH  frequency {(/tt) 

Fig. 5 Measured and theoretical spectra. Experimental conditions:^, = 0.5 Hz, peak 
enhancement factor y = 1.0. 

Figure 6 shows the distributions of wave heights along the wave flume. As is 
seen from this figure, all the three models used seem can be used quite satisfactorily. 
In fact, judging from the %2 goodness-of-fit test results (Table 2), no definite conclu- 
sion can be drawn as which one of the models applied is more appropriate for this 
case. As can be seen from Table 2, based upon the %2 test results, the Gaussian mod- 
el should sometimes be rejected. However, the numbers of misfits are too small to 
be conclusive. 

Results shown in Figure 6 are not inconsistent with theoretical predictions. As 
is well known, Longuet-Higgins (1952) derived the Rayleigh distribution for wave 
heights based upon the assumptions of narrow-bandedness and Gaussianality of the 
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surface elevations. With y = 1 of the JONSWAP spectrum, the case shown in Fig- 
ures 5 & 6 represents, however, Pierson-Moskowitz spectrum for a fully-developed 
wind-sea. A fully-developed wave field has energies more widely spread over low- 
and high-frequency component waves, as compared with the case for growing sea. 
Wave heights for a typical P-M spectrum should, therefore, different from those for 
JONSWAP. 

Normal 
Rayleigh 
Weibull 

1.6 - 

1    \ 
JS,.*; 

Ss- 
p. 

•> 
t?0.8 • 
a u 
3 o- « 

0.4 : u > 
I   : 
«0J ill ,-. (A) 

0 )         0 5 V. "i.'s "  l2.'d 2.5          3-D 
Relative wave heif ht (H/H.^.) Relative wave height (H/H„w,) 

1.2 : 

31 
Ko.B -i 
a"     i 

a u 
% 
i°'*3 
*> 

•a 
X 

0.0 - fn ;(Q 
RalaUve •vo heifht (H/H„..) 

Fig. 6 Distributions of wave heights for the first four stations along the wave flume. 
Experimental conditions same as Fig. 5. 

Table 2 shows values of the %2 goodness-of-fit test results for the second series 
of experiments. For every peak frequency considered, there are occasions where the 
%2 test results of the fitted normal distribution are too large for the theoretical values 
of the x2 distribution based on a 90% confidence interval. This is called misfit here 
in this paper and the total count of misfits for every peak frequency is shown in the 
square parentheses in the table. Since for the other two models, namely Rayleigh 
and Weibull distributions, no misfits occurred, it seems that the normal distribution 
is probably not a good model for simulated wave heights in a wave flume. However, 
it seems worth mentioning that the maximum count of misfits is limited to 3, for 
peak frequency^ = 1.0 Hz at station 3. Considering the total number of experiments 
for this series, namely 66, it seems also safe to say that this model can not be totally 
rejected as well. It should, however, be remembered that among other available 
tests, the %2 goodness-of-fit test is not a very stringent one and perhaps other tests 
should be used before any definite conclusion can be drawn. 
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Table 2 Statistical properties of %2 goodness-of-fit test results for wave height distribu- 
tions. Figures shown are mean values, figures in the parentheses represent stan- 
dard deviations, and figures in the square parentheses are number of misfits, i.e., 
the model should be rejected. 

frequency (fp) [Hz] 

%2 test results 
0.5 0.8 1.0 

Normal 

Station 1 5.47 (6.02) [0] 4.05 (1.68) [2] 5.66 (4.35) [1] 

Station 2 3.22 (0.96) [1] 4.94 (4.47) [1] 5.48 (3.35) [1] 

Station 3 3.13 (0.98) [0] 5.46 (4.36) [1] 6.50 (4.01) [3] 

Station 4 5.81 (4.81) [2] 4.19 (1.85) [1] 6.65 (5.58) [1] 

Rayleigh 

Station 1 3.68 (1.09) [0] 3.28 (0.83) [0] 3.12 (0.90) [0] 

Station 2 3.24 (0.80) [0] 2.39 (0.60) [0] 2.99 (0.67) [0] 

Station 3 4.79 (1.17) [0] 3.18 (0.75) [0] 2.91 (0.85) [0] 

Station 4 3.39 (0.94) [0] 2.87 (0.64) [0] 3.17 (0.58) [0] 

Weibull 

Station 1 3.40 (1.60) [0] 2.71 (0.87) [0] 3.15 (2.07) [0] 

Station 2 3.16 (0.99) [0] 2.41 (1.34) [0] 3.33 (2.73) [0] 

Station 3 2.90 (0.85) [0] 3.01 (1.02) [0] 4.31 (4.41) [0] 

Station 4 4.65 (5.03) [0] 2.71 (1.09) [0] 3.26 (1.28) [0] 

dimensionleaa frequency (f/ff) dimensionleaa frequency (f/f,) 

T\ 

(C) 
dimenafonleaa frequency (f/f,) 

measured 
theoretical 

dimeiutanleM frequency (f/f,) 

Fig. 7 Development of spectral densities of simulated JONSWAP spectrum along 
the wave flume. Experimental conditions:^ = 0.8 Hz, y = 3.3. Figs. (A)- 
(D): Measuring stations 1-4. 
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For the case with narrower band Width, Figure 7 shows measured spectra 
along the flume. It is seen that high frequency components are missing at the first 
three stations, as compared with theoretical predictions. Whether this will affect the 
deterministic properties of simulated wave fields is not known at present, but is be- 
lieved to be small. This is because wave heights from other experiments (not shown 
here) all have probability distributions that are not markedly different to those 
shown in Fig. 8. Wave heights for this experiments are rather scattered. Judging by 
eye examination, strictly speaking, all of the three models applie.d are not suitable 
for describing the probability distribution of wave heights in the flume. However, 
based upon the %2 test results, none of these models can also be rejected. It should be 
stressed that, wave heights shown in this figure are rather special, because in analyz- 
ing our experimental results, it is found that wave heights are mostly Rayleigh dis- 
tributed. This fact is also reflected in Table 2, where all the %2 test results of the 
Rayleigh distribution are smaller than those for the other two models. 

Wave height distributions: 
Gaussian 
Rayleigh 
Weibull 

0.S 1.0 1.5 2.0        2.5 
Relative wave  height (H/H.^) 

.5 2.0 
Relative  wave  height (H/K„„) 

Fig. 8 Distributions of wave heights along the flume. Experimental conditions same 
as Fig. 7. 

Discussions and Conclusions 

When the energy of a random wave field is concentrated within a few compo- 
nents (narrow-bandedness), and when the phases of these waves are randomly dis- 
tributed, then as shown by Longuet-Higgins (1952), wave heights should have a 
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Rayleigh distribution. Almost all (linear) random wave simulation techniques pres- 
ently available, utilize these two basic assumptions. Even though a (nonlinear) trans- 
fer function is involved in wave flume experiments, present study indicates that the 
results have little difference as compared with numerical simulations. 

In the experiments the JONSWAP spectrum is used. This can be written as: 

S(f) = 
(27C)4/5 

exp If 
(1) 

where 
fr = the peak frequency; 
a = the "Phillips constant" with a mean value of 0.0081; 
y = the peak enhancement factor, having a mean value of 3.3; with 

exp (f-fp)2 

2o*fp 
(2) 

and 

I aa   =  0.07   for f<fp 

°  ~     ab   =  0.09   forf>fp 
(3) 

where the parameters aa and ab denote deviations from the peak frequency to, re- 
spectively, the left and right side of the corresponding Pierson-Moskowitz (P-M) 
spectrum. As can be seen from Eq. (1), the P-M spectrum is recovered with the peak 
enhancement factor y = 1. It is generally believed that the JONSWAP spectrum rep- 
resents the case of active wave generation by wind, where energies are concentrated; 
and the P-M spectrum represents fully developed wind-sea, where energies of the 
wave field are spread more or less widely over frequency bands. 

During second series of the physical experiments, three values, y = 1.0, 3.3, 
and 7.0, of the peak enhancement factor were chosen. It is considered that in this 
way the results should cover all the possible conditions encountered in the reality, 
i.e., from extremely narrow- to broad-bandedness. Effects of spectral width on wave 
height distribution have been studied theoretically by Longuet-Higgins (1980), and 
experimentally by Larsen (1981). They all concluded that spectral width affects the 
distribution more profoundly than nonlinearity. Our present results indicate, howev- 
er, no noticeable effects can be found in simulated random wave fields, at least with 
the present algorithms. 



SIMULATED RANDOM WAVES 925 

Simulations were also carried out numerically using spectra from measured 
field data. The results indicate that, irrespective of the underlying target spectral 
shapes, wave heights obtained from synthesized wave records always have a distri- 
bution that is better to be approximated by a Rayleigh than the other two models 
used. With the inclusion of a term representing nonlinearity in the algorithms, it is 
found that only the probability distributions of surface elevations is slightly im- 
proved, whereas wave heights may still have distributions that deviate largely from 
reality. In conclusion, it is plausible to say, even though simulated waves may have 
spectral densities similar to that of the targets, this does not necessarily mean that 
other characteristics of the wave field are also successfully modelled automatically. 
Possible modifications of the applied methodologies are needed and are presently 
under study. 

Acknowledgments: This work is supported by the National Science Council of the Rep. 
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CHAPTER 73 

SECOND-ORDER INTERACTION BETWEEN RANDOM WAVE 
AND SUBMERGED OBSTACLE 

Akinori Yoshida1, Keisuke Murakami,2 

Masaru Yamashiro3,     Haruyuki Kojima4 

Abstruct 

A numerical method to solve the second-order interaction between a multi- 
component random wave and a submerged obstacle is presented by using Stokes' 
wave expansion and Green's second identity. The wave is unidirectional random 
wave, but nonlinear interaction up to the second-order is strictly considered. 
Laboratory experiments with several multicomponent random waves for several 
different wave powers are conducted. The transmitted wave spectra obtained 
both in the experiment and in the numerical calculation are compared. The 
effects of wave breaking on the obstacle to the transmitted wave spectra are 
also investigated. 

Introduction 

When propagating waves encounter a submerged obstacle, comparably large 
amplitude of higher order waves (free waves) could be generated because of 
the abruptly decreased water depth and nonlinear free-surface boundary con- 
dition. This free wave generation is called near-resonant interaction (e.g., 
Bryand, 1973). Several numerical method applicable to solve this nonlinear 
wave-structure interaction have been presented: for example, Massel(1983) 
solved the second-order interaction for a submerged step using the method of 
matched eigenfunction expansions; Ohyama and Nadaoka (1992) investigated 
nonlinear interaction for a submerged dike using time domain boundary integral 

Associate Professor, Dept. of Civil Eng., Kyushu Univ., Hakozaki, Higashi-ku, Fukuoka 
812, Japan 

2Reearch Associate, ditto 
3Graduate student, ditto 
4Professor, Dept. of Civil Eng., Kyushu Kyoritsu Univ., Yahatanishi-ku, Kitakyushu, 807, 

Japan 
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equation method; Kojima et al.(1994) clarified the second-order interaction for 
a submerged horizontal plate using the collocation methd of matched eigen- 
function expansions; Yoshida. et al.(1994) solved the second-order interaction 
between bichromatic wave and submerged structure using a frequency domain 
boundary integral equation method. 

These solutions however deal mostly with interaction of a single frequency 
component wave. Since in real sea state wa,ves generally consist of a multicom- 
ponent wave of different frequency, second-order interactions between different 
frequency components also occur, and lower and higher harmonics at the differ- 
ence and the sum frequencies of the primary component waves are generated. 
The knowledge of this energy transfer between frequencies caused by nonlinear 
wave-structure interactions seems to be lacking. 

Main aim of this study is to obtain a theoretical method to solve interaction 
problems between a random wave train of arbitrary spectrum and a submerged 
obstacle in relatively deep water depth. The wave is an unidirectional random 
wave, but nonlinear interaction up to the second-order is strictly considered. 
A solution to a multicomponent random wave is first derived using frequency 
domain boundary integral equation method, then Laboratory experiments with 
several multicomponent random waves are conducted as well as numerical cal- 
culations. Transmitted wave spectra obtained in the experiment are compared 
to those obtained with the present method. The effect of wave breaking on the 
obstacle to the free-wave generation is also investigated. 

Theoretical Formulation 

Basic assumptions and free surface boundary condition 

As shown in figure-f, a N component random wave is incident on a sub- 
merged obstacle from the positive ^-direction. The water depth h is con- 
stant, and the angular frequency of each component wave is designated with 
ap, {p — 1)'"">A0- Fluid motion is assumed to be incompressible, inviscid 
wave motion, and the velocity potential <&(x, z, t) exists. We consider the waves 
are Stokes' waves, and the velocity potential <ff(x,z,t) , water surface varia- 
tion ((x,t) , Bernoulli's constant Q(t) can be expanded with small parameter 
e(= k(0) as follows: 

*(x,z,t) = ^ L<pW{x,z,t) + e'V^.M) + • • •} (1) 

C0M) = Co {c(1W) + <(2)(*, *) + •••} (2) 

Q(t) = g(o{Q{1)(t) + zQ{2) (*) + •••} (3) 

in which k, o", Co mean the wave number, the angular frequency and the wave 
amplitude, respectively, of a characteristic wave in the multicomponent random 
wave. 
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Figure 1: Definition sketch 

From Stokes' wave theory, the free surface boundary condition for the 
second-order velocity potential ip^ can be expressed in terms of the first-order 
velocity potential y>W as (e.g. Newman,1977) 

dz    +~g   dt2    ~     ka dt | V  dx  )   + \  dz 

1   dtpW d   (9'V(1)   ,     dif^X     crdQW{t) 
kga   dt   dz {   dt2        '    dz   J      g      dt 

The first-order velocity potential ip^>{x^z,t) can be expressed as 

tp{1){x,z,t) = Re 
N 

P=i 

where <f>,p{x,z) is a non-dimensional complex function. 
Substituting equation (5) into equation (4), we have 

cV2>      1 GV
2

>      a 8QW 
dz        g   dt2        g    dt 

= Re 
N 

^{nw(x)e^ + nw(a;)} 
P=i 

N       N 

p=l g=p+l 

where Opp(x), Jlpg(i'), 0,pq(x) and npp(a;) are given by 

1 ipp^X* J 
~2k 

>pp   )   l   "Vp 

a    \ \ dx 

d(j>t ,,'&h\   li^A   l'V'%       d2^v 
+ {   dz       \ +  a % \  g    dz dz2 

(4) 

(5) 

(6) 

(7) 
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J Ln 

I 

~2k a   I dx dx       dz  dz 

a ' g   Oz        dz1 J       a       { g   dz dz2 

(8) 

X lpq[X J 
~2k 

2^, |dj^dj^     d<t>P d<j)q 

a   1 dx  dx       dz   dz 

*v 9  * a2 

g   dz        dz2 
--(cr'pdcpp     d2(j>% 

g   dz 
l^JlP-p 

dz 

(9) 

L±pp[X J — 
ik a   p \ g   dz        dz2 

z=0 

(10) 

in which <j>q, d(j)p/dz, • • • mean complex conjugate of <j>q, d<f>p/dz, • • •, and app, apq, 
Wpq mean angular frequencies defined by app = 2ap, apq = ap + aq, apq — ap — aq 

Equation (6) implys the second-order porential <^(2' takes the form as 

^2\x, z, t) = Re Y: Kl(^ *)+€](^ zyappt 

(ii) 

r N 

EK 
LP=I 

N       N 

E E 
p=lg=p+l 

+ E   E   {<t>p
2

q\x^)e^i + <f>pl{x1z)^t} 

where <f>0pp(x, z),    <j)p
2J(x, z), • • •, are non-dimensional complex functions; the 

(2) stationary component (j>0pp(x, z) does not contribute to the estimation of the 
second-order water surface variation and the pressure of the fluid motion, thus 
it will be neglected in the theoretical formulation from now on. 

Then from equation (11) and equation (6), the free surface boundary con- 
ditions for (f)^2}, (j>p

2^ and <f>pql are obtained, for example, for (f>„2J as I'pp !  rPq 

2 

"PP 

dAllL _ ^AW - ft    (x) 
Qz q     VPP    - ilPP(X) (12) 

Exact solutions in the open regions (1) and (2) 

The first-order potential functions </>p in the open region (1) and (2) are 
found in any textbook and they can be expressed as: 

4>P(x,z) 
[ape

lk»x + Ape~'k»x} Z(kp, z)    (region(l)) 

{Bpe
ik?*}Z(kp,z) (region(2)) 

(13) 
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in which Z(kp,z) — cosh kp(z + h)/ cosh kph and k,p is the wave number given 
by the dispersion equation, <7p/g = kpta,nhkph. 

The complex coefficient a.p denotes the wave amplitude and phase of each 
component of the incident wave, with angular frequency ap\ the complex co- 
efficients A,p and Bp, the wave amplitude and phase of each component of the 
reflected and transmitted waves, respectively. 

Substitution of the first-order potential into equations (7), (8) and (9) yields 

\lppyXJ — 
-tft {ale""* + A2

pe-^"x) - ip2apAp    (region(l)) 

-ifixBpt
ik•x (region(2)) 

(14) 

1 Ipq [X) 

'  -ifo {apaqe
ik•x + ApAqe-ik•x) 

~i/34 {apAqe
iki">x + aqApe'ikp"x^     (region(l)) 

. -i/33BpBqe'krix (region(2)) 

(15) 

npq(x) 

-ifc\apWqe'k">x + A.pAqeT%' 

Vqe'k"«x + a^Ap 

KnnX 

-i/36 \ apAqe'k'»>x + a^Ape-ik>"'x \     (region(l)) 
(16) 

-ifhBpBqe
lk^x (region(2)) 

in which kpp - kp + kp, kpq = kp + kq, kpq =\kp - kq\, Yp = ap
2/g and /3j, f32, • 

are 

A = £?tt-#.       A=7^ + « 
& 

ft 

2k 

1 

2k 

1 

2k 

ft  = 
2k 

1 

2k 

a-f{rPrq~kpkq} + ^{Tl-k2} + ^{Tl-kl} 

a-f{TPTq + kpkq} + ^{Tl-eq} + ^{Tl-kl} 

^{rPrq + kpkq} + ^{Tl-k2}-af{vl-kl} 

{TPrq - kpkq} + ^ {rj - *;} - ^ {r; - kl} 2-^- 
a 

Now we can derive a general solution of the second-order potential function 
in the open region (1) and (2). The equations, for example, governing (f>p

2J can 
be given by 
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vv    ,        ypp   _ Q 
dz2 dx2 

dz 

dz 

= 0 

(-h<z < 0) (17) 

(18) 

—4>$ = -*'A {a*e'fc">* + A$e-ik»*} - ifoapA,     (z = 0) (19) 

The general solution <j>p
2) can be obtained by the sum of a homogeneous solution 

which satisfies homogeneous surface boundary condition given by replacing the 
right-hand side of equation (19) by zero and a special solution which satisfies 
equation (19), and it can be obtained, after some calculations, as 

<t>p
2J(x, z) = A%>Z(k%>,z)e-ik®* + ibslapAp 

(20) 
+iasl {a\eik•x + A2

pe-,k»x} Z(kpp, z)  _ 

and similarly <f$ and <j)pq* are also obtained as: 

4>%Hx,z) = A%Z(kM,z)e-iW' 

+icsl [apaqe
ikj"<x + ApAqe-'k««x} Z{kpq, z)   ) (21) 

+idsl {apAqe
ik<">x + Apaqe-ik""x} Z(kpq,z) 

4>&{x,z) = AWZ(k<»,z)e-i®-* 

+ids2 {apa;e*»x + ApA~qe-ik•x} Z(kpq,z)   \ (22) 

+ica2 {apA~qe
ik<">': + Aparqe-,k*«x) Z(kpq, z) 

in which kpp\ kff and kpql are the wave numbers given by the dispersion equa- 
tions to angular frequencies, crpp, apq and Wpq, respectively. The coefficients 
asl, 6sl,- • • are 

a si 
-A 

K>-p'p t3.lT.il rCppfl - _ r 1 vv 

-Pz 
ttpq  T-cHlll K/pnik   ~ -r ' 1 VI 

"A 

bsi 

cs2 

fh 

-& 
kp(] tanli fcpqfi — 1 pq 

ft-pa XicLll.Il fcpqtl        1 pn 
d.i — 

n-pq uclllll fCpqfl        L pq 
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where Ypp = a^/g, Tpq = apq
2/g, T.pq = (?.pq

2/g. 

The general solutions, <frp
2

p\ <j>$ and (j>pql in the transmitted wa,ve region (2) 
are also obtained as follows: 

*%(*, z) = B$Z(k%yZy^* + %asl {B2e^} Z(kpp, z) (23) 

</>•(x, z) = B$Z(k%, z)e<^ + zcsl {BpBqe'k^} Z(kpq, z) (24) 

&*, *) = BWZ(k%lz)eik&* + ids2 {BpB-qe^x} Z(k^, z) (25) 

Green's second identity and linear equations 

Potential theory shows harmonic function in a. closed domain, <fi(X), which 
is a solution of Laplace equation, can be expressed with Green's second identity 

<f>(X) = 1 JD ^(Xb)^-G{r) - G(r)^(Xb) J ds (26) 

where G(r) = log?" + logr*, and r is the length between an arbitrary point 
X = (x,z) in the domain and a point Xb — (&•(,, zb) on the boundary, r* is 
the length between the point X and its mirror image Xb* with respect to the 
uniform bottom boundary, a is defined to take 7r when X is on the boundary, 
and to take 2ir when X is inside the boundary, v denotes outward normal 
to the boundary of the region (0), and the direction of the integral is taken 
counterclockwise along the boundary D (= Si + S-2~\~ 63+ S4). 

By dividing the boundary D into N number of small elements, ASj (j = 
1, 2, • • • , N), and by assuming that the potential <j> is uniform on each element, 
the integral equation (26) can be discretized as 

£ fe-y^)-^. Mil 
1   dv 

0 
(27) 

(i = l,2,...,iV) 

where 

a J&s, 
Ea = 

dG(nj) 
a JAS,      dv (28) 

ra = \f{xj - a',)2 + (zj - z,)\      rv* = y/{Xj - x.,)2 + {Zj + 2h + zt)
2  J 

Substituting all the boundary conditions along the closed region (0) into 
equation (27), we have a set of linear equations, for the second-order as well 
as the first-order problems, in terms of the velocity potentials on the bound- 

ary elements and unknown coefficients AP1 Bp, App, Bpp,---. The boundary 
conditions on the imaginary boundaries are given through the exact solutions 
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for (f>p
2J, cj)W, <t>pq* in the open regions (1) and (2). Thus we solve at first the 

linear interaction problem (e.g., Yeoung,1975) for every component wave of an- 
gular frequency ap, then for every combination of the first-order solutions with 
frequency components <xp and <r,, the linear equations for the second-order po- 

tentials <t>pp\ 4&, <Ppq* are solved, respectively. 

Energy flux correction 

The solutions have to be corrected to balance wave energy fluxes between 
the incident, reflected and transmitted waves, because in perturbation analy- 
sis up to the second-order the balance of wave energy flux is satisfied in the 
first-order; the generated second-order free waves produce excessive wave en- 
ergy. The effect of this excessive energy may be negligible for a single incident 
wave, but for multicomponent incident wave the number of generated free waves 
increases in proportion to the square of the number of the incident wave com- 
ponents, and numerical results may become unrealistic. 

To correct the numerical results so as to satisfy the conservation of the 
incident wave energy flux, the incident wave energy flux Fi, the reflected wave 
energy flux FR and the transmitted wave energy flux FT are calculated with 
numerical results of the first-order and the second-order potentials; FR and FT 

include in them the excessive wave energy flux of the generated free-waves, and 
thus Fi is always less than FR + FT- The correction factor /? is defined as 

JF[/(FR + FT), and all the reflected and the transmitted wave components 
are multiplied by (3. The effects of this energy flux correction are verified by 
comparing the corrected numerical results against the experimental results. 

Numerical and Experimental Results 

Laboratory experiments were conducted with a submerged structure as 
shown in figure-1 with B/h=2.0, q=0.3, R/h=0.7, and the water depth h=0.37m. 
Multicomponent random waves used in the experiment are shown in Table-1. 
For each multicomponent random wave, ten different phase combinations were 
used, and the results were averaged. The wave amplitudes of the component 
waves were set approximately the same, and for each multicomponent random 
wave, several different wave amplitudes ranging from small amplitude to large 
amplitude that intense wave breaking occurs on the structure were used to in- 
vestigate the effects of wave breaking on the generation of the second-order free 
waves. In addition to the above multicomponent random waves, twenty com- 
ponent random wave, modeled from Bretschneider-Mitsuyasu spectra, was also 

used. 
The wave tank is 0.3m wide, 0.5m deep and 28m long, and it is equipped 

at one end with a random wave generator having a function of wave absorption, 
and at the other end with a wave absorber.   The reflection coefficients of the 
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wave absorber were measured for several frequencies ranging kh=0.5 ~ kh=3.0, 
and they are around 0.05 for waves kh greater than 1.0 (frequency 0.7Hz)- Thus 
the lowest frequency in the multicomponent random waves was chosen to be 
greater than kh=1.0 to minimize the contamination by the reflected waves from 
the wave absorber. 

Before setting the model of the submerged obstacle in the wave tank, every 
multicomponent random wave was generated and it was measured by capacity- 
type wave gauges with sampling interval \0Hz for the number of sampled data 
8192, and from the data the incident wave spectra were obtained using First- 
Fourier-Transform(FFT). Then setting the model structure midway of the wave 
tank, transmitted waves were measured 3.0m behind the center of the structure, 
and the transmitted wave spectra, were also calculated by FFT. The wave spec- 
tra for ten different phase combinations were averaged for every multicomponent 
random wave. 

f (Ha) kh number of component 
2 3 5 10 

0.772 1.139 
0.809 1.215 • 
0.844 1.286 • • 
0.879 1.369 • •' 
0.915 1.453 
0.953 1.545 
0.993 1.651 
1.038 1.774 
1.089 1.922 
1.145 2.101 

Table 1: Frequencies of multicomponent rand om waves 

In the numerical calculations, the location of the right-hand side and the 
left-hand side imaginary boundaries are taken both 6h apart from the center 
of the obstacle. The length of the boundary element is taken 0.05h for all 
the elements. Incident wave amplitudes of component waves in the numerical 
calculation were obtained by integrating the power spectra of the incident mul- 
ticomponent random waves in the experiment. The phases of the component 
waves are given by generating random number numerically, and thus the nu- 
merical calculation were also carried out for ten phase combinations as in the 
experiment for every multicomponent random wave. Water surface variations 
at the same location where transmitted waves were measured in the experiment 
were computed and their wave spectra, were also obtained by using FFT with 
the same sampling interval and data length as in the experiment. 

Figure-2 shows power spectra of the transmitted wave ST(f) for two compo- 
nent incident wave. S means component averaged power of the incident wave, 
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Figure 2: Comparison of the numerical results against the experimental results 
in terms of transmitted wave spectra Sr{f) for two component wave (f\ = 
0.772fjz, f2 = 0.809#2); S is component averaged power of incident wave: from 
the top, figures show spectral change resulting from increase of incident wave 
amplitude. 

which is given by dividing the power of the incident wave by its number of 
component. A means wave amplitude which has the same power as S. Since 
the amplitudes of the component wave in a multicomponent random wave were 
made almost the same each other, A is approximately the same as the am- 
plitude of the component wave in the experiment. In the figure-2, when the 
averaged wave amplitude A/h is 0.036 and 0.040, wave breakings occur on the 
structure, and especially when A/h = 0.040 the wave breaking is very intense. 
The power of the second-order difference frequency waves and the power of the 
higher order waves generated around the third-order sum frequencies are negli- 
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Figure 3: Comparison of the numerical results against the experimental results 
in terms of transmitted wave spectra Sx{f) for five component incident wave: 
A/h = 0.015. 

gibly small compared to the powers of the second-order sum frequency waves, 
and thus results are shown for the first-order frequency and the second-order 
sum frequency ranges. 

It can be seen that as A increases more higher order waves are observed 
around the second-order sum frequencies, though their powers are very small, 
even before wave breaking occurs. Once wave breaking occurs on the obstacle, 
more power is transformed to higher order waves around the incident wa,ve 
frequencies (ji, J2) as well as around the second-order sum frequencies, and 
the power of the second-order sum frequency components (2/x, f\ + f2, 2/2) 
decrease drastically. On the contrary in the numerical results, the amplitudes of 
the second-order sum frequency waves increase unrealistically even after wave 
breaking occurs. 

The figure-3 shows the comparison for five component wave. The averaged 
wave amplitude A/h is 0.015 and wave breaking occurs on the obstacle inter- 
mittently. Since the energy dissipation caused by vortices and wave breaking 
are not considered in the present method, the numerical results gives smaller 
power spectra, but it can be however said that the numerical calculation gives 
good estimation for the spectral structure of the transmitted waves. 

In order to compare the numerical results against the experimental ones 

more quantitatively, the power along the incident wave frequency range S^ 

and the power of the second-order sum frequency range S?   were obtained by 
integrating the transmitted wave spectra as illustrated in figure-3. The square 

root of their ratios to the power of the incident wave spectra,  yS^ /Si and 

V ST /Si, are computed and they axe shown in figure-4 for five and ten compo- 
nent waves. The broken lines in the figures show the numerical results without 
energy flux correction. The numerical results always underestimate the exper- 
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Figure 4:   Comparison of the numerical results against the experimental re- 
sults in terms of power ST   obtained by integrating transmitted wave spectra 

(2)    • 
along the first-order frequency range and Power ST   for the second-order sum 
frequency range, which are normalized by power of incident wave 5/:   0 O 
experimental results, numerical results with energy flux correction,  
numerical result without energy flux correction. 

imental results even before wave breaking occurs, due to the energy dissipa- 
tion by vortices caused around the structure, and thus the numerical results 
gradually deviate from the experimental results as the incident wave ampli- 
tude increases. Once however wave breaking begins to occur on the structure, 
even it is not so intense, numerical results for the second-order waves largely 
underestimate the experimental results.   It however should be noted that the 

power of the first-order frequency range y ST /Sj well estimated by the present 
method even after wave breaking occurs. This may imply that the energy lost 
by wave breaking is approximately equal to the energy which should have been 
transferred to the second-order free-waves in potential theory. 

To show more clearly the effect of wave breaking, the ratios of yST /ST 

are calculated and the results are shown in figure-5. These show that the present 
method can well estimate the rate of wave energy transferred to the generated 
second-order waves as far as no wave breaking occurs on the structure. 

Figure-6 shows transmitted wave spectra for twenty component incident 
wave, modeled of Bretschneider-Mitsuyasu spectra with significant wave height 
Hx/3 = 4:.0cm (H/h = O.lf) and significant wave period Ti/3 = 1.25sec (kh = 

1.16). No wave breaking observed in this case. Because of the energy dissipa- 
tion due to vortices around the structure the numerical results underestimate 
the experimental ones, but overall structure of the transmitted wave spectra is 
well estimated. 
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Figure 5: Comparison of the numerical results against the experimental results 
in terms of ratio/Sj /Sj1 :  numerical results, # experimental results. 
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Figure 6: Comparison of the numerical results against the experimental results 
in terms of transmitted wave spectra for incident random wave modeled from 
Bretschneider-Mitsuya.su spectra (i/1/3 = 4cm, T\/:i — L.'25.sec); low frequency 

side (/ < 0.7 H^) and high frequency side (/ > \.\HZ) 
are cut off in the incident 

wave to avoid contamination by reflected waves from wave absorber and to avoid 
overlap of incident wave and generated second-order sum frequency waves. 

Conclusions 

A numerical method to solve the second-order interactions between mul- 
ticomponent random wave and submerged obstacle is presented. Numerical 
results give good estimation of the transformation of the incident wave spec- 
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tra, caused by the second-order wave structure interactions, as long as no wave 
breaking occurs on the obstacle. Once however wave breaking occurs (even it 
is not so intense), the generation of the second-order free waves is greatly sup- 
pressed, and numerical results largely underestimate the experimental results. 
The energy flux correction of the numerical results is particularly effective, even 
after wave breaking occurs, for accurate estimation of the first-order transmit- 
ted waves. 
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CHAPTER 74 

A uniform mild-slope model for waves over varying 
bottom 

Libang Zhang1 and Billy L. Edge2 

Abstract 
A time-dependent mild-slope equation is derived, based on the formal 

derivation of Smith & Sprinks (1975), from which the higher-order dispersion 
relation for waves over uneven bottom is obtained. If only linear dispersion 
is used for steady waves, the equation (2.12) of Chamberlain & Porter (1995), 
referred as the modified mild-slope equation (MMSE), is recovered from this 
equation. To the leading-order solution, it is found that the modified curvature 
terms of the MMSE have significant effects, while the slope square terms are 
negligible in accordance with mild-slope assumption. Therefore, retaining all the 
modified curvature terms neglected in the MSE, the uniform model is developed. 

A numerical model using the finite element method(FEM) is developed to 
predict wave scattering by a varying bottom. In general, the uniform model can 
predict salient features of waves over various sea beds, such as sinusoidal beds 
and man-made bars. For sinusoidal beds, the results of the uniform model are 
in closer agreement with the experimental data than other established models. 
For man-made bars, the results of both the MMSE and uniform model are in 
closer agreement with the experimental data than the results of Kirby (1986). 
An important result of the FEM model is application to transformation of waves 
over arbitrarily-varying bathymetry. 

Introduction 
Surface wave scattering by rippled seabeds has been studied by many 

researchers during the past decade. Rippled seabed are used to represent 
both regular and irregular ocean bottoms. Davies & Heathershaw(1984) pro- 
vided solutions to the linear problem and verified their solutions experimen- 
tally. Mei(1985) concentrated his studies on the process close to the Bragg 
resonance condition. Dalrymple & Kirby (1986) studied a single sinusoidal 
bed for both resonant and non-resonant cases, using a boundary integral equa- 
tion method. The step-approximation model (Guazzelli et al. 1992), or the 
successive-application matrix (O'Hare & Davies 1993), in which the bed is di- 
vided into a series of very small horizontal shelves, was also developed to model 
the wave scattering by the rippled bed. Edge & Zhang (1996) first predicted 
random wave scattering by berms using P-M spectrum. 

Alternative methods related to the mild-slope equation(MSE), such as 
the modified mild-slope equation (MMSE), have been investigated extensively 
since it was derived by BerkhofF (1972) and Smith & Sprinks (1975). Kirby(1986) 
developed the equations to predict wave propagation over rapidly varying to- 
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A & M University, College Station, TX 77843-3136 

2W.H. Bauer Professor of Dredging Engineering and Head, Ocean Engineering Program, 
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pography, which is based on the concept of expanding the rapidly varying com- 
ponent on a very mild-slope bottom. Massel (1993) extended the mild-slope 
equation by using a Galerkin-eigenfunction method. Recently, Chamberlain & 
Porter (1995) presented several modified versions of the MSE (or MMSE) by 
using both variational and Galerkin methods. 

Kirby's model (1986) is limited to a rapidly-varying topography. The 
deficiency of the Kirby's model in prediction of the higher- and sub-harmonic 
resonance peaks was found by Guazzelli et al. (1992) and O'Hare & Davies 
(1993). Two of Chamberlain & Porter's models, i.e. Eqs.(3.2) and (3.3) of 
Chamberlain & Porter (1995), were shown to be ineffective in predicting some 
resonance peaks (see Fig.3 of Chamberlain & Porter, 1995). In other words, 
these models break down at some frequencies, similar to the MSE's breaking 
down as described by Kirby (1986). It means that the approximations of these 
models are not uniform, but are frequency-dependent. Therefore, to overcome 
the deficiency of the models mentioned above, the uniform model is developed to 
predict wave scattering by both slowly-varying and rapidly-varying components 
of beds uniformly. 

The first part of this paper presents the three-dimensional wave model 
based on Green's identity method for general topography. Secondly, the pa- 
per presents a numerical implementation for the finite element method (PEM). 
Thirdly, the uniform model is verified and the results for sinusoidal beds are 
given. Finally, numerical results of the uniform models for waves over the man- 
made bars are presented and compared with the experimental data and other 
numerical solutions. 

Governing equations for general topography 

For a small-amplitude wave with angular frequency w, it is assumed that 
the flow is incompressible and irrotational and that the pressure is constant at 
the free surface. The rectilinear coordinates (x,y,z) are fixed in space and z=0 
is located at the calm water level. The wave potential $(x,y,z) satisfies the 
equations: 

V2$ + $22 = 0,        {-h<z<0), (1) 

$« + g$z = 0,        at    z = 0, (2) 

Since the sea bottom is fixed at z — —h(x,y), the normal velocity vanishes; this 
implies 

$z + Vh • V$ = 0,        at    z = -h, (3) 

where V denotes the horizontal gradient operator, i.e. V = {d/dx,d/dy}. 

By utilizing the Green's identity method, Equations (l)-(3) can be com- 
bined to obtain the time-dependent equation governing the velocity potential 
(j>(x,y) and the wave number k(x,y): 

&t - V • {CGgW<j>) + (w2 - k2CCg)4> -gF<j> = Q (4) 

where 
u>2 = gk tanh kh, (5) 
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is leading-order dispersion relation, and 

F = ax(Vft • Vh)k + a2V
2h + a3Vfc • Vh/k + a^k/k2 + a6(Vk • Vk)/k3. (6) 

C(a;,j/) = w/fc and C9(aj,y)  = dw/dk are the wave celerity and the group 
velocity, respectively. The dimensionless parameters of a;    (i = 1,5) become 

ai = -<r(l - a2)(l - <rq) (7) 

a2 = -<r9(l - <r2)/2 (8) 

a3 = q(l _ a
2)(2q<T2 - 5<r/2 - q/2) (9) 

a4 = q(l - <r2)(l - 2<rq)/4 - (r/i (10) 

a5 = <?(1 - a2)(4<r2q2 - 4q2/3 - 2aq - l)/4 + <r/4 (11) 

Throughout this paper, the notations q = kh, Q = k(z + h), and <r = tanh kh are 
used for convenience. The detailed derivation of Eq.(4) is given in the Appendix. 

Higher-order dispersion relation 

The time-dependent MMSE can be further decomposed into the real and 
imaginary parts, which are corresponding to the dispersion relation and wave 
action conservation, respectively. Let 

4> = Aeie 

where A is the potential amplitude and 0 is the phase and is defined by 

V0 = k    6t = -w 

Separating the time-dependent equation into real and imaginary parts, the 
higher-order dispersion relation is obtained: 

or •.2 _ , .2   ,  rin itf      hi Att     ^V2A     V(CCg)-VA 
u,2 + GCg(k

2 - A2) + -f - CCg—A i—% gF,       (12) 

where w is defined in Eq.(5). If the frequency is fixed and temporal variation of 
amplitude is not considered, the effective wave number for the MMSE is 

*=*+_ + ___ + _ (13) 

Discarding the last terms, the effective wave number for the MSE (Liu, 1990, 
P35) 

-2     r2     V2A     V{CCg)-VA k=k+^+^U~ <14> 
is recovered. It is clear that the last terms in general MMSE will directly affect 
the wave phase prediction if they are comparable with the original terms in the 
MSE. 
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Correspondence to previous models 

For the monochromatic and steady waves, the general MMSE becomes: 

V-(CCgV</>) + k2CCg<l> + gF<t> = 0 (15) 

by using 
<t>tt = -<h>2. (16) 

The relations of the wavenumber slope and curvature with those of bottom, can 
be obtained from Vw = 0, i.e. 

X^X' (17> 
and 

T--/?1-r+^2      h2      , (18) 

where 
A = -g(l - <r2)/7, (19) 

fc = 2q\l-<r*){1-«1)h\ (20) 

-y = <r + q(l-<r2). (21) 

Thus the MMSE in specific case reads 

V • {CCgV<t>) + k2CCg<f> + g [fcV
2h + kfs{Vh • Vhj\ <j> = Q (22) 

where , , „    „ 
fc(kh) = a2 + ai/31/q, (23) 

f.(kh) = O! + a3/V<7 + a4/?2/<Z2 + aj/Sj/g*. (24) 

Using the notations of Massel(1993) and Chamberlain & Porter(1995), the fol- 
lowing relations are found: 

R1
00 = 2qf„    Rl0 = 2q*fc, (25) 

«i = fc    «2 = &/»• (26) 

Therefore, both Equation (34) of Massel(1993) and Equation (2.12) of Cham- 
berlain & Porter(1995) can be recovered from Eq.(4). Obviously, Eq.(4) for the 
MMSE is more general. The plots of i?J0 and R2^ have been done for checking 
with Massel (1993). 

However, if the water depth is constant but k is still arbitrary due to the 
variation of wave amplitude, the general equation is reduced to: 

<t>tt-V-(CCgV<l>) + (w2-k2CCg)<l>-g{a4V
2k/k2 + as(Vk-Vk)/k3}<j>= 0 (27) 

In this case the equations of Massel(1993) and Chamberlain & Porter(1995) fail 
to consider the variation of wavenumber k. Obviously, the equation (4) in this 
paper is more general. 
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Uniform model equation 

To exam errors induced by omitting the last terms, which consist of either 
curvature or slope terms, we compare the ratio of modified terms to the original 
term of the conventional MSE by using Eqs.(17), (18) and 

CC, = 97/(2*), (28) 

where , ,    v 
Rc(kh) = 2(a2 + atfi/q)/!, (30) 

and 
R.{kh) = 2(ai + atfx/q + a&fq* + asf32/q2)/^, (31) 

are functions of only kh. The plots of Rc and R, are presented in Fig. 1. It 
is found that approximately max\Rc,R,\ < 0.2 in Fig. 1. Nevertheless, from 
Eq.(29) it is clear that the relative errors still depend on both 

——,        and       (Vh-Vh). 

It is well known that the MSE was derived by neglecting all the modified terms 
based on the assumption that 

Vh      , 
M<<L 

In the following we will show that the slope square terms are negligible, but the 
mild-slope assumption does not mean that the terms proportional to bottom 
curvature (i. e. V2h) can also be neglected. For example, Massel (1993, pl09) 
mentioned an example that the curvature terms are quite significant even for 
small mean bottom slope for a sinusoidal bed: 

|Vft| = O.br « 0.3    \V2h\ = 0.2ir2 *s 2. 

Instead of using |V2ft|, dimensionless \V2h\/k is used in this paper. It 
can be proved that the slope square terms are higher order than the curvature 
terms, if the ratio of bed wave number to surface wave number is of unity order. 
For simplicity, let the sinusoidal bed be defined by 

h(x) = h0 — bsinKx, (32) 

where h0 is mean depth, K is bed wave number, and b is bed amplitude. It is 
easily found that 

|V2/t| = £|V*| A; k 
for sinusoidal bed case. It indicates that curvature terms depend not only on 
bed slope but also the ratio of bed wave number to surface wave number. Since 
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the modified terms are omitted in the MSE, the errors induced by the MSE will 
be significant in the lower frequency ranges. 

Moreover, the ratio of slope square terms to curvature terms in Eq.(22) 
can be found from Eq.(32): 

yc
H•2hh) = fJ{kh) cot Kx = 0{kh) (33) 

From Eqs.(23) and (24) it is seen that the ratio of /, to fc is of 0(1). It means 
that the magnitude of Eq.(33) depends on surface wave number k and bottom 
amplitude b. Generally, kb is small value, except for very high frequency waves. 
Thus based on this ratio of Eq.(33), it is clear that slope square terms are only 
comparable to curvature terms for very large k, i.e. in the very high frequency 
ranges. According to Guazzelli et al. (1992), the high-frequency waves are 
hardly scattered by bottom undulation. Therefore, if the mild-slope assumption 

Vh      , 

is applied, only slope square terms can be omitted, i.e. 

V • (CCgV<j>) + k2CCg<f> + gfcV
2h<f> = 0 (34) 

The conventional mild-slope equation (MSE) 

V • (CCBy(j>) + k2CCg(j> = 0 (35) 

is recovered, if the modified term (last term) in Eq.(34) is neglected. Since the 
magnitude of neglected terms (curvature terms) is depend on the ratio of bed 
wave number to surface wave number (K/k), the error induced by the MSE is 
frequency- dep endent. 

On the other hand, Kirby's equation (1986) is originally derived for a 
rapidly-varying bottom. For the fixed bottom, the surface wave number k 
should be smaller than bed wave number K. It means that the solutions of 
Kirby's model are also frequency-dependent, which have been confirmed by 
other numerical methods and experimental data. The error of the model based 
on Eq.(34) is more uniform over a large frequency range than other models, 
thus it is called uniform mild-slope model. 

Finite element method based on a weak form 

For simplicity, we limit the remaining parts to the problem of two di- 
mensional wave problems.For steady waves, the MMSE reads: 

(C7C7^.).+p^ = 0 (36) 

where 
p = k2GCg + gF (37) 
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The boundary conditions for a patch of rippled beds are 

<f>x = -ik{</> - 2&)    (*! < 0) (38) 

^ = ik<j>   (x2 > L) (39) 

where <f>i = elkx is the incident wave of unit amplitude, x\ and aj2 represent the 
upwave and downwave limits of the computational grid, and L is the length of 
computation domain. These boundary conditions have been given previously 
by Kirby (1986). 

Considering potential applications in the three dimensional wave, a FEM 
model is developed for general topography. It seems that the numerical model 
in Chamberlain & Porter (1995) is suitable for periodic topography. The FEM 
model has advantages in the three dimensional problems with complex geome- 
tries, where it is desirable to use irregular meshes. 

Multiplying the entire left hand side of equation (36) with a weight func- 
tion w, and integrating over the domain (0,L) gives the weighted-residual state- 
ment: 

fL{{CCa4>x)x + p</>}wdx = 0 (40) 
Jo 

Mathematically, the above equation is a statement that the numerical 
error is needed to be zero in the weighted-integral sense. The trading of differ- 
entiability from <f> to w provides the weak form 

/„ 
L{CGg</>xwx - p<jyw)dx - [CCgw<j>m] |J = 0 (41) 

The trading of differentiability from <j> to w can only be performed if 
it leads to boundary terms that are physically meaningful. The choice of the 
approximation <j> for weight function gives the boundary terms GCg{(j>)x<j), which 
has physical meaning of energy flux through a section. It is easy to find that the 
primary variable and the secondary variable are (f> and (<f>)x respectively. Thus 
[<j>x} |Q is the natural boundary condition. Using the notations of Reddy (1993), 
we have 

B{w,4)-l(w) = 0 

where 

B(w, </»)=/   {4>xwx - pcf>w)dx - [ikCCgw(j>x} |„, 
Jo 

and 
/(to) = - piWCgwfa] |x=0 

are bilinear and linear forms, respectively. For a typical element, <f> is approxi- 
mated by 
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where Nj are cubic shape functions and <f>j are unknowns at the nodes. The 
water depth h(x), slope and curvature of both h and k at each element in the 
FEM scheme can readily be evaluated as 

4 

h^^hjNj,    fc = £>^ 
=1 

8Ni      ,       A, dNj 

"<*<•> - ZJ 
hi Q2X '     a kxx ~ 2s ki Q2X • 

The FEM schemes based on weak forms for the MSE, EMSE and UMSE are 
similar but much more simple. Bubnov-Galerkin method is adopted, thus the 
solution shape functions are used as weighting function. 

It is worthy to note that most FEM models for water wave problems 
are established based on the functional formulation. For example, the hybrid 
element method of Mei (1983) and the modified hybrid element method of Zhang 
(1991,1996) are all based on variation of a functional. As noted in Reddy (1993), 
not all differential equations admit the functional formulation, and in order for 
the functional to exist, the bilinear form must be symmetric in its arguments. 
Since the weak form statement is equivalent to the differential equation and 
the specified natural boundary condition of the problem, the weak form FEM 
is used in this paper. Substituting the assumed approximate solution into the 
weak form (42), and following the procedure in Reddy (1993), the FEM is 
developed. Considering the fact that the coefficients of the FEM are high order 
functions of space, cubic shape functions are used here. 

Verification of numerical model 
In this section, the numerical solutions for sinusoidal beds and man-made 

bars are presented in Figs.2 ~ 4, and compared with experimental data. 

For the case of the bottom having only one sinusoidal component, there 
are two resonant peaks of reflection coefficients, which were shown numerically 
by Dalrymple & Kirby (1986) by solving the 2-D Laplace equation. Later it 
was confirmed by Davies et al. (1989) and O'Hare & Davies (1993). Consider 
the case of sinusoidal bed n = 2, b/h0 = 0.32, where h0 is mean water depth, 
b is amplitude of bed undulation, and n is the number of sinusoidal bars. The 
numerical results of the MMSE, uniform and Kirby's model are presented in 
Fig.2, respectively, to compare with experimental data of Davies & Heathershaw 
(1984). 

In Fig.2, it is seen that Kirby's model does not predict the second reso- 
nance peaks, while results of MMSE and uniform models are in good agreement 
with experimental data. Also it noted that the uniform model predicts the 
second peak better than the MMSE model. 

Consider now the case of a doubly-sinusoidal bed (chosen here to be 
of equal amplitude b).   The inclusion of a more rapid component makes the 
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bottom slope relatively larger, so the difference between the uniform model and 
the model of Chamberlain & Porter (1995) becomes significant. As indicated in 
Fig.3, Chamberlain & Porter (1995) overpredict reflection coefficients at higher- 
harmonic resonant peaks, if compared with experimental data (Guazzelli et al. 
1992). 

Numerical solutions and experimental results for the artificial bar field 
(Kirby & Anton 1990) are also studied. The bar field is periodic over intervals 
of width L, and can be conveniently represented by the Fourier series. The 
man-made bars have many sinusoidal components(Kirby & Anton 1990), some 
of which have shorter wavelengths than the surface wavelength, not belonging 
to rapidly-varying case. Since Kirby's model is valid only for rapidly-varying 
components, the slowly-varying components are not properly modeled. There- 
fore the overall reflections predicted by Kirby's model have larger discrepancy 
with experimental data than these predicted by the uniform model and MMSE 
as indicated in Fig A. 

The convergence of the numerical model is confirmed by checking the 
energy relation R2 + T2 — 1, where R and T are reflection and transmission 
coefficients, respectively. The maximum error is less than 10-5. 

Conclusions 

To overcome the limitations of Kirby's model, the uniform model for 
wave transformation over an arbitrary-varying topography has been developed. 
Several cases of sinusoidal bed configuration have been studied and presented to 
confirm the numerical models. Based on the comparison between the numerical 
results and experimental data, it is clear that Kirby's method is frequency- 
dependent. 

For sinusoidal beds, the numerical results of the MMSE, uniform and 
Kirby's model are all in good agreement with the experimental data of Davies 
& Heathershaw (1984), except at the second resonance peak (2k/K ~ 2), the 
uniform model predicts a reflection coefficient closer to the laboratory data 
than the other numerical results. For man-made bar case, it is shown that both 
the MMSE and uniform model give excellent comparison with experiments. 
Since Kirby's equation is originally derived for a rapidly-varying bottom, it be- 
comes less accurate as ripple-bed undulations become slower (i.e. 2k/K becomes 
larger). The uniform model is capable of modeling not only the slowly-varying 
components but also rapidly-varying of sea beds. 

The success of the uniform model in model tests and better agreement 
with experimental data than other models, suggest that the uniform model is 
more efficient and accurate tool for the prediction of wave transformation over 
general sea bed. An important result of the uniform model is application to 
reflection of wave energy from offshore bars and dredged material dump sites. 
In addition, the uniform wave model can be extended to further the work of 
Kirby (1984). 
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Appendix: Derivation of the time-dependent wave equa- 
tion 

The depth-integrated wave equation for monochromatic, linear waves 
propagating over ripple beds may be formulated following the Green's identity 
method of Smith & Sprinks (1975). The solution to Equation (l)-(3) may be 
expressed as 

$(a;, y, z, t) — f(q, Q)(f>(x,y, i) + (non — propagating    modes) (Al) 

where 
/ = cosh Ql cosh q (A2) 

is a function of z, k, and h. The propagation of waves is associated with only the 
propagating mode, thus extracting this mode component and applying Green's 
identity to f and $: 

J — h 

or 

f° (/V2$ + *f„)dz = - [/*, - $/,]°_h (A3) 
J —h 

Using (Al) and (A2) 
/« = k2f 

V$ = fX74> + <j>Vf 

V2$ = /VV + 2V<£ • v/ + <t>v2f 

*, |«=-h - -VA • {fV</> + <W) (A4) 

Inserting (A4) into (A3) 

/° (#2/2 + V2</>/2 + 2/V^ • V/ + 4>fV2f)dz = (^„ + wV)/ff|.=o + #,/|,=_„ 
*/ — /l 

Based on (A2), every term in (A5) is evaluated using the following 

V/ = /hVA + /fcV* 

V2/ - /^(Vfe • V/») + fhV
2h + 2fhkVh • Vfc + fkV

2k + fkk(Vk • Vfe) 

where fh = §£, /*, = §£,/w, = 0,/wfe = iwkJkk = 0, and derived in the 
following: 

/h = &(sinh Q — a cosh Q)/ cosh q 

fk = (Q sinh Q — q<r cosh Q)/(k cosh g) 

/h/, = 2<rfc2(cr cosh Q — sinh Q)/ cosh <? 

/fcfc = {Q2 cosh Q - 2<rgQ sinh Q - q2(l - 2a2) cosh Q}/(k2 cosh g) 

fhk = {(2<?0"2 — <r — q) cosh Q + (1 — q<r) sinh Q + Q cosh Q — Qcr sinh Q}/ cosh g 
(A6) 
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Applying Leibniz's rule, 

f (VV/2 + 2/W • Vf)dz + fVh • V^|,=_fc = V • (CCgV4>)/g        (A7) 
J — h 

Using the following integrations 

gf° k2(j>f2dz = k2CCa(j) 

/o 
sinh Q cosh Qdz = <r2/(l - a2) 

-h 

/0 
Q sinh Q cosh Qdz = {q(l + a2) - <r}/(l - a2) 

•h 

Ak f   Q cosh Q cosh Qdz = {q2(l - <r2) + 2g<r - <T
2
}/(1 - a2) 

J—h 

4fc /   Q2 cosh Q cosh Qdz = {2g3(l - <r2) + 2q2a - q(l + <r2) + <r}/(l - a2) 

and substituting (A6) and (A7) into (A5), finally the time-dependent Eq.(4) is 
obtained. 

It may be worth remarking that the terms in (A5) involving 

f _*/   f _i!L   , _sv 
Ih~ dk'  Thk~dhdk'  Jkk~ &k2' 

were mistakenly omitted by Smith & Sprinks (1975). Furthermore, Smith & 
Sprinks (1975) obtained the conversional mild-slope equation (MSE) by ne- 
glecting all the so-called 'forcing' terms, which are assumed to be of higher 
order. The validity of this assumption of higher order about the forcing terms 
must, however, be questioned. In the absence of current, similar treatment was 
made by Kirby (1984) (see Eq.17 of Kirby, 1984). 
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CHAPTER 75 

Bragg Reflection of Shallow-Water Waves 
on a Sloping Beach 

Yong-Sik Cho1 • Jong-In Lee   • Jong-Kyu Lee 

Abstract 

In this study a set of governing equations describing the evolution of 
modulated shallow-water waves over a sinusoidally varying topography on a 
sloping beach is derived. The governing equations include the nonlinear 
interactions among different wave components as well as the shoaling effect 
over a slowly varying topography. It has been shown that the incident 
waves could be resonantly reflected by the interaction with the rippled 
seabed under the Bragg reflection condition. The magnitude of the resonantly 
reflected wave is almost equal to those of the incident and the transmitted 
waves. 

1. Introduction 

Water waves, approaching the coastline from deep water, undergo many 
physical phenomena caused by combined effects of bottom topographical 
variations, interference with man-made structures and nonlinear interactions 
among different wave components. One fascinating but challenging feature 
among these phenomena is so called the Bragg reflection occurring when the 
wave number of incident wave is a half of that of the sinusoidally varying 
topography. The Bragg reflection is believed to play an important role in the 
formation of submerged offshore sandbars frequently observed in Danish 
coast, the Great Lakes, Japanese coast and many other open coasts. In 
general, typical offshore multiple sandbars exist on beaches milder than 5 per 
1000 and the number of sandbars varies 3 to 17 with a spacing of 10 m to 
480 m between two adjacent bars (Mei and Liu, 1993). 

Assistant  Professor,  Dept.  of Civil  Engineering,  Sejong  University,  Seoul, 
143-747, KOREA 
2Research Assistant, 3Professor, Dept. of Civil Engineering, Hanyang University, 
Seoul, 133-791, KOREA 
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A lot of experimental and theoretical investigations have been performed 
to explain the possible formation mechanism of these sandbars as well as the 
effects of offshore sandbars on the change of the coastal morphology and the 
wave characteristics (Davies and Heathershaw, 1984; Mei, 1985; Yoon and Liu, 
1987; Hara and Mei, 1987; Kirby and Vengayil, 1988; Liu and Cho, 1993). 
Through the laboratory experiment Carter et al. (1973) found that the 
formation of offshore sandbars is probably triggered by mass transport 
velocity near the seabed under partially reflected waves. They also pointed 
out that the incipient reflection coefficient for the sandbar formation is about 
0.414. According to Mei and Liu (1993), a special bottom topography can 
reflect a significant amount of wave energy, and therefore can protect the 
beach from the possible erosion and deposit, that is, the strong reflection of 
incident waves could be the cause and the effect of offshore multiple 
sandbars. 

Yoon and Liu (1987) investigated the near resonant reflection of periodic 
waves in shallow water over a sinusoidally varying topography. Since they 
were interested in near resonant reflection, only self-product terms of 
propagating wave components were considered. In this paper, we extend 
Yoon and Liu's study to examine the effects of the cross-product terms of 
oppositely propagating wave components and the number of seabed ripples. 
Thus, Yoon and Liu's study can be viewed as a limiting case of the present 
study. We also investigate the effect of a sloping beach on the reflection. 
Since the domain is fixed in shallow water, the Boussinesq equations are 
adequate to describe wave fields. The resonant reflection of incident periodic 
waves from a sinusoidally varying seabed laid on a sloping beach will be 
examined by solving a set of coupled nonlinear, ordinary differential 
equations. The effects of nonlinear interactions among different harmonics 
will also be examined for different numbers of seabed ripples. 

In the following section, a set of governing equations describing 
modulation of shallow-water waves is first derived. These governing 
equations include effects of nonlinearity, dispersion, shoaling and interactions 
among different wave components. In section 3, two coupled ordinary 
differential equations are derived to describe evolution of water waves over a 
slowly varying topography. Numerical examples are given in section 4. 
Finally, concluding remarks are made in section 5. 

2, Modulation Equations 

By using   a0'  as the characteristic wave amplitude,   h0'  as the water 

depth and&' as the wave number, we introduce the following nondimensional 
variables: 

(x, y)  =   k'(x'.y'),      z =   ~fr,      h =   -jL, 

h ' (1) 

t =  k' V W t',      K =   -±r ,      u = —yy-hsm u' • a0   ' a0'(gk0') 
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incident wave 

Figure 1. Definition sketch of the seabed and incident waves. 

in which £" represents the free surface displacement and u does the 
depth-averaged horizontal velocity vector. We also introduce following two 
parameters: 

a0 2 

h U'V)2 (2) 

in which e and n represent the nonlinearity and the frequency dispersion, 
respectively. In the Boussinesq equations, orders of magnitude of both 
parameters are assumed to be equal and small enough. Using nondimensional 
variables the Boussinesq equations can be written in the following form 
(Yoon and Liu, 1987; Liu and Cho, 1993): 

-§J + V[(A + et)«]=0. (3) 

-|f +£«-V«+vr=//2(}4 V[V-(AII)]-|A
Z
-^V(V.«)}.   (4) 

It is noted that equation (3) is an exact expression, while equation (4) is 
truncated at the order of   0(e2, efi2,/*4). 

To investigate resonant reflection and shoaling of incident waves over a 
slowly varying topography the water depth is defined as (see figure 1): 

h(x, y) = h(x, y) + fc(x, y) (5) 
in which 

h(x, y) ~ 0(1),      £(*, y) ~ 0(p2) (6) 
and 

|VA|~0(^2),      |v£|~O0i2). (7) 

Following Yoon and Liu  (1987) the free surface displacement and the 
velocity can be expressed in Fourier series. That is, 
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rU,y.0 = |2r,Uy)e-,'"t, (8) 

«(x,y,0=|S Un(x,y)e~inl (9) 

in which a periodic motion in time has been assumed and   « = 0, ±1, ±2,*". 
In equations (8) and (9),   £_„ and   t/-„ are the complex conjugates of   f„ 

and   £/„, respectively. For simplicity, the symbols of   0(e) and   0(e2) will 

be used to represent 0(e,/J.
2
) and 0(e2,eu2,M ), respectively throughout 

the study. 

By substituting equations (5)-(9) into equations (3) and (4), the 
following continuity and momentum equations are obtained for the nth 
Fourier components: 

C+v- (hU„)+  |£2v-(rsE/_) = 0, (10) 

-in U„ + \ e~£ U,- v U„-s+ v Kn 

i , (ID 
= -finft* /*   v(v-t/„)=0(£2), 

in which s=0, ±1, ±2,"\ The leading order terms of equations (10) and 
(11) give 

£, = --£* v-CT-. + CKe), (12) 

^" = -i v?„ + 0(£) (13) 
for  w=£0 and 

U0=  -vr^i^s+0(e!), (14) 

Co = - J £ 2 £/,• tf_. + 0(e2) (15) 

for w = 0. Equations (14) and (15) represent steady components which have 
no contribution to other harmonics up to 0(e). Thus, the steady components 
are excluded in this study. By eliminating the velocity vector from equations 
(10) and (11) and using equations (5), (12) and (13), we can obtain the 
following combined equation: 

w2r„+  v-(/zvU-e|  2  —r1—-\ v-[(vf,- v)v£:„_,] 
" "        2   S+O.K s(n—s) 

+ \-fizh3v%+ef s „^v.(rsvrB-s)=o(£
2). 

The leading orders of equation (16) yield 

v2?B=--^r„. a?) 

By substituting equation (17) into equation (16), we also obtain 

(16) 
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!V^K+v(A+/z)-vtK + ^ I-4-QVA»2' h     o 
(18) 

where   | d£/ dy\2 ~ 0(e, fi2) has been assumed. 

3. Evolution Equations 

In this section we derive a set of coupled ordinary differential equations 
to describe evolution of waves over a slowly varying topography. After 
omitting   v-direction components equation (18) can be rewritten as: 

h   dx2        dx    Ax +n I1      h     3^ hn   *>" 
Ay    A? (19) 

= ^r   2 (n2^s2)^n.s-§   2  •^±^-^-%=i+0(ez). 2h stS.n n s    2 s£o.nn-s   dx      dx 

The homogeneous leading order of equation (19) is the long wave equation 
and implies that wave components propagate both in + x and - x directions. 
Thus, the wave field can be split into the right- and the left-going 
components as (Liu and Cho, 1993): 

Kn=C^K~n (20) 

where f„ and f» represent the right- and the left-going wave components, 
respectively. Then, the following coupled relationships can be obtained (Liu 
and Cho, 1993): 

dx -VT r" + F"•   ~&~-~7fr" " " 
in which F„ is an unknown coupling term. By substituting equations (20) 

and (21) into equation (19) and after lengthy algebra, the coupling term Fn 

is determined as: 

F = L/.l .dA+_di;\/f+_r) + _tn_/ I + I„VlW++n 
2h\2   dx+  dxT"    in)+2\h\      A 

+
 3

A
""7

?
"
+5

"
; 

By   assuming   a   periodic   motion   in   space   the   wave   components   can   be 
expressed as: 

£ = A„(x)eiHe,    rn=Bn{x)e~in& (23) 
in which   A„(x) and   B„(x) are complex amplitude functions for the right- 
and the left-going waves, respectively and the following definition is used: 

@= f-<k 
J \ h 

Substituting   equations   (22)   and   (23)   into  equation   (21),   a  set  of  coupled 
nonlinear ordinary differential equations can be obtained: 
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cM„ 
dx • + ink    ,  1    d  /,   T\ ,    1     dA      i   2 j/f 

- -#4, + \ 4r (In A) + 4= -# + j //Vy A 
2 to h     4   dx 

= NLTr+0(£2) 

where 

NLTr = 

2A   dx 
B„e 

A, 

-tine (24a) 

IS 

4A\ A  s*o.» 
(Asv4K_s+ -        J3sAM_se -'s-' ^w — s v 

4A\ A 

for right-going waves, 

-2»»0 

_4*» 
dx + 

2A\A      4   dx^m^+ 2A   dx + 6^^ 
B„ 

info 

= NLT,+0(£2) 

_ 2A\ A     4   dxv 2A   dx     6 H A„e 2in& (24b) 

where 

NLT, is 

4A\ A  s*o,« 
2 (»+s) (SSS„-S + w—2s 

+  - IE n—2s 
S  (»+s)U.^(,_f+

J5-^S.^--.e"!!,,w) 

-^•S^H-Se ) 

2in@ 

4A\ A L S*O.K w 

for left-going waves.  Equations  (24a) and (24b)  are evolution equations for 
waves propagating over a slowly varying topography. 

In summary, equations (24a) and (24b) are the governing equations for 
shallow-water waves forced by self- and cross-product wave components. In 
equation (24) the terms multiplied by the exponential function and Ah I dx 
are mathematically fast varying, whereas the other terms are slowly varying. 
The effects of the fast varying terms are generally insignificant, while they 
are significant if a phase is properly matched. Therefore, the present study is 
more general than Yoon ans Liu's (1987) in which all fast varying terms are 
ignored. The role of fast varying terms will be discussed in detail in the 
following section. After solving equation (24) the free surface profile of wave 
can be recovered as 

1 ?(x, t) = i SUKe in@+Bne ~'n0]e ~int (25) 

The corresponding velocity up to the leading order can also be obtained by 
substituting equation (25) into equations (9) and (13). 

4. Numerical Example 

An iterative scheme is employed to solve coupled equations  (24a) and 
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(24b) with prescribed initial conditions of A„. In the iterative scheme the 
transmitted wave field is first solved without considering the reflected wave 
field. The reflected wave field is then estimated with the calculated 
transmitted wave. The transmitted wave field is finally updated with the 
newly obtained reflected wave field. The procedure is repeated until the 
converged solutions are obtained. More detailed description of the iterative 
scheme and the convergence condition are given in Liu and Cho (1993). 

Now we examine the resonant reflection of incident periodic waves over 
a finite length of the rippled seabed. Although the shoaling effect is included 
in equation (25), we first focus on the Bragg reflection. Then, the shoaling 
effect over a sloping beach will also be examined later. In this study the 
nondimensional water depth is given as: 

h = 1 — Sx, x ^ 0, x> L (26) 
h = 1 — Sx — P$\XL(8X), §< X< L 

in which p is the amplitude, S is the beach slope and S is the wave 
number of the sinusoidally varying seabed. As mentioned in section 2, the 
orders of magnitudes of p and S are 0(^2) and 0(1), respectively. 
Figure 1 briefly illustrates the bottom topography consisting of sinusoidal 
ripples and a sloping beach as defined in equation (26). 

In the first numerical example, we investigate the Bragg reflection of a 
train of cnoidal waves over a sinusoidally varying topography. Following 
Yoon and Liu (1987), the initial conditions for incident cnoidal waves are 
given as: 

Ai = 0.8923, At = 0.4198, A3 = 0.1568, A4 = 0.0522, A5 = 0.0163. 
The  number  of harmonics   is  fixed   at  5  throughout  the   study.   Figure 2 
shows the free surface profile of a train of cnoidal waves obtained by using 
5 harmonics given above. 

127T 

Figure 2. Free surface profile of the incident cnoidal waves at   £=0. 
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Figure 3. Reflected amplitude   |BJ   of cnoidal  wave  for 
» = 5, £ = 0.0881, P

2
 = 0. 1067, P = 0.15. 

To examine the effect of ripples on the reflection we calculate the 
reflected waves for three different numbers of ripples, that is, m = 6, 8 and 
10 with m being the number of sinusoidal ripples. The reflection becomes 
stronger as the number of ripples increases as shown in figure 3. Therefore, 
the strongest reflection occurs when m = 10. We briefly explain the 
mathematics involved in the Bragg reflection. From equation (26) 

dh 
dx 

dh 
dx 

-   =  —pScos(Sx) 

=  -PS e     + e 
(27) 

By substituting equation (27) into equation (24b) the third term in the second 
parenthesis becomes 

L    dk       2in0 
2~h    ** (28) 

_    ___P_Sr     i(S+2n)x,       i(-8+2n)x-\ 

We can see that the  second term  of equation  (28)  becomes  the unity  if 
d=2n. The second term of equation (28) varies slowly, whereas the first 

term does fast. Since the first harmonic dominates the incident wave system 
(Yoon and Liu,  1987), the forcing term of equation (24b) becomes  largest 
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when 8=2, that is, the wave number of the ripple is twice that of the first 
harmonic of incident wave. As plotted in figure 3, the maximum reflection 
occurs at   £~2. The reflection coefficient is greater than 0.414 even for  m=6. 

The reflected waves for the first and the second harmonics are plotted 
with L=6TT and L=1QK in figures 4 and 5, respectively. The amplitude of 
the seabed ripple is fixed as (0 = 0.1 for both cases. The reflected waves 
without considering fast varying terms are slightly larger than those with 
considering fast varying terms. As stated previously, the magnitude of the 
first harmonic component is much larger than that of the second harmonic 
component. The difference between without considering and with considering 
fast varying terms is not surprising but appreciable. The beach slope is not 
considered both in figures 4 and 5. 

In figure 6, the reflected waves for the first harmonic are plotted for 
L=10TT and p = 0.1 with three different nonlinear effects. The strength of 

reflection is rapidly decreasing as the nonlinearity increases. This is because 
wave energy transfers more actively as the nonlinearity increases. That is, 
more wave energy transfers to higher harmonic components. The peak is 
also moving leftward as the nonlinearity increases. 
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Finally, the first harmonic components of reflected waves are plotted in 
figures 7 and 8 for   L=6TT and   L=10TT with two different beach slopes, 
S=0  and   S= 0.005. The amplitude of the seabed ripple is also fixed as 
p — 0.1.   The  magnitudes  of reflected  waves  remain  almost  the  same  in 

figures 7 and 8, respectively. This is because the beach slope   S= 0.005  is 
too mild to affect to the magnitude of the reflected wave. As discussed in 
section 2, the order of magnitude of a beach slope is assumed to be 0(fi ) 
in this study. However, the slope used in figures 7 and 8 is 0.005 much 
smaller than 0(fi2). The peak moves slightly leftward as the beach slope 
increases. 

5. Concluding Remarks 

In this study a set of governing equations is derived from the 
Boussinesq equations to examine the evolution of periodic waves over a 
sinusoidally varying topography laid on a sloping beach. The derived 
governing equations are used to study the evolution of cnoidal waves over a 
slowly varying topography. It has been shown that reflected waves can be 
resonantly amplified under the Bragg reflection condition.. 

1.0 

3.0 

Figure 7. Comparison of reflected amplitudes for  L=6K,   E =0.075, 
A<2=0.10,   p=0.10. 
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3.0 

6 
Figure 8. Comparison of reflected amplitudes for   L =10 n, £=0.075, 
p2=0.10,   ,0=0.10. 

In very shallow water the nonlinear effect may dominate the entire 
wave system. Especially, just before the breaking point waves might be 
highly nonlinear. Futhermore, the bottom friction becomes increasingly 
important as the water depth decreases. An extension with inclusion of 
highly nonlinear terms and the bottom friction is now progressing. The result 
will be reported in future. 
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CHAPTER 76 

Reflection Analysis with Separation 
of Cross Modes 

John Granbech*, Thomas Jensen** and Henning Andersen* 

Abstract 

During physical model tests in a wave flume an accurate determination of the 
incident waves is crucial. Normally, the determination of the incident waves is 
conducted by a traditional reflection analysis and in this case the influence of any 
cross modes is ignored. The present paper concerns the advantage of including the 
possible presence of cross modal activity in the reflection analysis when 
determining the incident waves. It is shown both analytically and numerically how 
the cross modes affect the results of a traditional reflection analysis, and that 
ignoring cross modal activity can lead to an inaccurate determination of the incident 
waves. A new method is introduced where the cross modes are separated in the 
reflection analysis. This method requires at least three wave probes while a 
traditional reflection analyses only requires two wave probes. The applicability of 
the method is verified both numerically and by physical flume tests at the Hydraulic 
Laboratory of Aalborg University, Denmark. In both cases the new method seems 
to give very good results. 

1 Introduction 

One of the most important tasks in physical model studies is the determination of 
incident waves. The determination of the incident waves is often carried out using 
some kind of reflection analysis capable of separating the incident and reflected 
wave components mathematically. 

Department of Civil Engineering, Aalborg University, Sohngaardsholmsvej 57, 
DK-9000 Aalborg, Denmark. 
Danish Hydraulic Institute, Agern Alle 5, DK-2970 Hersholm, Denmark. 
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Goda and Suzuki (1976) presented a method capable of separating the incident and 
reflected waves on the basis of wave measurements at two known positions on a 
line parallel to the direction of wave propagation. Mansard and Funke (1980) 
improved this method by applying three wave gauges instead of only two. This 
enabled an optimization of the determination of the incident and reflected waves by 
the use of a least squares technique. Zelt and Skjelbreia (1992) improved this 
optimization procedure further by applying an arbitrary number of wave probes. 

However, all these commonly used methods of reflection analysis are based on the 
assumption that the waves measured in the flume are composed of only two wave 
components; The incident and reflected components. If the measured waves contain 
other components, for instance cross modes, which is a well-known phenomenon 
in flume tests, the reflection analysis can produce inaccurate results. 

In this paper, a new method of reflection analysis is presented. This method, which 
also uses an arbitrary number of wave probes, assumes that the measured waves are 
composed of three components; The usual incident and reflected wave components 
and a component representing any cross modal activity present in the wave flume. 
Before presenting the new method of reflection analysis, the influence of cross 
modes on the results of a traditional reflection analysis is addressed. This is done 
using the method of Zelt and Skjelbreia (1992). 

2 Influence of Cross Modal Activity 

The presence of cross modal activity affects the composite wave field measured in 
the flume. Depending on the phase differences between the cross modes and the 
longitudinal waves, the ordinary wave heights measured at each wave probe either 
increase or decrease. In case of regular waves, the influence of the cross modes is 
verified analytically by decomposing the measured Fourier coefficients into a 
primary term representing the longitudinal waves and secondary term representing 
the cross modes. The analytical approach is supported by numerical simulations 
using the method of Zelt and Skjelbreia (1992) with 5 wave probes on simulated 
time series with and without cross modes. In case of irregular waves, the influence 
of cross modes is investigated by comparing the incident and reflected wave spectra 
with and without cross modes contained in the simulated time series. 

2.1 Analytical Verification of the Influence of Cross Modes 

To investigate the influence of cross modes in traditional methods of reflection 
analysis analytically, the method of Zelt and Skjelbreia (1992) has been used. The 
method is explained very briefly in the following. 
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Using standard Fourier analysis techniques the surface elevation (ij^) measured at 
wave probe p (see Figure 1) can be expressed as: 

1„(0 - y*4,„£"""'     ;    4,„ = a-nn-ib„, 'Px 7 * j    ti,p ' n,p n,p        n,p (l) 

where anp and bnp are the Fourier coefficients corresponding to frequency 
component n and wave probe p. o>„ is the nth cyclic frequency. Assuming linear 
wave theory, no frequency modulation due to the reflection process, and a 
composite wave field composed of incident waves and reflected waves only, the 
theoretical surface elevation at wave probe p (see Figure 1) can be written as: 

•?(^.o = i:(v*'+vit't')^; (2) 
n=0 

where a,„ and aRn are complex numbers containing the Fourier coefficients of the 
«th frequency component of the incident waves and reflected waves. kn is the wave 
number of the nth frequency component and xp is the position of wave probe p. 

vt(t)v2(t)   v3(t) vB(t) 
1 i    i 1                  ( 

A 

• 

SWLA   . A ~ .   / \A J\  Ai (\f-A{\ f\  r-J ^-/» / \ / '1 1 v   v \   / v \ 'Sr1 \    \/v V i\rj    * 

\ 

h 
'l       * 2                 > c3         ...         > <P 

'//////////////, v///////////// ̂ ////y y//////'///A mw///;/;;/;///////, y////yy///////7////7^. 

Figure 1 - Measuring composite wave fields at P wave probes. 

Combining Equations (1) and (2) a complex equation for each wave probe p and 
frequency component n is obtained: 

n,p 
,-OV,   + ,'V, (3) 

The unknowns of this equation (aln, and aRn) are the same for each wave probe. 
If only two wave probes are applied, Equation (3) is solved exactly but singularities 
at certain frequencies will occur (Goda and Suzuki, 1976). If more than two wave 
probes are applied the overdetermined system of equations is solved by introducing 
an error snp to the decomposed wave field: 
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e„„ = a,„e~'kji' + aRe^' - Ann n,p l,n ti,n n,p 
(4) 

aIn, and aRn are then determined by minimizing a weighted sum of the squares of 
the error enp (for details please refer to Zelt and Skjelbreia, 1992). The explicit 
solution is given by: 

S«E  W.yV'^-E Wn,P\P
e'iAK E  K^- 

p=l p=l p=l D. 
(5) 

•*/?,« 
p=l p=l p=l 

-2'A*.., 

Z> 
(6) 

where: 

S   = Y W       ;     A</>     = ^   -<*>,= k (x -x.) 
/>=1 

(7) 

D   = 5„2 - Y WnBe
2'**- Y Wnae-1,A*~ n " /L^j      n,p Zs      n,q 

(8) 

Wn;, is a weight coefficient determined for each wave probe and frequency 
component as introduced by Zelt and Skjelbreia (1992). 

If cross modes are present in the flume their influence can be investigated by 
decomposing the measured Fourier coefficients (Anp) into one part representing the 
longitudinal waves (ALnp) and one part representing the cross modes (ACl), which 
is independent of the probe number. 

n,p L,n,p c,n (9) 

Equations (5) and (6) can now be rewritten as: 

ai„ - ar i„ + Ar„ B„ (10) 

aR,n   =   aL,R,n   +  AC,n Bn 
(ID 

where: 

5„ = S Y W  e1^" -YW  e'm" Y W  e2i 
nZ~i       n,p i^j      n,p £_*i       n,p 

p=l p=l p=l 

A*.., 

D„ 
(12) 

and B* is the complex conjugate of B„. aLln and aLRn in Equation (10) and (11) 
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represent the solution without cross modes, whereas the last terms represent the 
cross mode contribution, consisting of one part representing the Fourier coefficients 
(ACn) and one pure geometrical part depending on the probe spacings (Bn and B*). 

The influence of the cross modes is not determined by the amplitude only, also the 
phase of the cross modes affects the incident and reflected Fourier coefficients as 
it appears from Equations (10) and (11). Due to the fact that Bn appears as the 
complex conjugate in Equation (11) the presence of cross modes does not affect the 
determination of the incident and reflected waves equally. Essentially, this means 
that no constant ratio of the deviations between the estimated incident and reflected 
wave heights and their true values exists. Furthermore, it is seen that depending on 
the amount of reflection, the relative deviation of the reflected amplitudes is larger 
than the relative deviation of the incident amplitudes. 

2.2 Numerical Verification of the Influence of Cross Modes 

To investigate the influence of cross modes numerically, the cross modal activity 
has been introduced to the longitudinal wave train by adding a secondary wave train 
propagating perpendicular to the ordinary direction of wave propagation. This 
secondary wave train is assumed to have similar spectral properties as the primary 
wave train but with a different phase spectrum. For regular waves the amount of 
cross modes in the simulated wave trains is denoted by the ratio of the amplitudes 
of the cross modes to the amplitude of the incident waves. For irregular waves a 
JONSWAP spectrum was synthesized and the ratio of the significant cross mode 
wave height (Hm0^) to the incident significant wave height (Hm0l) has been used to 
describe the amount of cross modal activity. 

It is of course possible that natural cross modal activity would possess different 
spectral distributions with the spectral density concentrated at the natural 
frequencies of the flume. However, it seems reasonable to investigate the case 
where the noise in each spectral band is proportional to the energy in this band. 
This was also used by Mansard and Funke (1987). 

Analytically, it was shown that the influence of cross modes is affected by the 
phase of the cross modes, but the significance of the influence has not been shown. 
For regular waves the influence is illustrated by varying the phase from 0 to 27r. 
In Figure 2, the relative deviation between the calculated wave height and the 
simulated wave height is shown as a function of the phase difference between the 
cross mode and the incident wave ($c - f>7). A positive deviation corresponds to an 
overestimation of the incident or reflected wave height (H, and H^). 

The relative deviations shown in Figure 2 are calculated on the basis of 10% and 
20% cross modes. The simulated incident wave height is #,=0.5 m, the period is 
J=1.86 s and the reflection coefficient is Cr=0.25. The phase of the incident 
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waves is zero, essentially meaning that the phases in Figure 2 correspond to the 
phase of the cross mode. However, from Equations (10) and (11) it is seen that the 
phase of the reflected waves also affects the results. This is also seen in Figure 2 
since a constant ratio of -0.25 between the deviations of the incident and reflected 
wave heights exists when shifting the phase difference approximately 7r/10 between 
the two curves. Of course, the absolute value of this ratio corresponds to the ratio 
between the theoretical reflected and the incident wave heights. 

6^ 

> v 
•d 
m 
£ ' 
<s. 
CD 

OS. 

Reflected wave height 
20 %  cross modes 

Reflected wave height 
10 % cross modes 

Incident wave height 
10 % cross modes 
Incident wave height 
20  %  cross  modes 

Figure 2 - Dependency of phase difference ($c - */). Hj=0.50 m, HR—0.125 m. 

It appears from Figure 2 that the relative deviations are strongly dependent on the 
phase of the cross mode ($c), the phase of the incident wave (3>7), and the phase 
of the reflected wave ($R). For 10% cross modes, the relative deviation of the 
reflected wave height varies from zero to approximately 25 %, whereas the relative 
deviation of the incident wave height does not exceed 7%. 

Equations (10) and (11) explain the fact that the deviation in the determination of 
the incident and reflected waves is in almost opposite phase because of the 
appearance of B„ as the complex conjugate in Equation (11). If the deviations 
should be in exactly opposite phases, it can be seen from Equations (10) and (11) 
that the cross mode contribution must be zero. 

As experienced through the analysis with regular waves, the appearance of cross 
modes do affect the individual frequency components, which is also seen for 
irregular waves in Figures 3 and 4, where 25 % cross modes have been introduced. 
Again, the cross modes affect the determination of the reflected spectrum more 
significantly than the determination of incident spectrum. However, the deviations 
are small and they can be reduced by further smoothing of the of the wave spectra. 



974 COASTAL ENGINEERING 1996 

Thus, the sensitivity to cross modes for irregular waves must be evaluated in terms 
of the applied smoothing of the spectra. Keeping in mind that the wave heights of 
the incident and reflected waves are determined as Hm0-values, the deviations in 
Figure 3 do not represent the real picture of the deviations, which is seen from the 
listed parameters in Figure 3. In case of regular waves it was seen from Figure 2 
that if the incident wave height was overestimated, the reflected wave heights was 
underestimated for most phase differences. For irregular waves the deviations will 
be the mean value of the curves shown in Figure 2. 
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Figure 3 -   The influence of cross modes on irregular waves. DOF—64. 
Bandwidth=0.156 Hz. 

It is seen from Figure 2* that for irregular waves the incident wave height is 
underestimated in general (mean value < 0), whereas the reflected wave height is 
overestimated (mean value > 0). This is also seen from the irregular test shown 
in Figure 3. 

As regards the reflection coefficient spectrum (Figure 4), the presence of cross 
modes causes a relative deviation of approximately 30% in the vicinity of the peak 
frequency, that is, a 30% overestimation of the reflection coefficient at the peak 
frequency. However, as it appears from Figure 4, the reflection coefficient is both 
overestimated and underestimated (depending on the frequency), which obviously 
can be reduced by further smoothing of the spectra. 

However, this implies that the cross mode phases, the phases of the incident waves 
and the phases of the reflected waves are independent and uniformly distributed 
between 0 and 2x. Normally, this assumption is not fulfilled for "real" waves. For 
instance, the phases of the incident and the reflected waves are correlated. 
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Figure 4 -   The influence of cross modes on irregular waves. DOF=64. 
Bandwidth=0.156 Hz. 

3 Reflection Analysis with Cross Mode Separation 

It has been shown above that the presence of cross modes can cause inaccurate 
estimations of the incident and reflected waves when using traditional reflection 
analysis methods. In this section a new method of reflection analysis will be 
presented, capable of taking the cross modal activity into account and thereby 
improving the estimation of the incident and reflected waves. First, the 
mathematical formulation of the reflection analysis with separation of cross modes 
is developed. Secondly, results from reflection analysis with separation of cross 
modes based on simulated data are presented. Finally, the result of a flume test 
carried out at the Hydraulics Laboratory of Aalborg University, Denmark is 
presented. 

3.1 Mathematical Formulation 

The cross modes are characterized by an oscillating signal which is the same at all 
probe locations. Obviously, this implies that the probes are placed on a straight line 
in the direction of wave propagation. Expanding Equation (2) the new composite 
wave field at wave probe p can be written as: 
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«=0 

where aCn is the Fourier coefficients of the cross modes. 

The measured wave field is still given by Equation (1) and equating the coefficients 
in Equations (1) and (13) yields: 

A     = a   e~i4,"« + a   e'*"* + a •        D = 1 2       P (14) 

A complex equation for each wave probe with three unknowns (as opposed to two 
unknowns in Equation (3)), which are the same for all wave probes for each 
frequency has now been obtained. Therefore, an exact solution to Equation (14) 
requires at least three wave probes. However, using only three wave probes will 
cause singularities at certain frequencies, similar to those for two wave probes in 
the traditional methods (Andersen et al., 1995). For more than three wave probes, 
Equation (14) is solved by a least squares minimization procedure similar to the one 
described in Section 2.1 (please refer to Andersen et al. (1995) for further details). 
The solution is given implicitly by Equation (15). 

p 

uI,nZu ,rn,pc uR,n°n        uC,nZ~i   "n,pc 2-i ''n,pnn,pc 

p=\ p=l p-l 

«,,A + <t Wn,pe"K + acX WHJ,e»~ = £ W„,A/*"' (15) 
p=l P'i p=\ 

«/,«E wn,pe*" + aRX Wnpe^ + aQnSn    = £ W^ 
P=I p=\ p'i 

The explicit solution for the three complex unknowns has not been derived. Because 
the unknowns are complex numbers, Equation (15) is solved as six linear equations 
with six unknowns using standard procedures. In the present study the weight 
function (Wnp) introduced by Zelt and Skjelbreia (1992) has been set equal to one 
(see Andersen et al., 1995). 

3.2 Results 

In the following the results of reflection analysis with cross mode separation are 
shown. These results are presented in terms of spectra and wave heights for a 
simulated irregular composite wave field. The composite wave field is based on the 
same geometry and spectral characteristics as used in Section 2. Again Hm0J = 0.50 
m, and Cr = 0.50 for all frequencies and finally 25 % cross modes have been 
added to the signal i.e., Hm0C = 0.125 m. The peak period is 1.86 s. 
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In Figure 5 the incident, the reflected and the cross mode spectra are shown. It is 
seen that the calculated wave heights correspond to the target parameters within 
acceptable accuracy. 

Figure 5 
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Incident, reflected and cross mode spectra. Irregular waves. DOF=64, 
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Figure 6 -   Spectra with and without cross mode separation. DOF=64, 
bandwidth=0.156 Hz. 
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In Figure 6 the spectra from the reflection analysis with cross mode separation and 
the spectra from the analysis without cross mode separation are shown. It is seen 
that the incident spectrum determined with cross mode separation has larger spectral 
densities than the spectrum determined without cross mode separation. Particularly 
near the peak this is significant. This is also seen from the wave heights where the 
former corresponds to the simulated while the latter is 3.5 % too small. Regarding 
the reflected spectra the opposite is seen and the deviations are more significant, 
since the wave height from the analysis without cross mode separation is 8.8 % too 
large. These contrasts were explained in connection to Figures 2 and 3. The 
difference between the two spectra would be even larger if less smoothing of the 
wave spectra was applied. Therefore, in the case of the presence of cross modal 
activity the separation of cross modes is important when determining the incident 
wave train by inverse Fourier transformation because too much smoothing should 
be avoided. The deviations between the two incident spectra and the two reflected 
spectra are of course also seen on the reflection coefficient spectra in Figure 7. 
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Figure 7 • Reflection coefficient spectra with and without cross mode separation. 
DOF= 64, bandwidth=0.156 Hz. 

In Figure 8, the results of a flume test carried out in the Hydraulics Laboratory at 
Aalborg University, Denmark are shown. The irregular waves had a peak period 
of 1.00 s, corresponding to the 2nd natural frequency of the flume. It appears that 
the cross mode spectrum has a significant peak at the 2nd natural frequency of the 
flume (f=1.00 Hz). The two minor peaks (at /=1.44 Hz and /=2.28 Hz) 
correspond to the 4th and the 10th eigenmode, respectively. The deviation between 
the incident and reflected significant wave heights determined with and without 
cross mode separation is about 2 % in the present case. 
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Figure 8 - Incident, reflected and cross mode spectra from flume test with irregular 
waves. DOF=128 and bandwidth=0.31 Hz for the incident and reflected 
spectra. DOF—32 and bandwidth=0.078 Hz for the cross mode spectrum. 

4 Conclusions 

It has been shown that if the waves measured during a flume test contain cross 
modal activity, it can lead to an inaccurate determination of the incident and 
reflected waves if ordinary methods of reflection analysis are applied. For regular 
waves it was shown that an error of 7 % can occur in the estimation of the incident 
wave height for 10 % cross modes. It was also found that the error on the reflected 
wave height was generally higher than the error on the incident wave height. For 
irregular described by their Hm0-value only, the error is of course smaller due to 
averaging. 

To obtain a better estimation of the incident and reflected waves in case of cross 
modal activity in the flume, a new method was developed. Instead of only assuming 
a composite wave field composed of the incident and reflected wave components, 
the new method assumes that the composite wave field also contains a cross mode 
component. Whereas the traditional methods of reflection analysis requires at least 
two wave probes in order to separate the incident and reflected wave components, 
the new method requires at least three wave probes. To avoid singularities and to 
obtain more reliable solutions it is however recommended to use a least 5 wave 
probes. 

The performance of the new reflection analysis with cross mode separation was 
tested both numerically and physically. It was shown that the method is capable of 
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separating  the  cross  mode  spectrum  and  thereby  obtain  a  more  accurate 
determination of the incident and reflected waves. 
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CHAPTER 77 

Wave Runup on Beaches 

John P. Ahrensi and William N. Seelig2 

Abstract 

Runup on beaches is an important topic in coastal engineering 
because it defines the upper limit of direct wave influence on land. It is 
also a phenomenon that has proved very difficult to analyze and 
characterize in a quantitative manner. The reason for this difficulty is the 
more general problem of understanding the response of beaches to 
waves. This paper develops formulas to estimate the approximate upper 
limit of wave runup on sand and gravel beaches. The relationship 
between these formulas and recent progress in quantifying beach profile 
response to waves and the morphodynamics of beaches is discussed. It 
was found that estimates of wave runup on sand beaches could be 
improved if sediment sizes in both swash zone and surf zone are known. 

Introduction 

This paper develops equations to predict the approximate upper 
limit of wave runup on sand and gravel beaches and shows the 
connection between runup and beach morphology. Runup on beaches is 
an important topic in coastal engineering because it defines the limit of 
direct wave influence on land. Specifically, these concerns relate to 
beach and dune erosion and coastal flooding. 
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Background and Approach 

A logical starting point for the analysis of wave runup is Hunt's 
(1959) formula, i.e.\ 

R/H = C[tane/V(H/L0) ] = C£ Eq. 1 

where R is the vertical limit of wave uprush above the still water level, H 
is the incident wave height, L0 is the deep water wave length, tan0 is the 
tangent of the slope of the structure or beach, C is a dimensionless 
coefficient, % is the Iribarron Number (Battjes 1974) and R/H is referred to 
as relative runup. Hunt found that Eq.1 worked very well for 
monochromatic breaking wave conditions on plane, smooth slopes. 
Subsequent research has confirmed the usefulness of Eq.1 for irregular 
wave conditions and rough slopes (van der Meer and Stam 1992). 

Eq. 1 presents some problems for use with beaches. It is not clear if the 
submerged beach slope that the wave is propagating over or the beach 
face slope should be used in Eq. 1. The submerged slope presents the 
additional problem of being dynamic and not being plane, even in an 
approximate way. To circumvent the problem, beach slope can be 
treated as a dependent variable and Eq. 1 can be rewritten as: 

R2/V(HsoL0) = f(X1,X2, etc.) Eq. 2 

where R2 is the elevation above the still water level exceeded by two 
percent of the runups and Hso is the deep water significant wave height. 
The left hand side of Eq. 2 is referred to as the runup intensity and the 
equation indicates that it is a function of one or possibly more variables 
that act approximately as surrogates for beach slope. Recent research, 
including this study, suggests some possible simple variables for 
predicting beach slope, they are: 

N0 = HS0/wT > beach face slope, Kriebel, et al. (1991), and 

F0 = w/V(gHS0) > beach slope in surf zone, Dean (1991) and 
appendix, 

where 7 is a characteristic wave period, g is the acceleration of gravity 
and w is the sediment fall velocity. HS0/wT is a fall speed parameter 
sometimes referred to as the Dean Number and wN(gHS0) is a surf zone 
Froude-type number, Kraus, et. al (1991). Equations developed in this 
study are formulated in terms of deep water wave conditions because of 
the wider range of applicability and utility for users. 

The approach sketched out above converges with findings from a 
very extensive study of beach profiles and beach evolution that show 
erosion/accretion profiles, bar size, bar depth, and bar movement are all 
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functions of wave steepness and the fall speed parameter, Larson and 
Kraus (1989, 1992). There is also convergence with research on beach 
morphology by Wright and Short (1984). Wright et al. (1985) shows that 
reflective beaches are associated with small values of the fall speed 
parameter, dissipative beaches are associated with large values and 
beaches with a variety of bar and trough configurations are associated 
with intermediate values. Wright also notes that runup is high on 
reflective beaches and low on dissipative beaches. 

Sources of Data 

Data on the height of the berm crest of gravel beaches was 
collected in the laboratory by van Hijum and Pilarczyk (1982) and Ward 
and Ahrens (1992). The primary source of the two percent runup was 
Nielsen and Hanslow (1991), collected on six sand beaches in New 
South Wales, Australia. Additional two percent runup data was collected 
on the sand beach at the Field Research Facility of the Corps of 
Engineers at Duck, North Carolina, Holman (1986) and Douglass (1990). 

Analysis and Development of Equations 

Swash Zone Fall Speed Parameter 

Fig. 1 shows the runup intensity versus fall speed parameter 
calculated using the fall speed for sediment in the swash zone. The data 
shown is from the two laboratory studies of gravel beaches, van Hijum 
and Pilarczyk (1982) and Ward and Ahrens (1992), and the six sand 
beaches in New South Wales, Nielsen and Hanslow (1991). From a 
morphological perspective the gravel beaches can be regarded as 
adsorbtive beaches and the sand beaches fall into the reflective, 
dissipative, or intermediate categories of Wright and Short (1984). For 
the gravel beaches the two percent runup has been assumed to be equal 
to the berm crest height. This assumption is supported by laboratory and 
field research of Powell (1988), who found the berm crest formed after 
3000 waves was overtopped by less than 3% of the waves, with a mean 
probability of being overtopped of 0.01510.011. A data trend curve is 
shown which is given by the equation 

R2/V(HsoLo) = 0.27exp[-0.26(Hso/d)]/(1,0+6.3exp[-5.6/No])     Eq. 3 

where, d, is the depth of water at the toe of the gravel beach. The trend 
curve in Fig. 1 does not fit the gravel beach data well, i.e. N0 < 1, because 
the figure does not account for the influence of relative wave height 
which is assumed to be zero, i.e. Hso/d = 0, for plotting in Fig. 1. 
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Fig. 2 shows the runup intensity versus the relative wave height for 
just the gravel beach data. The figure shows that runup intensity 
decreases as relative wave height increases. This trend is interpreted as 
being due to the truncation of the wave height distribution in shallow 
water; it is the larger waves which build and maintain the berm crest. Eq. 
3 follows this trend reasonably well, which is more pronounced for CERC 
data, Ward and Ahrens (1992), because of the relatively shallow water at 
the toe of the gravel beach in that study as compared to the Delft data, 
van Hijum and Pilarczyk (1982). 

Eq. 3 approaches a limit of 0.27 for runup intensity on gravel 
beaches which appears logical from Fig. 2, albeit there is considerable 
data scatter. For dissipative beaches the limiting value of Eq. 3 for runup 
intensity is 0.037 which seems reasonable from Fig. 1 and is consistent 
with a limiting value of 0.035 found by Yamamoto, et al. (1994).The 
analysis based on the swash zone fall speed parameter and relative 
wave height worked moderately well, but has at least two limitations for 
sand beaches: 1.) It is not clear what is the meaning of the water depth, d, 
(possibly the depth over a bar ?) and 2.) The lack of information about the 
surf zone. In order to predict runup on a sand beach in terms of deep 
water wave conditions, clearly some information about what is going on 
between the two locations is required. 
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Fig. 2 Runup intensity as a function of relative wave height, for gravel 
beaches. 

Surf Zone Froude Number 

At the beginning of this study the authors did not know the 
sediment characteristics in the surf zone of the New South Wales 
beaches, Nielsen and Hanslow (1991). After receiving this information 
(Nielsen 1996) the authors realized that information about the surf zone 
was probably more important for predicting sand beach runup than 
swash zone data. The gravel beach studies (van Hijum and Pilarczyk 
1982, Ward and Ahrens 1992) were collected in the laboratory with fixed 
beds offshore so no surf zone analysis was conducted with this data. 

The surf zone Froude Number, F0, addresses limitations noted in 
the above section in using the swash zone fall speed parameter to 
predict wave runup on sand beaches. Fig. 3 shows there is a surprisingly 
strong linear relationship between runup intensity and F0 on sand 
beaches, Nielsen and Hanslow (1991). Regression analysis was used to 
quantify the data trend shown in Fig. 3, i.e., 

R2/V(HS0L0) = 11.6[wsr/V(gHso)] = 11.6F0 Eq. 4 

As shown in the appendix F0 is proportional to the submerged beach 
slope in the surf zone. An attempt was made to use the information given 
in Nielsen and Hanslow to classify beaches using categories proposed 
by Wright and Short (1984) and shown by symbols in Fig. 3. 
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Fig. 3 Runup intensity as a function of surf zone Froude Number, for sand 
beaches in New South Wales. 

Beach Diversity Correction 

In examining the New South Wales data (Nielsen and Hanslow 
1991) it was observed that there was a tendancy for runup intensity to 
increase with increasing diversity in the sediment sizes on the beach 
profile. Beach diversity is defined as the ratio of median sediment size in 
the swash zone, dsw , to median size in the surf zone, dsr. Typically this 
ratio is greater than one and for the New South Wales beaches it was in 
the range, 1.0 < dsw/dSr ^ 1 -6. 

Considering the influence of the surf zone Froude No. and beach 
diversity on runup intensity, regression analysis was used to help 
develop the following prediction equation for sand beaches: 

rVV(HsoLo) =10.4V(dsw/dsr)[Wsr/V(gHso)] Eq. 5 

The right hand side of Eq. 5 can be thought of as the CftanG] terms in 
Hunt's Eq., Eq. 1, in the sense of a compound slope approach to 
predicting beach runup. Median diameter of the swash zone is used in 
Eq. 5 rather than fall speed of the sediment because beach permeability 
is so strongly dependent on sediment size. Permeability and wave 
conditions are the most important variables influencing the slope of the 
beach face. Therefore, the form of Eq. 5 helps identify the physical 
processes influencing runup even though it may seem anomalous to use 
sediment size and fall speed in the same equation. Eq. 5 explains 77.3 % 
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of the variance in the dependent variable compared to 74.6 % for Eq. 4. 

For wave runup the value of a prediction method can best be 
judged by how well it predicts the dimensional runup rather than a 
dimensionless runup parameter. Fig. 4 shows the predicted two percent 
runup using Eq. 5 versus the observed two percent runup. Eq. 5 explains 
about 80% of the variance in the data. 

New South Wales Beaches 
Nielsen & Hanslow (1991) 
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Fig. 4 Predicted two percent runup versus the observed two percent 
runup for sand beaches in New South Wales. 

Thought Experiment 

It is useful to use a thought experiment approach to illustrate the 
implications of Eq. 5. Imagine two beaches both having fine sand in the 
surf zone but one also having fine sand in the swash zone, i.e. a uniform 
beach, and the other having coarse sand in the swash zone, i.e. a 
diverse beach. Consider the response of the two beaches to both mild 
and storm wave conditions. For the same wave conditions the runup 
intensity is always greater on the beach with coarse sand in the swash 
zone. In going from mild to storm wave conditions runup intensity 
decreases on both beaches because the slope of the surf zone gets 
flatter or the surf zone gets wider. Interestingly, the difference in runup 
intensity between the two beaches is less during storm conditions 
because the increased width of the surf zone has made runup intensity 
less sensitive to conditions on the beach face, see thought experiment 
sketch, Fig. 5. The effects noted in the experiment seem consistent with 
current understanding of runup on beaches. 
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Fig. 5 Thought experiment figure to illustrate implications of runup 
equation, Eq. 5. 

Duck 1982 Data 

During the initial stages of the analysis the runup data from the 
beach at Duck, N.C. seemed to be anomalously high (Holman 1986 and 
Douglass 1990). However, after seeing the influence of sediment 
diversity the Duck data looked more logical. The beach at Duck has 
sediment with a median diameter of about 0.75mm in the swash zone 
and about 0.20mm in the surf zone (Mason et al.1984) for a diversity ratio 
of 3.75, much higher than any of the New South Wales beaches. 

Fig. 6 shows the predicted two percent runup versus the observed 
two percent runup for the data collected on the beach at Duck, N.C. 
Some data has been omitted to eliminate bimodal spectra using the 
approach of Resio (1987). Eq. 5 explains about 51% of the variance in 
the data. 

There is relatively high alongshore variability in runup on the 
beach at Duck. This is what would be expected based on the 
morphological categorization of Wright and Short (1984) which puts the 
beach in intermediated categories that are dominated by a variety of 
offshore bars and troughs. Normally some of these features are three 
dimensional. There is one particuarally long subset of data from Duck 
that shows runup variability along 500m of beach for storm wave 
conditions. For 13 stations the mean two percent runup was 2.163m with 
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a standard deviation of 0.215m or a mean percent deviation of about 
10%. Conditions were unusual for an East Coast storm with Hso = 2.51m 
and Tp = 12.2sec. Eq. 5 gives a predicted R2 = 2.26m which is somewhat 
higher than the observed mean value of the two percent runup but well 
within one standard deviation of the mean. 

Duck 1982 Data      I 
Holman (1986) & Douglass (1990)1 
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Fig. 6 Predicted two percent runup versus the observed two percent 
runup for the sand beach at Duck, N.C. 

Surf Zone Fall Speed Parameter and Morphological Connection 

Surprisingly, Eq. 5 can be rewritten in a form which helps suggest 
the processes involved and using the surf zone fall speed parameter 
provides a connection to beach morphology, i.e. 

R2/Hso = C[tan6]W(HS0/L0) 

= 10.4V(dsw/dsr)[wsr/V(gHso)]/V(Hso/Lo) 
<—>< >< > 
swash      surf deep-water 

= {10.4/V(27i)}V(dsw/dsr)/N0 = 4.lV(dsw/dsr)/N0 Eq. 6 
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The fall speed parameter, N0 , used in the final line of Eq. 6 is similar to 
the parameter used by Wright and Short (1984) to categorize the 
morphology of beaches. The difference between the parameters is that 
Wright and Short used the breaker height while the deep water 
significant height is used in this study. 

Eq. 6 also provides a link to the beach profile study of Kraus, et al. 
(1991) who found that erosional or accretionary profiles could be 
predicted using wsr/V(gHS0) and Hso/L0. Since these two variables can be 
used to form a surrogate for the surf similarity parameter or Iribarron No., 
i.e. \ = 3.4[ wsr/V(gHS0)]/ V(HS0/L0) = 1.3/N0, they should be able to predict 
breaker characteristics near the shoreline. 

In Fig. 7 the relative runup is shown as a function of the surf zone 
fall speed parameter, as suggested by Eq. 6. Data points are shown in 
Fig. 7 using letters to distinguish morphopological conditions of 
dissipative, reflective, or intermediate beaches as defined by Wright and 
Short (1984). The figure shows that both relative runup and beach 
morphology are strongly correlated to the surf zone fall velocity 
parameter. 

New South Wales Beaches 
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Fig. 7 Relative runup as a function of the surf zone fall speed parameter 
for sand beaches in New South Wales. 
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Surf Beat and Edge Waves 

A variety of oscillations are present in the surf zone at periods 
greater than the period of incident wind waves. These long waves tend 
to modulate the conspicuous runup oscillations occurring at 
approximately the period of wind waves. Trapped edge waves at periods 
twice the incident wind waves are responsible for cusp formations on 
reflective beaches, Guza and Inman (1975). As morphological conditions 
change from reflective to dissipative beaches there is a corresponding 
attenuation of trapped edge waves and amplification of surf beat. Surf 
beat periods typically are in the range of one to three minutes. 

Summary, Conclusions and Recommendations 

Starting with Hunt's (1959) equation and replacing the beach 
slope with functional relationships, which provide an equivalent 
compound slope that includes both the slope of the beach in the surf 
zone and the slope of the beach face, produces an equation, Eq. 6, to 
calculate the approximate upper limit of runup on a beach. Eq. 6 makes 
reasonably good estimates of runup for a variety of beach and wave 
conditions and helps to show the connection between beach morphology 
and wave runup. 

It was found that when estimating runup in terms of deep water 
wave conditions that the slope of the beach in the surf zone or the width 
of the surf zone, was generally more important than the slope of the 
beach face. In Eq.6 the beach face or swash zone characteristics are 
treated as a correction to the basic runup equation, Eq. 4. This correction 
is important when there is a big difference between the sediment size in 
the surf and swash zone. 

This research shows that studies of beach morphology and beach 
runup should be coordinated. Data requirements include, but are not 
limited to: knowledge of the sediment size across the beach profile, 
reliable estimates of deep water wave conditions, the three dimensional 
characteristics of the submerged beach, and the alongshore variation in 
runup. In addition, a time history of beach states and wave characteristics 
as discussed by Wright et al. (1985) would almost certainly help make 
better estimates of beach runup. 
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Appendix: Slope of Beach in Surf Zone 

A standard beach equilibrium profile is given by: 

h = Axs/3 or x = (h/A)3/2,     Dean (1991) 

therefore the tangent of the submerged slope from the still water line out 
to some depth, h, is given by tan0 = h/x = A3/2/V(h), 
and since A = 2.25(wf2/g)i/3, good in the range 1.0 < Wf < 10 cm/sec. and 
temperatures around 20°C, Kriebel, Kraus & Larson (1991), then 

tanG = 3.375wfA/(gh), 
and if h is set equal to Hs0 as suggested for biplaner slopes or composite 
slope analysis, de Waal and van der Meer (1992), then 

tanG = 3.375wf/V(gHS0) = 3.375F0. 
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CHAPTER 78 

FIELD STUDY ON WAVE RUN-UP ON SEADYKES 

Joachim Griine 

Abstract 

This paper deals with a comprehensive field research program on wave run- 
up, which is ongoing at different locations at the landside borders of the wadden 
sea (tidal flats ) and the tidal estuaries of the German Bight since 1991. The field 
measurement equipment is described and an overview about first results is given. 

Introduction 

Due to the increasing of storm surges and the supposed long-term rising of 
water levels at the coastlines of the North Sea, for savety analysis of excisting 
dykes in field a more exact knowledge is needed on wave run-up and overtopping 
process, especially with respect to non-uniform dyke cross-sections and to real sea 
state conditions. Air entrainment and wave climate characteristics under real sea 
state conditions play an important role on wave run-up process. Thus boundary 
effects and scale effects have to be minimized by using field data or large scale 
laboratory test data. 

Field measuring program and equipment 

The ongoing research program is focussed on the influence not only of real 
sea state wave climate but also of complex non-uniform dyke cross-sections on 
wave run-up. The investigations have been doing for recent years at four different 
locations at the coast of Dithmarschen and at the Elbe river estuary ( Fig. 1 ) in 
cooperation with the Regional State Board for Water Management ( ALW Heide, 
supervision Dipl.-Ing. J. Gartner ) of the State of Schleswig-Holstein. At two 
locations ( Heringsand and Stinteck ) the measurements have started in 1991, 

Dipl.-Ing., Senior researcher, Operation Manager of Joint Central Institution 
" Coastal Research Center ( F Z K ) " of University Hannover and of Technical 
University Braunschweig, GWK, Merkurstrasse 11, 30419 Hannover, Germany 
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Fig. 1  Measuring locations at German Bight 

at the two other locations in  1993.  At another location ( Eiderdamm-Sud ) 
measurements already had been done during previous programs ( Griine, 1982 ). 

Each of these locations represents one spezific type with respect as well to 
different characteristics of morphologic boundary conditions, which generally 
occur in wadden seas and estuaries as to different excisting non-uniform types of 
dyke cross-sections. Fig. 2 shows a scheme of the installed sensors at each 
location. The incoming wave climate has been measuring with a pressure cell for 
evaluation of surface elevation and with a two-component velocity meter for 
evaluation of the wave approach direction at the outhermost seewards position. At 
two locations additional pressure cells were installed between the outhermost 
position and the dyke. The wave run-up has been measured with a 70-step gauge. 
The aim of the program is to generalize all the measured relations between wave 
climate ( in dependence of the morphologic boundary conditions ) and wave run-up 
(in dependence of dyke cross-sections ). The generalized results shall be used for 
savety analysis with extrapolated storm surge level conditions. 

At the locations Heringsand and Stinteck (Fig. 3 ) occur a distinct wadden 
sea wave climate. At Heringsand location there are less wave energy parts 
dissipating from the closedby tidal gully compared to Stinteck. Furthermore at 
Heringsand the wave climate in front of the dyke is strongly influenced by the 
wave damping effect of the higher green foreland, which has a mean level of NN 
+ 2.0 m and a width of roughly 500 m. 

wave approach 
direction 

Fig. 2  Scheme of installed sensors at each location. 
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Fig. 3  Measuring locations Heringsand and Stinteck 

The cross-section of the dyke at Heringssand is plotted in Fig. 4. Due to 
the relatively less intensive wave climate the dyke surface is covered totally with 
grass on clay and has a relatively gentle slope of roughly 1:10 in the lower part. 
In all cross-sections in Fig. 4 the dotted lines give the geodetic reference level 
( Normalnull ). The upper waterlevels are the highest ones ever been recorded 
( HHThw ), the lower ones are the Mean High Tide levels ( MThw ) and the 
water levels between HHThw and MThw are the highest ones, used for 
measurements within this program till today. The supports of the installed run-up 
step gauges ( which are described in detail by Grime, 1982 ) are marked with a 
solid line parallel on the dyke surface. The 70 steps of the gauge have different 
distances between each other in dependance of the slope. But all steps are 
calibrated in such way, that the signal is linear to the vertical component of the 
watertongue running up and down on dyke surface. 



SEADYKES 997 

10,0 
[NN+m 

5,0 

0,0 

-   y HHThw 

I                                           I 
Heringsand 

I 

-   ~     \7 zzz^^' 
- 

NN + 0,00 
    ._.V._ 

- 
I                                           I                             I 

10,0 

NN+rtl ] 

5,0   (=• 

0,0 

_   ^j HHThw 

i 1 
Stinteck 

i 

-    -•   \/ 

_   y MThw 

NN + 0,00 — —# 

i                                              i                               i 

10,0 
[NN+m ] 

5,0 

0,0 

10,0- 
[NN+m 

5,0 

0,0 

20 [m]   0,0 

Fig. 4 Cross - sections of the dykes used for field measurements 
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The Mean High Tide level MThw at Heringsand lies roughly 0.5 m below 
the green foreland. Wave climate at Heringsand is measuring at three positions: 
1040 m, 470 m and 50 m in front of the dykefoot. The vertical distances of the 70 
run-up steps at Heringsand vary from 5 cm on the lower gentle slope to 12 cm on 
the higher steeper slope. 

The dyke at Stinteck location has a berm made with natural stones, which 
are placed irregular ( marked in Fig. 4 with a dotted line under the dyke surface ). 
The top of the berm partly is covered with smooth artificial concrete stones and is 
used as a working road ( marked with a solid line under the surface ). This area 
also has an inner slope partly, which creates an extended water basin for water 
levels around the berm top level. The dyke surface above this area is covered with 
grass. The wave climate is measuring 700 m and 50 m in front of the dykefoot. 
The run-up steps have vertical distances from 4 cm on the lower gentle slope to 12 
cm on the higher steeper slope. An impression of waves acting on the dyke at 
Stinteck is given in Fig. 7. The photo was taken during a stormsurge with a water 
level roughly 2.0 m above Mean High Tide, where all waves break on top of the 
berm. 

The wave climate at the locations Hermannshof ( Fig. 5 ) and Neuendeich 
( Fig. 6 ) are influenced as well by the deepwater conditions in the Elbe river 
estuary as by the restricted depths due to flats in front of the dykes. But these flats 
only have a width of roughly 200 meters at Hermannshof and of roughly 400 
meters at Neuendeich, respectively. 

The berm of the dyke at Hermannshof ( Fig. 4 ) is covered in the same 
way as at Stinteck with stones up to the top, but the top of the berm is smaller and 
has an outer slope, which is covered with asphalte concrete. The grass covered 
surface above the berm has a nearly uniform slope. Wave climate at Hermannshof 
only is measuring 50 m in front of the dyke. The vertical distances of the 70 run- 
up steps vary from 5 cm at the lower levels up to 9 cm at the higher levels. 

Fig. 5  Measuring location Hermannshof 
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Fig. 6 Measuring location Neuendeich 

Fig. 7 Waves acting on the dyke at Stinteck location during a storm surge 
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The dyke profile at Neuendeich (Fig. 4 ) has an extended berm. The outer 
steep berm slope is covered with artificial smooth concrete stones ( in Fig. 4 
marked with a solid line under surface ). The surface on the berm and on the 
higher steep slope is covered with grass. Wave climate is measuring also only at 
the positions 50 m in front of the dykefoot. The run-up steps have vertical 
distances between 3 cm on the lower gentle slopes and 11 cm on the higher steeper 
slope. 

At all locations the sensors are connected by cables with a computer- 
contolled recording system in a shelter box at the backside of the dykes. Data 
recording is starting automatically in dependance of desired storm surge 
waterlevels ( usually 1.5 m above MThw ). 

Data analysing 

The wave parameters of the surface elevation were evaluated from the 
recorded pressure signals. Linear theory was used for transformation, modified 
with correctionfactors. These factors depend on relative depth of sensor and were 
found from laboratory and field experiments. Analysis has been done in time 
domain ( modified Zerodowncrossing method ) and in frequency domain. 

Analyzing run-up records from field can be rather complicate, because 
characteristics of run-up signals may be strongly influenced by two main effects: 
- Firstly by the physical breaking process on gentle slopes and on berms. 
- Secondly by the kind of gauge with a relatively long distance on the slope 
between the steps for gentle slopes. 

The first effect can be demonstrated in Fig. 8, where in the lefthand plot a 
short time history is given as an example of synchronous signals of waves and run 
- ups, recorded at Stinteck location. One won't find any direct linkage between 
both signals, as one may expect it from the literature according to small scale 
model tests with regular or irregular PM-spectra waves on uniform steep slopes. 
This effect comes out clearly, if one look on the cross-section in Fig. 4 with the 
extremely broad berm and on Fig. 7, where one can see the waves breaking in 
front of or on the berm, which create reduced and longperioded run-ups after 
passing the distance to the upper dyke surface. Furthermore the run-downs mostly 
stay above stillwaterlevel, which is a typical result of gentle slopes. 

With other boundary conditions the run-up records may have other 
characteristics. Such an example from Neuendeich location is given in the 
righthand plot of Fig. 8 with same time scale as in lefthand plot. Due to a very 
high water level for these data the waves break mainly at the higher steep slope. 
Thus these run-ups are neigher affected by breaking of waves before they reach the 
dyke surface nor by breaking on gentle slopes. In the timeexpanded part of the 
righthand plot the different linkage behaviour between the run-up signals from 
these both locations comes out evident. 
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Fig. 8  Time histories of synchronously measured waves and run-ups 

The second effect, mentioned before is caused by the kind of gauge. A step 
gauge on gentle slopes necessarily has long distances between the single steps. 
Together with longperioded and damped run-ups thus leads to signals, which are 
shown schematically in Fig. 9. Such signals may be processed with step 
identification and smoothening modes. 

Fig. 9 
Scheme of signals 
from a step gauge 

Furthermore a definition mode far from the zerocrossing mode is 
necessary, due to the fact, that the run-down mostly stay above stillwaterlevel. An 
overview about the definitions and analysing modes used in this paper for the run- 
ups Ru, run-downs Rd ( RdR is used ) and periods TR is given in Fig. 10. The mode 
for separating single run-up events from a sequence is shown schematically in Fig. 
11. Separated run-ups were analyzed, if the relation alb don't exceed the threshold 
value G within a certain time window. The used treshold value is in the order of 
magnitude of 10 to 20. As conclusion it must be stated that run-up records from 
field measurements have to be analysed very carefully and seriously. 
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Fig. 10 Definition of run-up 
and run-down parameters 

Fig. 11  Mode for separating of 
single run-up events 

First results 

Data were recorded during strong wind and storm surge conditions. A part 
of the data were measured at the different locations during same storm surge 
events. A comparison of the first data from all different types of cross-sections 
show distinct differences, which are both influenced by the different wave climates 
and by the different shapes of cross-sections. Due to restricted space in this paper 
only an overview of some first results can be given. More detailed results will be 
published in following papers. 

The maximum run-up and run-down values, measured at all four locations, 
are shown in Fig. 12. The values are added on the stillwaterlevel SWL and are 
plotted versus the stillwaterlevel SWL, which is refered to geodetic level Normal 
Null. The full line represents the stillwaterlevel, the dotted line shows the geodetic 
level of the lowest step of the run-up gauge. Obvious are the small run-down 
values ( except for higher waterlevels at Neuendeich ), mostly around the 
stillwaterlevel, which is caused by the gentle slopes mainly, as already mentioned 
before. 

In Fig. 13 the run-ups R9Su and run-down R98d are related to significant 
waveheights H1/3 and are again plotted versus the stillwaterlevel SWL. No run-up 
data are presented for Hermannshof location, because a part of those were 
measured without recording wave climate due to sensor defects. The data from 
Heringssand and Neuendeich have a trend of higher values for smaller 
waterdepths. This is contrary to that, which could be expected, but has simple 
reasons, which will be explained later. 
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Fig. 12  Maximum run-up and run-down levels versus stillwaterlevels 



1004 COASTAL ENGINEERING 1996 

CO 

I —. 
CO 
0> tr 

Run up 

Run down 

Stinteck 

.. %  ' 

JO 

X 

CO 

a: 

' Run up 

+ Run down 
Neuendeich 

'•+• ••••rtjL;-•••»••. 

+(-' 
Mt: 

jt-%%* 

*% 

3 4 5 6 

SWL [NN+m] 

Fig. 13 ^9g / H1/3 versus stillwaterlevel SWL 

Similar confusions come out from Fig. 14, where the relations between the 
mean wave periods THm and the mean run-up periods TRm are plotted versus the 
stillwaterlevel SWL. Considerable differences are obvious between the different 
locations. Whereas at Heringsand location with higher stillwaterlevels above NN 
+ 4.0 m only 20% of the waves create a run-up, at Stinteck there are 40% and at 
Neuendeich up to 100% of the waves, which create a run-up. 
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Other results with confusing different trends for the different locations 
occur for other parameters and relations, as shown in Fig. 15, where all data 
R9SIH1/3 are plotted versus the breakerindices £ . But all these trends can be 
explained by the different boundary conditions at the different locations. The 
boundary conditions also are changing in dependence of the stillwaterlevel SWL. 
One example is the occurrence of relatively high values R98 I H1/3 up to 6 at 
Heringsand ( upper plot in Fig. 15 ). From detailed analysis it was found, that the 
relative higher run-ups are created by longperioded parts of the surface elevations, 
which are eleminated for wave analysis, but have amplitudes up to roughly 0.3 m. 

Another example can be demonstrated by the results, found for Neuendeich 
location and plotted in the lower parts of Figs. 13 and 15. In both plots one can 
distinguish the data into two groups, each with a more or less distinct trend. In 
Fig. 16 the appertaining mean waterdepths on the berm dm IH1/3 ( related to H1/3 ) 
of these data are plotted versus stillwater level SWL and breakerindex £ , respec- 
tively. From this figure and comparison with Figs. 13 and 15 the separation comes 
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out clearly: one group with waterlevels below and one group with such above 
mean berm level. It can be stated that R9SIH1/3 increase with increasing distance 
dBE I Hu3 as well for SWL below as for SWL above the mean berm level, which is 
shown distincly in Fig. 17. The data in this plot confirm the well-known effect, 
that run-up reduction is most effective for waterlevels around the berm level. 

Conclusion 

Analyzing of run-up measured in field and on complex cross-sections can 
be complicate, therefore the analysis has to be done very carefully and seriously. 
All the different influences have to be separated and quantified in detail. 

Reference 

Grune, J. : Wave run-up caused by natural storm surge waves. Proc. 18th 
Intern. Conf. on Coast. Eng., Kapstadt, 1982 



CHAPTER 79 

WAVE RUN-UP ON REVETMENTS WITH COMPOSITE SLOPES 

1 2 Zeya Wang   and Joachim Griine 

Abstract 

The paper deals with wave run-up on revetments and seadykes with composite 
slopes. The presented data were obtained from large scale laboratory tests with 
different wave climate characteristics in the " Large Wave Channel " ( GWK ) at 
Hannover, Germany. The results are discussed with respect to slope angle 
transformation mode to be used in the well-known HUNT-formula. 

Introduction 

Savety analysis of excisting coastal protection works becomes again more 
important due to the world wide increasing of storm surges and the supposed long- 
term rising of water levels at the coastlines. Within such a savety analysis wave 
run-up and overtopping is the most important load factor. 

Previous investigations on wave run-up have shown different results using 
different verifications of formulae to fit the boundary conditions with complex 
cross-sections and with real sea state wave conditions. Thus a research program has 
been established, which is focussed on the effects of non-uniform cross-sections and 
of real sea state wave characteristics. A part of this research program deals with 
cross-sections, which are composed from different uniform slopes. Results from 
investigations on run-up with such composed cross-sections are presented in the 
following. 

M.-Ing., Researcher, 
Dipl.-Ing., Senior researcher, Operation Manager of Joint Central Institution 

" Coastal Research Center ( FZK ) " of University Hannover and of Technical 
University Braunschweig, GWK, Merkurstrasse 11, 30419 Hannover, Germany 
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The most convenient formula for calculating wave run-up on gentle smooth 
slopes like seadykes and revetments normally have, is the well-known one derived 
by HUNT ( 1959 ). Although originally derived for regular waves on a uniforn 
slope the tendency of the HUNT-formula also agrees quite well with irregular data. 

Usually the HUNT-formula is written in dependence of the breakerindex £ 
in the following form: 

Rl H = C4 •  £ ,   with I = 
tan a 

2ir-H 

\g-T2 

and with R = run-up 
C = coefficient 
H = waveheight 
T = wave period 
a = slope angle (tan a = 1 : JV, with N = slope value ) 

For using this formula in a savety analysis of dykes and revetments in field 
this general form has to be verified as well with respect to the irregular waveheight 
and wave period parameters of the real sea state conditions ( see BATTJES, 1974 ) 
as with respect to the non-uniformly sloped seadyke cross-sections, which mostly 
occur in prototype. These verifications lead to different values Cf in dependence of 
used irregular wave parameters and/or the mode of slope angle a transformation 
for non-uniform cross-sections. In a lot of previous papers such verifications of the 
HUNT-formula have been reported, among them a few with data from field and/or 
from large scale laboratory tests. For example are those from GRUNE ( 1982 ), 
FUHRBOTER et. al. ( 1989 ), SPARBOOM et. al. ( 1990 ), v. d. MEER & 
STAM ( 1992 ), d. WAAL & v. d. MEER ( 1992 ), WANG & GRUNE ( 1995 ). 
The results shown in this paper will be discussed mainly with respect to the mode 
of slope angle transformation for composed slopes. 

Only a few suggestions excist for slope angle a transformation approaches 
for slopes of composed cross-sections. SAVTLLE ( 1958 ) proposed an equivalent 
gradient method, where the equivalent slope is defined by the linear interpolation 
between the breakerpoint and the maximum wave run-up on the non-uniform slope. 
But this mode is not necessarily representative for all types of non-uniform slopes, 
the method was not tested by SAVILLE ( 1958 ) with measurements on convex 
slopes. Some field data for composite slopes (1:4 and 1:6 ) have been reported by 
GRUNE ( 1982), who found that the influence of slopes occur roughly in the range 
between 1.0 H1/3 below and 2.0 H1/3 above stillwaterlevel. A similar suggestion for 
an average slope was given by d. WAAL & v. d. MEER ( 1992 ) with a linear 
interpolation between the points 1.0 H1/3 below and 1.0 H1/3 above stillwaterlevel 
on the dyke surface. 
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Test equipment 

The data, presented in this paper, are from large scale laboratory tests, 
which have been done in the Large Wave Channel (GWK) at Hannover ( GRUNE 
& FUHRBOTER, 1976 ). The GWK is a facility of the recently founded Coastal 
Research Center "Forschungszentrum Kiiste ( FZK )" , which is a joint institution 
both of the University Hannover and the Technical University Braunschweig. 

The cross-sections of the revetment used for the tests in the GWK are shown 
in Fig. 1. It has a sand core and is covered with asphalt-concrete. The composed 
slope consist of two different uniform slopes: a slope of 1:6 in the upper part and 
a slope of 1:3 in the lower part. The lower slope 1:3 was varied twice: for one 
testseries the slope junction level of both uniform slopes was 3.3 m above bottom, 
for the other testseries the slope junction level was 4.5 m above bottom. 

Wave run-up was measured with a run-up step gauge ( GRUNE, 1982 ), 
which was installed on the upper slope 1:6 for the testseries with the slope junction 
level 3.3 m above bottom and on both slopes for the other testseries. The steps of 
the run-up gauge had vertical distances of 6.5 cm on the slope 1:6. The waves in 
front of the revetment were measured with some wire gauges. The wire gauges had 
roughly constant distances between each other and reflexion effects had been 
minimized by using the data of four of these gauges. The analog signals from 
waves gauges and run-up step gauge were continously digitized with 100 Hz and 
storaged by the main processing computer. 

\7   SWL=5,0m 

r777777'777777y77777rT77777- 

Fig. 1 :   Cross-section of the revetment used for large scale tests in the GWK 

All tests were conducted with two different water levels ( 4.0 m and 5.0 m 
above bottom ), this results in altogether four different testseries with respect to the 
vertical distance Dc between still water level SWL and slope junction level 
( Dc = 1.7 m, 0.7 m, 0,5 m and - 0,5 m ). Three different types of wave 
characteristics were generated: Regular waves, PM - spectra ( narrow banded ) and 
field spectra ( wide banded ). The generated field spectra had been measured in 
front of similar dyke cross-sections at the german coast during high storm surges. 
For each testseries roughly 15 single tests with each of these three different wave 
climate types were run. Fig. 2 gives an impression of wave acting on the revetment 
during a large scale test in the GWK. 
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Fig. 2 :  Wave action on the revetment during a test in the GWK 

Results 

The results presented in this paper will be focussed on the approach of slope 
angle transformation with respect to HUNT-formula. All data are refferred to the 
mean period Tm from the time domain analysis. In a previous report on the results 
from the tests with the berm ( WANG, GRUNE, 1995 ), it was demonstrated, that 
the correlation using Tm is quite better than using the peak period Tp. This is due 
to the fact, that the estimation of a peak period from the spectral density 
distribution of real sea state shallow water waves is of problematic nature and can 
create confusion. 

The first results to be discussed are from the testseries with regular waves, 
where the still water level SWL was 1.7 m above, 0.5 m above and 0.5 m below 
the junction level of the two slopes ( Dc = +1.7 m, +0.5 m, and -0.5 m ). 



1012 COASTAL ENGINEERING 1996 

The measured run-up data R98 are related to the mean regular wave height 
and are plotted in Fig. 4 versus the breakerindex £, which is related to three 
different slopes separately ( slopes of upper part of 1:6, lower part of 1:3 and 
average slope l:Nav). The average slope Nav has been evaluated according to the 
mode, given by d. WAAL & v. d. MEER ( 1992 ), and is defined in Fig. 3 (left 
hand ). It is clear that due to the mode the data for Nav with Dc = +1.7 m 
( waterdepth of 1.7 m above junction level ) are identical with those of the upper 
slope 1:6. This means, that the lower slope 1:3 has more or less no influence. 

It must be remarked, that the average slope approach by de WAAL and v. 
d. MEER was evaluated for irregular waves, but there is no functional difference 
for regular waves. On the other hand, because the HUNT formula was originally 
evaluated from regular wave run-up data, thus fundamental trends may be 
demonstrated firstly with regular wave run-up data. 

Fig. 3 : Definition of average slope Nav by de WAAL and v. d. MEER (left hand ) 
and Definition of slope junction Dc ( right hand ) 

In the middle plot of Fig. 4 the data with Dc = +0.5 m ( SWL only 0.5 m 
above the junction level ) show similar trends and only small differences between 
the average slope Nav related data and those for the uniform upper slope 1:6, which 
means, that the lower slope 1:3 has only a small influence. Greater differences 
occur for the data with Dc = -0.5 m ( SWL 0.5 m below the junction level ). The 
average slope data agree much more to the 1:3 slope, but they all are fare away 
from a linear dependence with identic gradients. 

A new mode for slope angle transformation of two composed uniform slopes 
is based on the rather old approach, derived by DROGOSZ-WAWRZYNIAK 
( 1965 ) as follows with the definitions shown in Fig. 3 ( right hand ): 

N 
2.Dc 

( N, ) 

This formula was modified by the authors in the following manner: the 
original factor 2*Dc I Lo, which is a function of position of junction level Dc and 
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Fig. 4 :  R9S / H versus breakerindex £ for tests with regular waves 
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wavelenght Lo, has been extended, so that the new factor is a function of the dyke 
geometry in terms of the depth related position of junction level Dc I D and the 
deepwater wave steepness H I Lo or the wave period, respectively. Compared to 
the average slope approach of d. WAAL and v. d. MEER, this slope approach has 
been extended by the wave period: 

7*Dc      =•    f l Dc    H\ 

Thus the modified formula is written: 

1     _    1    , f  , Dc    H.   „ ,   l_      J_, 
Nm        N2      

J   ^   D> L0>      ^Nx       N2 '2 

with the following factors 
for regular wave climate: 

f ( Oc   JL)   = (1  - Q£)   * (7 * (M\o.i _ 4  43       Dc\ 

for irregular wave climate: 

/ (% ^)   =2  *e~^  *(3  * (^1)0-2  _1} 

with    Z)c = distance between stillwaterlevel and junction level 
D   = waterdepth 
H  = waveheight 
Lo   = deepwater wave length = g*Tm

21 2ir 

The high accuracy of this slope angle transformation may be demonstrated 
in the best way by the plots in Fig. 5, where the results for waveheight related run- 
up data are plotted versus the deepwater steepnesses HI Lo for the testseries with 
regular waves and Dc = +0.5 m ( upper plot) and Dc = -0.5 m ( lower plot). 
The full line in Fig. 5 represents the HUNT-formula, using the new approach for 
slope angle transformation with \:N = 1:A^„. It is obvious, that the differences to 
the measured values are rather small. The two dotted straight lines, marked with 
N = 3 and N = 6, represents the original HUNT-formula, using one of the 
uniform slopes N = 3 or N = 6 respectively. If one of these slope angle 
approaches would be correct, all measured data should fit one of these dotted lines. 
The irregular dotted line, marked with N = Nav, which lies between the two others 
straight ones, represents the HUNT-formula, using the average slope Nav according 
to de WAAL & v. d. MEER. Whereas the agreement for higher wave steepnesses 
is quite well, there are considerable differences for lower steepnesses. 

The accuracy of the new slope angle transformation also comes out clearly 
in Fig. 6, where the measured data are plotted versus the breakerindex f. The 
upper plot again is for the data with Dc = +0.5 m and the lower plot for the data 
with Dc = -0.5 m. It must be stated, that the measured data agree quite well with 
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Fig. 5 :  R981 H versus steepness H I Lo for tests with regular waves 

the HUNT-formula with the new mode of slope angle transformation, expecially no 
range with a constant value has to defined as it is necessary with previous slope 
angle transformation modes. 

Similar relations were found for the data from the testseries with PM-spectra 
and field spectra, using the slope angle transformation mode N = Nsu in the HUNT- 
formula. The measured run-up data R9S I H1/3 from the testseries with PM-spectra 
are plotted versus the significant waveheight related deepwater stepnesses H1/3 / Lo 
in Fig. 7 for the testseries with Dc = +0.5 m and with Dc = -0.5 m. The 
notations for N are the same as used in Fig. 5. 
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Fig. 7 :   R981 H1/3 versus steepness H1/3 I Lo for tests with PM-spectra 

The data from the testseries with field spectra in Fig. 8 indicate similar 
relations, but they have a much smaller range of deepwater steepnesses, which is 
normal for a wadden sea wave climate. 

The same data from Fig. 7 and 8 are plotted versus the breakerindex £ in 
Fig. 9 ( PM-spectra ) and 10 ( field spectra ), respectively. As well as for tests 
with regular waves the linear correlation of the test data with irregular waves is 
much stronger ( PM- and field spectra ), using the new slope approach N = A^„, 
in comparison with using the average slope approach. The field spectra in Fig. 10 
data scatter a little bit more, but without any distinct trend. 
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Fig. 8 :  R9SI H1/3 versus steepness H1/3 I Lo for tests with field-spectra 

Conclusion 

The HUNT-formula has been verified with respect to slope angle 
transformation. Data from large scale laboratory tests with regular waves and 
irregular waves ( PM-spectra and field spectra ) were used. The wave run-up data 
on revetments with composite slopes are well presented with the HUNT-formula, 
using a new slope angle transformation, which takes not only the depth related 
position of junction point Dc ID but also the wave steepnesses HI Lo into account. 
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Fig. 9 :  R981 H1/3 versus breakerindex £ for tests with PM-spectra 
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Fig. 10 :  R9SI H1/3 versus breakerindex £ for tests with field-spectra 
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CHAPTER 80 

Landward Transport of Spray Generated from 
a Wave Absorbing Sea Wall 

Misao Hashidal, Nobuhiro Matsunaga^ and Isao Irie-5 

Abstract 

A landward transport process of spray generated from a wave 
absorbing sea wall under a strong wind has been investigated 
experimentally. Near the wall, the concentration of spray decays 
exponentially both in the leeward direction and in the upward direction. 
The profiles are determined by the equilibrium between the advection of 
spray and the sedimentation. The characteristic quantities on the 
profiles have been related to the experimental parameters. 

1. Introduction 

Extending from August to October every year, Japan often suffers 
severe damages due to typhoons. In winter, a strong seasonal wind 
from the northwest blows against coastal areas fronting the Japan Sea. 
Moreover, Japanese coastal line is exposed to the danger of tsunami 
disasters because Japanese Archipelago is one of the world's most 
seismologically active areas. Therefore, most of Japanese coastal 
engineers and researchers have devoted their energies to the prevention 
against the coastal disasters due to big waves, storm surges, tsunamis 
and so on. Various types of wave aborbing works have been developed 
to protect the coastal areas and have made remarkable achievements. 

1 Professor, Dept. of Civil Engineering, Nippon Bunri University, Oita 870-03, 
Japan. 

2 Associate Professor, Dept. of Earth System Science and Technology, Kyushu 
University, Kasuga 816, Japan. 

3 Professor, Dept. of Civil Engineering, Kyushu University, Fukuoka 812, Japan. 
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Wave absorbing sea wall construction is one of them. In a storm, 
however, a wave absorbing sea wall generates a large amount of spray in 
compensation for the effective dissipation of wave energy. If it is 
transported landward, salt damages are given to the agricultural products 
or the infrastructural system in the coastal zone. Recently, the human 
life zone is expanding rapidly in the seaward direction. It also requires 
that the generation of sea water spray should be reduced from the 
standpoint of the preservation of atmospheric environments. Several 
studies have been already made on the generation of water spray and the 
transport of sea-salt particles. Hayami & Toba (1958) and Toba 
(1959) observed the generation of spray in the bursting process of air 
bubbles floating on the water surface, and concluded that the process is 
essential as a source of sea-salt particles in the atmosphere. Toba & 
Tanaka (1963) and Toba (1965 a, b) measured sea-salt particles in the 
atmosphere and demonstrated a good agreement to be seen between the 
observed results and the theoretical ones. Matsunaga et. al (1994) 
investigated a transport process of spray generated from breaking waves 
by using a wave tank equipped with a wind tunnel. They showed that 
a large amount of spray is separated from the crests of breaking waves 
and the concentration of spray decreases exponentially in the vertical 
direction. 

However, no studies have been made on the generation of spray 
from coastal structures in a storm and its landward transport process. 
In this study, how spray occurring from a wave absorbing sea wall is 
transported landward has been investigated experimentally. 

2. Experimental methods 

Experiments were carried out by using a wave tank, which is 
equipped with an inhalation-type wind tunnel (see figure 1).     The tank 

Wavemaker 1 14.5m 

32.0m 

Fig. 1 Schematic diagram of experimental set-up. 
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6.00 

Design wave 
Ho=2.5m 
To=5.5s 

unit . m 

^7   H.W.L.+2.10 

Fig. 2 Cross section of wave absorbing sea wall. 

Table 1 Experimental parameters and characteristic quantities of 
spray concentration profiles. 

Experimental Parameters 

Run T(s) Ho(cm) Lo(cm) Co(m/s) Uo(m/s) Um(m/s) Holo LVCo hc/Hn 
1 1.38 14.3 295 2.14 9.43 11.9 0.048 4.41 1.27 
2 1.38 14.3 295 2.14 13.1 16.6 0.048 6.12 1.27 
3 1.38 14.3 295 2.14 15.1 19.1 0.048 7.06 1.27 
4 1.20 11.7 225 1.88 13.1 16.6 0.052 6.97 1.55 
5 1.20 11.7 225 1.88 15.1 19.1 0.052 8.03 1.55 

Characteristic Quantities 

Run /(cm) //he C(0,0) Wo/Um 

1 7.52 0.42 9.03E-5 1.37E-1 
2 5.48 0.30 8.58E-4 9.37E-2 
3 5.28 0.29 1.08E-3 8.03E-2 
4 6.69 0.37 6.01E-4 1.26E-1 
5 5.96 0.33 1.00E-3 9.83E-2 

was 32 m long, 0.6 m wide and 1.30 m high. A wave absorbing sea 
wall, which is constructed at Beppu Port in Oita Prefecture, Japan, was 
used as a model. Figure 2 shows its cross-section and dimensions. 
The sea wall is covered with randomly piled 4 t-Tetrapod blocks. The 
gradient of the wall surface was 1 : 1.5. In the experiments, the scale 
of the wall was reduced to 1/16. The mean water depth was set at 0.34 
m.      The crown height hc was 0.18 m.      As a model of land, a 11 m 
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solid bed was attached horizontally to the back of the wall model. 
Five tests were made by varying wave parameters and wind velocity (see 
table 1). Two types of regular waves were made by a wavemaker. 
Their periods T were 1.38 s and 1.20 s. The wave heights in deep 
water Ho were 14.3 cm and 11.7 cm. The wave parameters Lo and C0 

are the wavelength and the wave velocity in deep water, respectively. 
Uo is the cross-sectionally averaged wind velocity above the water 
surface and Um is the one above the horizontal bed. The values of Uo 
were varied from 9.43 to 15.1 m/s. The coordinate axes x and z were 
taken leeward and vertically upward from the back of the wall model, 
respectively. Water spray was captured by using cylindrical containers 
filled with cotton. They were 3.0 cm in diameter and 5.0 cm in depth. 
The vertical profiles of spray quantity were obtained by setting the 
containers at 5.0 cm vertical intervals. The measurements were made 
at 1.0 m horizontal intervals in the range of x=0 m to 11 m. The 
descriptions about the characteristic quantities /, C(0, 0) and w0/Um 
shown in table 1 will be given in the next section. 

3. Results and discussion 

Figures 3 (a) to (e) show how the vertical profiles of spray 
concentration C vary in the leeward direction. The values of C are 
calculated from C = q / p Um, where q is the mass of spray transported 
per unit area and time, and P the density of water. The concentration 
decreases exponentially with the increase of z and approaches to a 
constant value. As spray is transported in the leeward direction, the 
concentration decreases rapidly near the bed surface and the vertical 
profiles become uniform. It means that relatively large spray 
distributing at the back of the sea wall precipitates rapidly during the 
advection. On the other hand, very small spray remains to be 
suspended in a region far away from the wall. Therefore, the 
equilibrium between the advection of spray and the sedimentation may 
be essential near the wall and the advection-diffusion equilibrium may 
determine the concentration profiles far away from the wall. A typical 
profile of spray concentration is drawn schematically in figure 4, and the 
characteristic quantities are defined. The spray concentration at z=0, 
i.e., C(x, 0), is estimated by extrapolating from the data in the 
exponentially decaying region. The characteristic length scale / is 
defined as a height at which the spray concentration takes the value of 
C(x, 0)/e. C* is defined as a spray concentration at a large value of z 
and z* is the height where C becomes nearly equal to C*. It is 
unsuitable to examine experimentally the spray concentration in the 
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Fig. 3 Leeward variation of vertical profiles of spray concentration. 
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"       1 advection-diffusion 
equilibrium region 

L ![. ^*            1 
\                                                                    '' 

^^                            advection-sedimentation 
^^^                              equilibrium region 

/ 

 ^ :» ^ 

C* C(x,0)/e C(x,0) 

Fig. 4 Typical vertical profile of spray concentration and 
definition of characteristic quantities. 

advection-diffusion equilibrium region because the concentration 
depends strongly on the height of the wind tunnel. Therefore, the 
characteristic quantities of C* and z* are not discussed here. In the 
advection-sedimentation equilibrium region, the equation of the spray 
concentration is given by 

U m 
dC 
dx 

Wr 
dC 
dz 

= 0. (1) 

Here, it is assumed that the distribution of the spray concentration is 
steady and the settling velocity of spray wo is constant.     By assuming 

C(x,z)   = C(x,0)exp(-j), (2) 

we obtain 

C (x, 0)   = C (0, 0) exp '   
wo x\ (3) 
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Fig. 7 Relationship between / / hc and Um/C0. 
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Fig. 8 Dependence of C(x, 0) on x. 
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Fig. 10 Relationship between C(0, 0) and U0/C0. 
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Fig. 11 Relationship between w0/Um and Um/Co- 
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The values of C(x, 0) and / can be estimated by fitting equation (2) to 
the experimental data shown in figures 3 (a) to (e). In figures 5 (a) to 
(e), the data are normalized by using the obtained values. The data 
plotted above the solid lines are relatively uniform in the vertical 
direction and belong to the advection-diffusion equilibrium region. It 
is seen that the exponentially decaying region becomes narrow as the 
increase of x. 

Figure 6 shows the dependence of / on x. Though some 
variation is seen, it is very small in comparison with the 11 m horizontal 
advection. Therefore, the values averaged in the leeward direction / 
are given in table 1. The values of / / hc are plotted against Um/C0 in 
figure 7.     The values of / are approximately given by 0.35 he- 

The relationship between C(x, 0) and x is shown in figure 8. 
Near the sea wall, C(x, 0) decreases exponentially in the leeward 
direction. It is seen, therefore, that the relationship given by equation 
(3) is compatible with the data. The decreasing rate becomes small 
with the increase of the wind velocity. On the other hand, C(x, 0) 
takes large values with the increase of the wind velocity. The values 
of C(x, 0) approach to constant values in the region far away from the 
sea wall. We can estimate the values of C(0, 0) and w0/Um by fitting 
equation (3) to the data and using the values of / . The obtained 
values are given in table 1.     Figure 9 shows the profiles normalized by 

using C(0, 0) and w0/Um /  • It is seen that C(x, 0) decreases 
exponentially in the range of ^°- £ =s 10. 

Um / 
Figure 10 shows the relationship between C(0, 0) and Uo/Co. 

The values of C(0, 0) increase with the increase of U0/C0. In the case 
when the relative crown height hc/H0 is large, it is seen that C(0, 0) 
takes small values. Figure 11 shows the dependence of wo/Um on 
Um/C<> The tendency is seen that w0/Um decreases with the increase 
of Um/Co and large spray is transported as the wave steepness increases. 

4. Conclusions 

In this study, the quantity of spray generated from a wave 
absorbing sea wall under a storm and its landward transport process 
were investigated experimentally. The obtained main points are as 
follows. 
1) Near the sea wall, the spray concentration is determined by the 

equilibrium between the advection of spray and the sedimentation. 
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2) The spray concentration near the sea wall decreases exponentially 
both in the vertically upward direction and in the leeward direction. 

3) The spray concentration on the horizontal bed decreases 
exponentially in the region of —°- *- s 10. 

Um / 
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CHAPTER 81 

Irregular Wave Kinematics from a Pressure 
Record 

Christopher H. Barker1 and Rodney J. Sobey2 

Abstract: 
A local Fourier approximation method is presented for the prediction 
of the complete kinematics of irregular waves from a submerged pres- 
sure trace. The method seeks a potential function and local water 
surface elevation that fit the pressure record and the full nonlinear 
free surface boundary conditions very closely in a small window in 
time. The result is a complete prediction of the kinematics of the 
waves throughout the water column that satisfies the complete non- 
linear equations for irrotational gravity waves. Comparisons with the 
predictions of steady wave theory are excellent. 

Introduction 

A knowledge of wave kinematics is necessary for most aspects of coastal engineer- 
ing. Fluid velocities and accelerations are necessary for the study of the wave 
loading of structures through the use of the O'Brien-Morison equation. Knowl- 
edge of the kinematics near the sea bed are necessary for studies of sediment 
transport processes. High order steady wave theories are quite successful at the 
prediction of the kinematics of steady waves, but are not directly applicable to 
the irregular waves usually found in the field. 

Subsurface pressure transducers are a commonly used method for the mea- 
surement of waves in the near-shore zone, as they are relatively easy to deploy. 
They are frequently used in shallow and transitional depth water. Most methods 
currently in use for the interpretation of these measurements rely on linear wave 

1 Doctoral Candidate, Dept. Civil and Environmental Engineering, 412 O'Brien Hall, Uni- 
versity of California, Berkeley, CA 94720 USA 

2Professor, Dept. Civil and Environmental Engineering, 412 O'Brien Hall, University of 
California, Berkeley, CA 94720 USA 
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theory. Linear theory is appealing in that solutions are readily available and can 
easily be applied to a variety of situations. Unfortunately, linear theory is based 
on the assumption that wave amplitudes are small. It is also a Stokes theory, 
with optimum theoretical applicability in deep water. In fact, the cases of most 
interest in the interpretation of pressure measurements are for large waves in 
shallow water, exactly the conditions in which linear theory is least adequate. 

In this paper, a method is presented for the interpretation of a measured 
point pressure time history that preserves the full non-linearity of the process, 
and can be applied to an irregular sea in any depth of water. 

Global and Local Approximations 

Methods used for the interpretation of irregular wave records fall into two general 
categories, global and local approximations. Global methods are those that seek 
a solution that matches an entire measured record, or a single complete measured 
wave, from trough to following trough, or zero crossing to zero crossing. These 
methods apply the same frequency and wave number for all z (vertical variation) 
and t (time). 

Local methods seek an approximation to each small local segment of a mea- 
sured record. In these methods, the frequency and wave number vary, providing 
a separate solution for each small window in time. 

Global Methods 

The most commonly used global method for the analysis of irregular waves is 
spectral analysis, coupled with superposition of linear waves. This method has 
a number of shortcomings, including the high frequency contamination of the 
kinematics above the crest (Forristall, 1985; Sobey, 1992). Fundamentally, the 
difficulties arise from the approximations made by linear wave theory to the 
free surface boundary conditions. If the full nonlinear free surface boundary 
conditions are not satisfied, one can expect that the resulting predictions will be 
inaccurate, particularly near the free surface. Empirical modifications to linear 
theory have been adopted eg.(Wheeler, 1969), but these no longer conserve mass 
(Sobey, 1992). 

Other global methods rely on zero crossing analysis to identify particular 
waves that are then analyzed by using steady wave theory for a wave of the same 
height and period. This approach can provide an order of magnitude estimate 
for the kinematics, but does not take into account the detail of the record. Dean 
(Dean, 1965) extended his stream function method to irregular waves, seeking 
a Fourier expansion for the stream function that fit a water surface record from 
trough to following trough. While taking into account the detail of the record, 
the assumption that the wave is globally steady is a major compromise. 

Baldock and Swan (Baldock and Swan, 1994) presented a method for the 



1036 COASTAL ENGINEERING 1996 

analysis of a point water surface record that includes unsteady motion. Their 
method employs a potential function in the form of a double Fourier expansion 
in time and space. The coefficients of the expansion are found by minimizing 
the errors in the full non-linear free surface boundary conditions over a grid 
of nodes in time and space. While comparisons of their results with laboratory 
data were quite good, the method involves a huge matrix of unknown coefficients 
and must solve for the water surface far from the actual measurement location. 
While making no assumptions about the steadiness of the wave field, the method 
requires an assumed periodicity (usually the length of the record). In order to 
obtain a good fit to the measured record, a substantial weighting function must 
be applied to assure that the errors in the boundary conditions are small at 
the measured location. This need for a weighting function suggests that a local 
solution may be advantageous. 

Local Methods 

The Nielsen method (Nielsen, 1986; Nielsen, 1989) uses a local frequency and 
linear wave theory to find the location of the water surface from a pressure 
record. Best results were achieved from a stretching method, similar to Wheeler's 
(Wheeler, 1969), or a semi-empirical transfer function derived from Fourier steady 
wave theory. In either case, the method does not supply the complete kinematics, 
and does not satisfy the governing equations. 

Fenton (Fenton, 1986) employed a local polynomial approximation to the 
complex potential function. In this method, the potential function is represented 
by a separate polynomial in each small window in time. Coefficients of the poly- 
nomial are sought that fit the measured pressure record, and the full nonlinear 
free surface boundary conditions. This approach provides the complete kinemat- 
ics and satisfies the full governing equations. Based on a polynomial variation 
with depth, it should work well in shallow water, but may have difficulty in 
transitional or deep water. 

Sobey's Locally Steady Fourier Method (LSFI) (Sobey, 1992) employs a po- 
tential function represented by a low order Fourier expansion in a small window 
in time. It is a method derived for the analysis of a point water surface trace. 
Local frequency, wave number, and Fourier coefficients are sought that fit the 
measured record and the full free surface boundary conditions. This method 
provides the complete kinematics, satisfies the full governing equations, and is 
successful in all depths of water. The method presented in this paper is an 
adaptation of Sobey's method to the analysis of a measured pressure trace. 

Governing Equations 

The formulation of the problem of uni-directional irregular waves is similar to 
that for classical steady wave theory.   The flow is taken to be incompressible 
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and irrotational.   The kinematics can therefore be represented by a potential 

function, </>, where 

d<f> d(f> . . 
M = ^ w = Tz (1) 

where u and w are the horizontal and vertical velocities, respectively.   Mass 
conservation then becomes the Laplace equation: 

^ - d+d = ° (2) 

The boundary conditions are the bottom boundary condition (BBC), 

w = — = 0        at        z = —h (3) 
az 

the kinematic free surface boundary condition (KFSBC), 

d-q        dn ... 
w~m-uYx=Q    at     z = n (4) 

and the dynamic free surface boundary condition (DFSBC), 

-^ + \y-2 + \•2 + gri-B = o      at      z = n (5) 

where r\ is the location of the free surface and B is the Bernoulli constant. 
In steady wave theory, periodic lateral boundary conditions are imposed, 

forcing the solution to be periodic in space and time. With irregular waves, there 
is no periodicity. Rather, a solution is sought that fits a local segment of the 
record, the Laplace equation, bottom boundary condition, and both nonlinear 
free surface boundary conditions. 

A form for the potential function in each window is motivated by Fourier 
steady wave theory. This is the same form as that used by Sobey (Sobey, 1992). 

,/        ,\ \^ ,. coshjk(h + z)   .    ... . .„. 
4>{x, z, t) = UEX + YJ Aj -~~ sin3{kx - ut) (6) 

£{ coshjkh 

UE and h are the known depth uniform Eulerian current and water depth, J is 
the truncation order of the Fourier series, Aj are the local Fourier coefficients, 
and u> and k are the local fundamental frequency and wave number. This form 
exactly satisfies mass conservation and the BBC. A different set of parameters is 
found for each segment of the pressure record. While this form for the potential 
function is periodic, the periodicity is not defined apriori, but found to fit the 
record, defining a local frequency and wave number. 
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Fitting to a Pressure Record 

While the potential function provides the complete kinematics, the dynamics are 
found through the unsteady Bernoulli equation: 

* + i(l, + .,) + 5-z-. (7) 

where Pj, is the dynamic pressure (P^ = P — pgz). In steady wave theory, the 
Bernoulli constant is (Longuet-Higgins, 1975): 

B = gf}+^b (8) 

where Ub is the velocity at the bed, and the over-bars indicate time averaging. 
In this case, it will be different in each window. With z defined to be zero at 
the mean water level, and Eqn. 6 as the potential function, B becomes (Sobey, 
1992): 

B - \"i+\^Mir (9» 
thus all the terms in Eqn. 7 are defined by the potential function except the 
dynamic pressure, which is given by the measured record. 

Eqns. 6 and 7 apply to many periodic flows. There might be any number of 
these flows that could produce a given pressure record at a single location. It 
is the free surface boundary conditions (Eqn. 4 and 5) that identify a potential 
flow as a surface gravity wave. As the solution sought is a gravity wave, these 
boundary conditions must be included in the formulation. To include the free 
surface boundary conditions, the location of the water surface, together with the 
potential function, become the unknowns in each window. 

Locating the water surface 

The water surface is defined at N surface nodes in each window (r/(tn),n — 
1... N). The elevation of these nodes is unknown, and will be sought as part of 
the solution. Eqn. 5 is directly applied at each node. In order to apply Eqn. 4 at 
the surface, the time gradient is estimated by cubic spline interpolation among 
these nodes. This provides a smooth and consistent estimate at all locations 
within the window. The spatial gradient can be computed from the time gradient 
by assuming that the water surface is locally steady. This assumption follows 
from the steady form of the potential function, and is the same assumption used 
by Sobey. 
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dr) 
dx 

k dr] 

u dt 
(10) 

Including the water surface nodes as part of the sought solution introduces 
N additional unknowns for a total of 3 + J + N unknowns in each window 
(k,kx,w,Aj,rjn). Eqn. 4 is applied at the locations between the water surface 
nodes. Eqn. 5 is applied at each of the nodes, yielding 2N — 1 additional equa- 
tions. Eqn. 7 is applied at / nodes on the pressure record (P<i(ti),i = \ ... I) 
within the local window (see Fig. 1). 

z 
A 

MWL-1- 

Pd 

KFSBC 

r 
Bernoulli 

window 

Elevations of water surface 
nodes are sought 

Bernoulli equation applied 
at known pressure at zp 

-*• t 

Figure 1: Schematic of system of equations in a window 

The problem is uniquely specified for I + N = 4 + J and overspecified for 
I + N > 4 + «7- If overspecified, the solution is that which results in the minimum 
error in all equations, in the least squared sense. Overspecification, with addi- 
tional nodes on the pressure record, is likely to be advantageous for an actual 
record to minimize the effect of unavoidable measurement noise. 

Computation Methods 

Non-dimensionalization 
The comparisons of errors of different dimensional quantities would be meaning- 
less. All parameters and variables are scaled by factors computed from physi- 
cally identifiable parameters. These are the mass density of water, acceleration 
of gravity, and the mean zero crossing frequency. The characteristic length scale 
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is g/oul, time scale is l/uiz and the mass scale is p<73/wz where UJZ is the mean 
zero crossing frequency of the record. The familiar dimensional forms of the 
equations have been presented in this paper to aid in readability. The unknown 
parameter, x, appears in the equations only when coupled with the parameter, k. 
It is simpler to solve for the non-dimensional parameter, kx, essentially a phase 
parameter in the potential function. 

Initial Estimate 

The primary process in this LSFI-P method is nonlinear optimization to find the 
minimum error in a system of nonlinear algeraic equations typically involving 14 
equations in 12 unknown parameters. A system as complex as this is likely to 
have a number of local minima that result in spurious physical solutions. The 
best way to avoid these solutions, as well as to allow for efficient optimization, 
is to start with a good estimate for the unknowns in the system, and to have a 
basic set of criteria for identifying spurious solutions. 

The first step in each window is to establish a initial estimate for the opti- 
mization procedure. Linear wave theory can be used to produce estimates for 
the parameters of approximately correct magnitudes. 

Nielsen (Nielsen, 1986; Nielsen, 1989) established a method for determining 
the parameters of a local linear approximation to waves from a pressure record. 
A similar method is used here. Frequency of a sinusoidal signal of the form 
Pd = a cos (kx — ut) is available from the second derivative: 

.2 
UJ 

d2pd/dt2 _ I d2Pd/dti 
Pd 

(ii) 

Once the frequency is known, the amplitude and phase of a particular segment of 
record can be found by rearranging the equation as a linear least squares problem 
by separating the cosine and sine components: 

Pd  = a cos (kx —cot)  = 6i cos ut + b^ sin u>t (12) 

The linear terms (a and kx) are a function of u>, reducing the nonlinear problem 
to one variable (Lawton and Sylvestre, 1971). The estimates for LO, a, and kx are 
refined by optimizing for the frequency that results in the least error throughout 
the current window, using Eqn. 11 as a first estimate. 

Once the optimum frequency is found, the wave number is estimated from 
the linear dispersion relation, and the first estimate for the Fourier amplitudes 
are assigned as follows: 

/awcosh k(h + x)/cosh kh 3 J 
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a = 0.1 was found to be satisfactory. The location of the water surface is esti- 
mated from the linear pressure response function with stretching (Nielsen, 1986). 

= PdCoshk(h + {Pd/pg)) 
V     pg      coshk(h + z) [ 

An estimate for the values of the second time derivative of the record in 
each window is required. This is accomplished by a least squares fit of a third 
order polynomial to the record in each window. The derivatives can then be 
computed from this polynomial.This approach was very successful in the analysis 
of artificially generated noisy records, resulting in reasonable estimates for the 
value at the middle of the window, as well as both derivatives at that point. 

Optimization 

Once there is a reasonable first guess for all the parameters, nonlinear optimiza- 
tion routines can be applied to this system. For the results in this paper, the 
Leavenburg-Marquart algorithm was used as implemented by the Matlab Op- 
timization Toolbox. If the optimization routine successfully finds a minimum, 
the solution is checked to see if a clearly spurious solution is found. Spurious 
solutions can be identified by the following criteria: very large or highly variable 
errors, first order amplitude smaller than higher order amplitudes, unrealistically 
large or small frequency or wave number. It is unusual for the routine to converge 
to a spurious solution. It is far more common for the routine not to converge at 
all. 

If no solution or a spurious solution is found, it is necessary to revise the 
parameters of the solution to make another attempt. For the next attempt, the 
window width is increased by a factor of 1.5, and the procedure is repeated. 
If this is not successful, the window width is increased once more to twice the 
standard width. When increasing the window width is not successful, the order 
of the potential function is decreased until a solution is found. If none of these 
adjustments result in a reasonable solution, the window is skipped, and future 
analysis must be interpolated through that point. These adjustments are most 
likely to be needed in the long, flat trough of a shallow water wave, where the 
window needs to be expanded to include some curvature to indicate the frequency. 
There can also be difficulties near zero crossings, where there is little curvature 
in the record, and the effects of amplitude and frequency are not independent. 
Widening the window to include more of the surrounding record is generally 
successful in this situation as well. 

Another complication can be a record that is symmetric about the crest of 
a wave. In this case, the equations on either side of the crest are not inde- 
pendent. This situation is unlikely to arise in a field record, and can easily be 
accommodated by using an asymmetric distribution of points in that window. 
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Results 

In order to remove complications from measurement error in the initial testing of 
the method, pressure records generated by Fourier Steady wave theory (Sobey, 
1989) were used. This also has the advantage of providing a solution with the 
complete kinematics, to compare with results from the LSFI-P method. High 
order Fourier wave theory is essentially an exact solution for irrotational steady 
waves that can be applied at any depth (Rienecker and Fenton, 1981; Sobey, 
1989). Fig. 2 presents the results after the first guess, before optimization. This 
is a window near the crest of a steep, shallow water wave generated by 18th order 
Fourier theory. The predictions for the dynamic pressure are approximately 
correct, and the water surface estimate is in the vicinity of the actual water 
surface. Note that the location of the actual surface is given in the plot, but it is 
not available to help determine the solution. These points were all generated by 
the method outlined in the previous section, with only the pressure record as a 
guide. The third plot shows the non-dimensional errors in the Bernoulli equation 
and the free surface boundary conditions. The errors are of order .03 and show a 
systematic pattern, particularly in the Bernoulli equation. It is clear from these 
plots that a better solution can be found. 

The results after optimization are given in Fig. 3. At this point the prediction 
for the dynamic pressure is essentially exact. This is virtually always the case, 
as the pressure record is available, and the parameters are found to fit that 
record. The predictions for the water surface are also extremely close. This is 
an impressive achievement, as location of the water surface was found only by 
minimizing the errors in the free surface boundary conditions. In this case, the 
LSFI-P method was able to accurately capture the crest of a steep shallow water 
wave. 

Fig. 4 shows the results of the method for the complete wave. The parameters 
of the wave are: 5m water depth, 3m wave height, and 10s period, with the 
pressure record measured on the bottom. The LSFI-P method finds the water 
surface and the kinematics on the surface essentially exactly. While these results 
show the complete wave, it is important to keep in mind that each of the indicated 
points is in the center of a separate window, and was computed completely 
independently of the other windows. In this case, the standard window width 
was 2s, with a sixth order potential function and seven water surface nodes. The 
2s window width is one fifth of the period of the wave, and is a reasonable length 
of time to extend the locally steady approximation. It is not expected that the 
standard window width will exceed about one fifth of the zero crossing period of 
a record, nor the solution to be of order higher than six. 

The dotted lines on the plot are the water surface and horizontal velocity at 
the surface as predicted by the linear wave theory pressure response function. It 
is clear that this method completely misses the high, sharp crest, and the large 
velocities at the crest. 

Fig. 5 shows the results of the LSFI-P method for an entire deep water wave. 
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Figure 2: Results in a window after first estimate 

The wave was generated by 12th order Fourier wave Theory, with parameters: 
100m water depth, 10m wave height, and 10s period, with the pressure record 
measured 10m below the mean water level. Standard window width is Is, with 
a fourth order potential function and five water surface nodes. Once again the 
LSFI-P solution matches the actual solution exactly. In the case of deep water, 
linear wave theory performs fairly well on steady waves, but is not applicable to 
irregular records, as there is no clearly defined single frequency or wave number. 

Conclusions 

While the given results are on artificially generated steady wave records, they 
show the potential for the method for a variety of conditions. In the case of 
steady waves, the LSFI-P method accurately computed the detail of the wave, 
using only data from a small window in time. In particular, the method was 
able to capture the pronounced sharp crest of a steep, shallow water wave. It is 
expected that it will perform well on segments of an irregular record. 

The analysis of regular waves provides guidelines for the parameters to be 
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Figure 3: Final results in a window 

used in the analysis of irregular waves. Higher order solutions and wider windows 
must be used in shallow water than in deep. Window widths of one fifth of the 
zero crossing period and a sixth order potential function are adequate for the 
shallowest waves, and window widths as small as one tenth of the zero crossing 
period and a third order potential function are adequate for deep water. 

The Locally Steady Fourier approximation for irregular waves is an effective 
method for the computation of the kinematics of irregular waves from a point 
pressure record. The method results in a complete description of the water 
surface and kinematics of the waves that fit the given pressure record and the 
full free surface boundary conditions very closely in a small window in time. 
Comparisons with the predictions of steady wave theory are excellent. 
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Figure 4: Results for a shallow water wave 
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Figure 5: Results for a deep water wave 
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CHAPTER 82 

Nonlinear Refraction-Diffraction of Surface Waves 
over Arbitrary Depths 

Serdar Beji1 and Kazuo Nadaoka2 

Abstract 

A nonlinear dispersive wave model recently introduced by the authors is 
used for sample simulations of directional wave transformations over gently 
varying depths. Various forms of the generic equation are presented first, and 
the dispersion and nonlinear characteristics of the model are investigated ana- 
lytically. Following the numerical descriptions, the experimental data for linear 
wave propagation over a circular shoal and for nonlinear wave propagation over 
a topographical lens are compared to the model predictions with satisfactory 
agreements. Finally, as a demonstration of the unified character of the model, 
the unidirectional version of the wave equation is implemented for simulating 
the gradual transformation of an initially second-order Stokes wave train over 
decreasing depth into a cnoidal wave train. 

Introduction 

The mean wave-number of a wave field propagating from deep to shal- 
low water changes gradually and, when subject to spatial non-uniformities and 
non-linearity, causes quite profound modifications in the overall wave pattern. 
For an accurate description of such phenomena it is essential that a good wave 
model accommodates the relevant physical mechanisms. One such a model is 
Berkhoff's (1972) mild-slope equation, which has been used successfully in the 
last two and half decades. The model however has a few shortcomings, no- 
tably its restriction to linear, monochromatic waves. The time-dependent form 
of this equation (Smith and Sprinks, 1975) performs better in representing a 
narrow-banded wave field but cannot account for nonlinear effects which are 
quite appreciable for waves propagating on shallow waters or over sand-bars 
(Freilich and Guza 1984, Byrne 1969, Young 1989). In the nearshore zone 
the Boussinesq-type models are probably the best choice; however, their weak 
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2 Professor, Graduate School of Information Science and Engineering, Tokyo 
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dispersion characteristics imposes limits on the applicable range of these equa- 
tions. Despite the successful reports of extending their validity range (Witting 
1984, Madsen et al. 1991, Nwogu 1993, Beji and Nadaoka, 1996), due to the 
certain assumptions introduced in their derivation, they remain finite-depth 
equations. The existing wave models then provide only partial representations 
of the observed effects: the mild-slope type equations are usable only for linear, 
narrow-banded waves while the Boussinesq equations are restricted by their 
applicable depth. 

In order to overcome the drawbacks of the available wave models; namely, 
the linearity, narrow-bandedness, and depth-limitation, Nadaoka et al. (1994, 
1997) advanced a new approach which was termed as the multiterm-coupling 
technique. They expressed the velocity field as a sum, each term comprising 
a hyperbolic vertical-dependence function and a corresponding velocity vector 
independent of depth. This expression was then used in nonlinear forms of the 
depth-integrated continuity and momentum equations in conjunction with the 
Galerkin procedure which ensured the solvability. The result was a set of wave 
equations that could describe the evolutions of a broad-banded nonlinear wave 
field propagating over arbitrary depths. These general equations have been 
shown to produce the aforementioned well-known wave models as degenerate 
cases besides generating the second-order Stokes waves on deep water. Here, the 
single-component (i.e., a single-term expansion of the velocity field) equations 
in combined form as given by Beji and Nadaoka (1997) is used. 

Wave Model and Its Various Forms 

Nadaoka et al. (1997) give the following continuity and momentum equa- 
tions as the single-component wave model, correct to the second-order in non- 
linearity: 

??t + V + T)      U = 0, (1) 

CpCgUt+ClV 

k* 

gn + nwt + - (u • u + w2) 

V(V-ut) + V 
Cp(Cp   —   Cg) 

fc2 

(2) 
(V-ut), 

where r\ is the free surface displacement, u(u, v) the two-dimensional horizontal 
velocity vector and w the vertical component of the velocity both at the still 
water level z = 0. Cv, Cg, and k are respectively the phase and group velocities, 
and wave-number computed according to linear theory for a prescribed incident 
frequency LJ and a local depth h. g is the gravitational acceleration, V stands for 
the horizontal gradient operator with components (d/dx,d/dy), and subscript 
t indicates partial differentiation with respect to time. Note that (1) and (2) are 
formulated for varying depth and therefore Cp, Cg, and k are in general spatially 
varying quantities. The above single-component equations may be considered as 
evolution equations that can simulate weakly-nonlinear, narrow-banded wave 
transformations over arbitrary depths. Compared with the Boussinesq-type 
equations, these equations are superior in the sense that they may be used 
without any restriction on the depth. 
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Eliminating u from (1) and (2) to obtain a wave equation for the surface 
displacement n results in (Beji and Nadaoka, 1997): 

Cgr,u - C%V2
V - {Cp~2

C9)V2
m - CpV(CpCg) • Vr, 

2/^4 \ (3) 

>-*%—?)*<*') = '>• 
Equation (3), named as the time-dependent nonlinear mild-slope equation, is 
the wave model adopted in this work. For a prescribed wave frequency and a 
definite water depth the wave number and the phase and group celerities are 
determined according to the relations given by linear theory. 

Instead of eliminating the velocity field, invoking the existence of a two- 
dimensional potential function at the still water level z — 0 such that u = V</i 
and eliminating the surface elevation from (1) and (2), one obtains 

Cg4>u - C;V'4> - {Cp
u2

Cg)V2<l>tt - CpV(CpCg) • V0 

k2cf 
92    , 

'(v^)2]t = o, 
(4) 

where the obvious approximation (V0)2 ~ —k2<f>2 in the nonlinear term is in- 
tentionally avoided since <f> itself is not a directly measurable physical quantity 
and cannot be specified uniquely in the computations. Note also that for in- 
finitely deep water waves C2 = g /k hence the coefficient of the nonlinear term 
in (4) vanishes, indicating a linear velocity potential for the second-order waves 
as in the Stokes second-order theory. The surface displacement on the other 
hand remains nonlinear regardless of the relative depth. 

The linearized fDrm of (3) or (4) is comparable with the time-dependent 
mild-slope equation of Smith and Sprinks (1975) but equation (3) can simulate 
a relatively broader wave spectrum as shown by Beji and Nadaoka (1997). 

It is possible to extract from (3) a wave equation describing only the one- 
dimensional, right-going waves (Beji and Nadaoka, 1997): 

Cgm + \cv{Cv + Cg)r,x-
iC>-2

Ca)r,xxt - ^^^ XXX 

1,.,.,    .,.       „ ,       3    /„     „Gp      k2C4 

7P 

+§ [CP(Cg)x + (Cp - Cg)(Cp)x}V + "-g I 3 - 2^ p- ' <-2 

which may be shown to include the KdV equation as a special case as well as 
admitting the second-order Stokes waves as solution in deep water. 

The counterpart of (5) in terms of the one-dimensional potential is 

x         ,                       .                 ( Op — O Q )                     (—'ip I Oin — O Q \ 
Cg</>t + n^-'pV-'p + C g)<t>x Trj 4>xxt TTT) 4>xxx 

1                                                                 3        /        k2C4\ (6) 
+ g 1

C
P(

C
9)X + (cP - Cg)(Cp)x] <j> + -Cp I 1 ^ I (<f>x)2 = 0. 
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It should be remarked that the linear dispersion characteristics of (5) and (6) 
are better than those of (3) and (4). More specifically, (5) and (6) can simulate 
waves with broader spectral width than the generic equations (3) and (4). The 
details on the subject will be reported separately. 

Solitary and Stokes Second-Order Waves 

It has already been indicated that the wave model provides a unified ap- 
proach in describing the nonlinear waves at arbitrary water depths. Simple 
analytical investigations are now presented to clarify the nonlinear character- 
istics of the model regarding the solitary and Stokes second-order waves. We 
begin with the solitary waves. 

Let us seek a solution of the form r) = H cosh- [(x ± Cat)/la], where H 
is the prescribed wave height, la and Ca are respectively the length scale and 
the phase speed of the solitary wave which are yet unknown quantities to be 
determined from the wave equation (3). The form adopted is the lowest-order 
solution, the general expression is an infinite sum of hyperbolic cosine functions 
of higher powers (see Fenton, 1972); for the present purposes however it will 
suffice. Substituting this expression in (3) and solving for la and Ca give 

6(Cp - Cg) (C
2 + \PH) 

(3k2CgH 

1/2 

C„ 
cl +l?H 

-,1/2 

(7) 

where 0 = |<H 3 — 2-^f- ^- I is the coefficient of the nonlinear term in (3) 'cr g' 
divided by Cp. A matter of historic interest is obvious from the form of la It be- 
comes zero for Cp = Cg; that is, nonlinear-nondispersive waves cannot maintain 
a permanent form simply because there exists no dispersivity to counterbalance 
the steepening action of nonlinearity. However, allowing the lowest-order dis- 
persion by letting Cp ~ {ghf>2{\ - k2h2/6) and Cg ~ (gh)l'2{\ - k2h2/2), 
as in the Boussinesq theory, is sufficient to obtain a permanent form. If these 
approximate forms are used in (7) and the higher-order dispersion contributions 
are dropped, 

la* 
4h3{l + H/h) 

3H 

1/2 

Ca^\g{h + H)\L'\ (8) 

which are in complete agreement with the classical expressions (Miles, 1980). 
la is the same as Rayleigh's (1876) result and for small H/h it may be replaced 
with (4/i3/3//)1'2, which is the well-known expression. 

Assuming that the wave equation (3) admits the second-order Stokes waves 
as solution we let T] = acos(fcsa; ± uit) + bcos2(kax ± u>t) and substitute this 
expression into (3) to determine the unknown wave number ka and the second- 
harmonic amplitude 6. The primary wave amplitude a and the frequency w are 
taken to be known. Equating the zeroth- and first-order terms to zero gives 

fc2, b = 
pa2 

bCp\Cp — Cg) (9) 
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where the interaction of the primary wave with the second-harmonic is excluded 
in the above analysis to be consistent with the perturbation approach of Stokes. 
Note, for deep water waves Cp = (g/k)1/2, Cg = Cp/2, and ft — \g hence 
b — jfca i which is the same as the second-order Stokes theory predicts. 

Equation (3) is an evolution equation and therefore, unlike a sharply trun- 
cated perturbation solution, produces higher-order nonlinear dispersion effects 
which are partially correct. If the term produced through the interaction of the 
primary wave with the second-harmonic is retained, ks becomes 

'•^('^P (,0) 
where b is as given in (9). For infinitely deep water waves equation (10) may be 
approximately written as ks ~ (1 — |fc2a2)fc, which is slightly at variance with 
the Stokes' third-order result ks ~ (1 — k2a2)k (approximated for small ka). 
We may then conclude that the partially correct third-order nonlinear effects 
produced by essentially second-order wave equation (3) is a good approximation 
to the Stokes third-order theory. This point has been verified through numerical 
simulations as well (Beji and Nadaoka, 1997). 

Numerical Modeling 

Equation (3) is first manipulated into the following form: 

C2(l - n) 
V%t - V{nCz

p) • Vr, 

(11) 

where w is the prescribed dominant wave frequency and n = Cg/Cp. Compared 
with (3) equation (11) is computationally preferable as it requires the storage 
of only n and Cp (or C2) over the computational domain instead of k, Cp, 
Cg. Three-time-level centered finite difference approximations were used for 
the discretization of (11) which resulted in implicit schemes both in x- and 
^-directions. The three-point-averaging formulation of Zabusky and Kruskal 
(1965) was used in evaluating the spatial derivatives of the nonlinear terms, 
as it improved the robustness of the scheme. For computational efficiency an 
iterative approach was adopted and the domain was swept in the x- and y- 
directions separately, treating the crosswise new time level variables known by 
using the last available values. Giving only the time derivatives in discretized 
form, the a;-sweep equation is 

(„*+i - 2„* + „*-!)      Cj{\ - n) (q**1 - 2^x + ^j-1) 
" A*2 w2 At2 

u2 At2 p ^ vy' 

(12) 
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in which the superscript k denotes the time level and fj = (f)k+i ,• + »/*-• + 
Vi-i j)/3 with i and j denoting the spatial nodes in the x and y- directions, 
respectively. The new time level values Vyy1^ appearing on the right-hand side 
of (12) are treated as known by using the last computed values so that r]k+1 and 
JJxx'1'8 appearing on the left-hand side are the only unknowns. The resulting 
matrix equation is tridiagonal and can be solved quite efficiently. 

Similarly, the y-sweep equation is 

(„*+i - 2yk + vk-')      C2(l - n) (C1 ~ Hv + 1&T1) 
n At2 u2 At2 

gp
2(l ~ ") fe+1 - 2V

k
xx + r,*?)        2     „ k 

u2 ^(2 p "   x vv' 

+ (»CJ).,: + (nC2)yV
k + \9 (z - 2n - ^) [(,-*,-*)_ + (5V) J , 

(13) 
in which JJ* = (»?^+1 + nk

%j + Vij-i)/^- Vk+l and Vyy1'8 appearing on the 
left-hand side are the only unknowns. The nk+l's obtained from (12) are only 
the first estimates, which are used on the right-hand side of (13) for improved 
computations. Since the ^-direction is taken as the main wave propagation 
direction, equation (12) is solved once more using the updated new time values 
obtained from (13). In all the computational tests presented later further iter- 
ations brought no improvements so it was concluded that three sweeps (x, y, 
and x again) would be enough for most problems. 

Equation (5) may likewise be manipulated into a computationally efficient 
form 

1                           C2 C3 

nvt + 2
C

P^ 
+ n^x 2^ ~ nfoxxt ~ ^'(1 _ nhxxx 

1 \  n   ( u2C2\ (14) 
+ - \(Cp)x + Cvnx\ r, + - JL I 3 - 2n - —^ j (*,2)x = 0, 

where n and Cp are the only variables to be stored. Equation (14) yields an 
implicit scheme when three-time-level finite difference approximations are used 
for replacing the derivatives: 

2At u2[i     n> 2At 

1-Cp(l+n)V
k-^(l-n)rl

k
xx+

1- -Cp(\ + n)r,kx - -^(1 - n)nk
xxx + - [(Cp)x + Cpnx] nk (15) 

(*V).- 
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Sample Simulations 

The first simulation is linear wave propagation over a circular shoal. This 
experiment was designed and carried out by Ito and Tanimoto (1972) to test 
their numerical wave model. The shoal was constructed as concentric circles 
whose centers were located three wavelengths away from the incoming bound- 
ary. The width of the wave flume was 6L0 — 1A m, where L0 = 0.4 m is the 
incident wavelength. Analytically, the water depth h may be expressed as 

2 h = hc + e0r 

h = h0 

for 

for 

r < R 

r>R 

where 
r2=(a; -xc)2 + (y - J/C)S 

(16) 
he)/R*. 

0.15 m the water depth outside Here,  R  =  2L0 is the shoal radius,  hc 

the shoal, hc = 0.05 m the water depth at the center of the shoal located at 
(xc = 3Z,0, yc = 3L0). Thus, the depth to the wavelength ratio at the incoming 
boundary was h0/L0 = 0.375, which reduced to hc/L0 = 0.125 at the shoal 
center. 

Ito and Tanimoto (1972) performed their experiments for three different 
incident wave height to wavelength ratios H0/L0 = 0.016, 0.026, and 0.035. 
In the computations however, the selected wave height was immaterial because 
the linearized form of (11) was used. The computations were done with Aa: = 
Lo/10, Ay — L0/6, and At = T/10. Higher resolutions were found to be 
unnecessary as the results changed very little. An equally important point is 
the computational time which for this case was no more than a few minutes on a 
personal computer. This computational efficiency applied to nonlinear cases as 
well since the inclusion of nonlinearity amounts to only quasi-linear additions 
appearing on the right-hand sides of equations (12) and (13). A perspective 
view of the fully-developed wave field is depicted in figure 1, after 20 wave 
periods elapsed from the commencement of the computation. 

Figure 1: Perspective view of the fully developed wave field over a circular shoal. 
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In figures 2a, 2b, and 2c, the nondimensional wave height variations along 
the centerline and across the wave tank are compared with the measurements. 
As it is seen, the computational results agree remarkably well with the mea- 
surements. 
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Figures 2a, b, c: Comparisons of the measured and computed wave-height variations 
along the centerline y/L0 = 3, across the wave tank at xjL0=l and at x/L„=6. 

The second case is the computation of wave convergence over a bottom 
topography that acts as a focusing lens (Whalin, 1972). The wave tank used in 
the experiments was 25.6 m long and 6.096 m wide. In the middle portion of 
the tank eleven semicircular steps were evenly spaced to form a topographical 
lens. The equations describing the topography are given in Whalin (1972). 

Three sets of experiments were conducted by generating waves with peri- 
ods T = 1, 2, and 3 seconds and the harmonic amplitudes along the centerline 
of the wave tank were measured at various stations. For all three cases the com- 
putations were performed with a span-wise resolution Ay of 1/10 of the wave 
tank width. Since the bathymetry is symmetric with respect to the center- 
line, only one-half of the tank is discretized. The no-flux boundary conditions 
are used along the centerline and the side-wall. Figure 3a compares the com- 
puted harmonic amplitudes with the measured data for the incident wave period 
T = 1 second and the wave amplitude ay = 1.95 cm. The time-step and the 
a;-direction resolution were At = T/25 and Aa: — Lm/25 with Lm denoting the 
mean wavelength computed as the average of the deep-water and shallow-water 
wavelengths. In figure 3b the case for T = 2 seconds and ao = 0.75 cm is shown, 
the resolutions were At = T/30 and An = Lm/30. Figure 3c gives the compar- 
isons for T = 3 second waves with the deep water wave amplitude ao = 0.68 
cm. Since the harmonic amplitudes were comparable with the primary wave 
amplitude, it was necessary to adopt somewhat higher resolutions and therefore 
A( = T/35 and Aa; -•- LTO/35 for this last case. 
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Figures 3a, b, and c show that the agreements of the computations with 
the measurements are not as good as the previous case; nonetheless the overall 
model predictions appear to be acceptable. For nonlinear directional waves, a 
better numerical approach is expected to yield better results, as the present 
numerical scheme has been observed to be sensitive (unlike the linear case) to 
the adopted resolution when the waves were nonlinear. 

o      Hnl fcamcHfc 

DiiUnc* (m) 

Figures 3a, b, c: Comparisons of the measured (scatter) and computed (solid line) 
harmonic amplitude variations along the centerline of the wave tank for T = 1 s (top 
left), T = 2 s (top right), and T = 3 s (bottom) waves. 

To give an idea about the wave patterns, a perspective view of the fully- 
developed wave field is given in figure 4 for T = 2 second waves. 

Figure 4:  Perspective view of the fully-developed nonlinear wave field over a topo- 
graphical lens (T = 2 s wrves). 
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In order to demonstrate the wide applicable range of the proposed wave 
model we shall now consider the transformation of an initially second-order 
Stokes wave train into a cnoidal wave train over uniformly decreasing depth 
with a constant slope of 1:50. The water depth in the deep section is 20 m and 
after a distance of 900 m it reduces to 2 m. The incident wave is a second-order 
Stokes wave with T = 6 s and kH0 = 0.1. The initial steepness was chosen 
small so that an unacceptably large wave steepness in the shallowest region 
could be prevented. 

The computations were done with At = T/40 and Ax = L/40. Figure 
5a shows the spatial variation of the initially second-order Stokes wave as it 
propagates over the slope. In the deeper region the wave train does not yet feel 
the bottom so it travels without change of form for more than 500 m. Then, 
the finite- depth effect begins to steepen the waves. Finally, when the waves 
reach the shallowest region they are much steeper H/h = 0.55 and resemble to 
the cnoidal waves rather than the Stokes waves, as it can clearly be seen from 
the closer views given in the figures 5b and 5c. Indeed, the computations with 
the Stokes theory yields a very unacceptable wave form for this shallow depth 
as the theory virtually breaks down. Unlike the Stokes theory, the coefficients 
of the wave model adjusts properly according to the local depth hence enable 
the model simulate the proper wave form for the depth concerned. 
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Figures 5a, b, c: Trai sformation of an initially second-order Stokes wave train into 
a cnoidal wave train over a uniformly decreasing water depth. The two closer views 
show respectively the deep and shallow water regions. (Vertical scale is arbitrary.) 
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Concluding Remarks 

Various forms of a recently proposed nonlinear refraction-diffraction model 
have been presented along with analytical investigations examining its nonlin- 
ear and dispersion characteristics. Sample simulations using the time-dependent 
nonlinear mild-slope equation and its unidirectional form have been performed. 
The proposed equations do not have any depth restriction and accommodate 
exact linear shoaling characteristics over mild-slopes so long as the incident 
wave frequency coincides with the specified dominant frequency of the wave 
model. The equations also include all the second-order nonlinear contributions 
and therefore can simulate the cnoidal waves and the Stokes waves with equal 
accuracy. The proposed equations may thus be regarded models for the com- 
bined nonlinear refraction-diffraction of waves over arbitrary depths. It is also 
worthwhile to emphasize that the applicability of the model equations is not 
limited to periodic waves; narrow-banded random waves may as well be simu- 
lated accurately. 
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CHAPTER 83 

BOUSSINESQ EQUATIONS WITH IMPROVED DOPPLER SHIFT AND 
DISPERSION FOR WAVE/CURRENT INTERACTION 

Qin Chen1, Per A. Madsen2, Ole R. S0rensen2 and David R. Basco3 

Abstract 

Boussinesq-type equations with improved dispersion characteristics for the combined motion 
of waves and currents are introduced. The ambient current is assumed to be uniform over depth and 
to have a magnitude as large as the shallow water wave celerity, allowing for the consideration of wave 
blocking of fairly long waves. The temporal variation of the current is ignored, while the spatial 
variation is assumed to vary on a larger scale than the wave-length scale. Boussinesq-type equations 
are derived by explicit use of four scales v, 6, e and p representing the particle velocity and the surface 
elevation of the total wave-current motion, as well as the wave-nonlinearity and the wave-dispersion, 
respectively. Firstly, equations are derived in terms of the depth-averaged velocity to obtain a 
generalization of the equations of Yoon & Liu (1989) to allow for stronger currents. Secondly, these 
equations are formulated in terms of the velocity variable at an arbitrary z-location resulting in an 
improved dispersion relation which corresponds to a Pade [2,2] expansion in the wave number of the 
squared intrinsic celerity for the fully dispersive linear theory. For vanishing currents, these equations 
reduce to the equations of Nwogu (1993). Finally, this formulation is enhanced to achieve Pade [4,4] 
dispersion characteristics. Model results for monochromatic and bichromatic waves being fully or 
partly blocked by opposing currents are given and the results are shown to be in reasonable agreement 
with theoretical calculations based on the wave-action principle. 

1. Introduction 

Various forms of lower-order Boussinesq equations are reported in the 
literature and they may be classified into three groups as follows: (1) the classical 
Boussinesq equations for wave motion (e.g. Peregrine, 1967); (2) the Boussinesq-type 
equations with improved linear dispersion properties (e.g. Madsen et al., 1991; 
Nwogu, 1993; Schaffer and Madsen, 1995); (3) the Boussinesq equations derived for 
the combined motion of waves and ambient currents (e.g. Yoon & Liu, 1989 and 
Priizer & Zielke, 1990). As shown by Chen et al. (1996), only the equations in the 
third group incorporate a correct form of Doppler shift in connection with wave- 
current interaction. Their dispersion relation, however, suffers the same inaccuracy 
as the classical Boussinesq equations for higher wave numbers. In case of opposing 

1 Joint Graduate Research Assistant at ICCH and ODU where the acronyms stand for the following institutes. 
2 International Research Center for Computational Hydrodynamics (ICCH), Agern Alle 5, DK-2970, Horsholm, Denmark. 
3 Coastal Engineering Center, Dept. of Civil & Environmental Engineering, Old Dominion University (ODU), Norfolk, VA 

23529-0241, USA. 
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currents this limitation quickly becomes critical for the applicability of the equations 
as wave numbers increase with the current speed. It is therefore desirable to improve 
the equations to achieve Pade-type expansions of the dispersion relation similar to 
what has been achieved by e.g. Madsen et al. (1991) and Schaffer & Madsen (1995) 
for the case of pure wave motion. First attempts in this direction were made by 
Kristensen (1995). 

This paper focuses on the derivation and analysis of Boussinesq-type 
equations with Pade [4,4] dispersion characteristics for coupled wave-current motion. 
A one-dimensional version of the new equations is solved by the finite-difference 
method and simulation results of waves blocked by a strong, opposing current are 
presented. 

2. Scaling Assumptions and Governing Equations 

As a starting point we consider the combined motion of waves and ambient 
currents and split the velocity variable into two parts, a wave orbital velocity, uw and 
a current velocity, uc, which is assumed to be uniform over depth. This splitting is 
only made for scaling purposes and it does not appear in the final equations. A 
Cartesian coordinate system with the x'-axis and y'-axis located at the still water level 
(SWL) and the z'-axis pointing vertically upwards is employed. The free surface is 
defined by z'=t]'(x',y',t') while the sea bed is defined by z'=-h'(x',y'). Non- 
dimensional variables are used as follows: 
x=x'/r0,    y=y'/l'0,    z=z'/h'0>    t=t'J(gh'0)/V0 (2.1) 
where prime denotes dimensional variables and h'0 and 1'0 denote a characteristic 
water depth and wave length, respectively. In the following discussion of scales of 
waves and currents in shallow water we respectively utilize the linear and nonlinear 
version of the shallow water equations (SWE). The discussion is kept brief and 
detailed analyses can be found in the work by Chen et al. (1996). 

In connection with pure wave motion in shallow water we introduce the 
classical measures of nonlinearity and frequency dispersion by 
e=a'</h'0    ,   ii=h'o/l'0 (2.2) 
where a'0 denotes a characteristic wave amplitude. As in conventional Boussinesq 
theory we shall assume that e = 0(/x2) and e < < 1. Linear long-wave theory can be 
employed to estimate the order of magnitude of the wave particle velocities (u'w, w,w) 
the free surface elevation (x],w) and the pressure(p'w) as well as their temporal and 
spatial variation. 

For pure current motion, the temporal variation of the current is ignored as 
it is assumed to be several orders of magnitude slower than that of the wind waves. 
The spatial variation of the current is closely related to the variation of the bottom 
bathymetry and we generally assume this to vary on a larger spatial scale than the 
wave-length scale. This can be expressed by u'c=u'c{ox,oy), r\'c=r\":(ax,ay) and 
h'=h'(ax,ay), where o denotes the slow scale, which is yet to be chosen. Coastal 
currents are typically stronger than the wave particle velocity and weaker than the 
wave celerity, but in the derivation we use the shallow water wave celerity as the 
scale of the current speed in order to be able to consider wave-blocking in shallow 
water. Consequently, we express the order of magnitude of the current velocity by 
u'c=0{\) V(gh'0) in which e< v ^1. The corresponding surface elevation due to the 
current is expressed by r)'c=0(8) h'0 where 6=0(v2) as analysed in Chen et al. 
(1996)'s work. In comparison, Yoon & Liu (1989) used \=n and 8=/x2 so that wave- 
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blocking in shallow water was not allowable under their assumptions. By the use of 
o, v, 6 and ju. we can also determine the order of magnitude of the temporal and 
spatial variation of the variables. 

On the basis of the scaling analyses for pure wave and pure current motion, 
the scaling of variables in case of coupled wave-current motion becomes 
«'   = 0(e,v) J(gh'0) ;     w'   = 0(eM,avM) Agh'o) (2.3) 
TI'   = 0(e,v2) h'0; p'    = 0(e,v2) (pgh'0) (2.4) 
The order of magnitude of the leading terms in the continuity equation of the SWE 
becomes 
r\',. = Oie^Agh'o);   h' u'x. = O(e^a^W(gh'0);   u' h'x. = O(e^avixW(gh'0) 

(2.5) 
The order of magnitude of the terms in the momentum equation of the SWE becomes 
u't. = 0(efj.) g;   gx)'x. = 0(eix,ov2iJ,) g;     u' u'x. = 0(e2/*,ovV) g (2.6) 

The spatial variation of the current and the bathymetry was defined by o 
which is rather arbitrary. We adopt the assumption in Madsen & Schaffer's (1996) 
work specifying h' u'cx. = 0(h' uw

x.). This assumption in combination with the 
expression in (2.5) yields 
o  =  0(e/v) (2.7) 
This means that strong currents (with v=0(l)) can be treated only in connection with 
weakly varying bathymetries, while weak currents (with e.g. v = 0(e)) do not imply 
any restrictions on the bathymetric variations. The condition expressed by (2.7) is 
basically in agreement with the assumptions by Yoon & Liu (1989) and Dingemans 
(1994), who used e=/n2, v=/x and o=/x. 

The governing equations serving as our starting point of derivation are the 
depth-integrated conservation laws for mass and momentum with the dimensionless 
variables as defined by 

U    =   —-—— , W    =    • ,        p   =   —^ , T)    -   —*- 

fiK' li^/ P«V V (2-8) 

where « = (u, v) is the horizontal velocity vector; w is the vertical velocity; p is the 
pressure and r\ is the free surface elevation of the combined wave and current 
motion. The actual magnitude of each term appearing in the derivation will be 
explicitly determined by the use of the scaling assumptions (2.3)-(2.7). 

In terms of the dimensionless variables defined by (2.1) and (2.8) we express 
the depth-integrated mass equation as 

r|( + V-  P udz =0 (2.9) 
•> -h 

where V = (d/dx, dIdy) is the horizontal gradient operator, and the depth-integrated 
horizontal momentum equations as 

1 nudz+A r\>dz+± nuvdz+± npdz-p\    hx = 0 (2.ioa) 
at J -h ox J -h ay J -h ox J -H 

±nvdz+±nuvdz+±r%^+±npdz-p\    h = 0 (2.iob) 
otJ-h ox J -h oy J ~h oy J-h 

while the pressure field reads 
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p(jt, y, z, t) = (n  - z) + /i2||-PH^Z + V-Tuwdz - w2\ (2.11) 

The vertical velocity w is evaluated by the vertical integration of the continuity 
equation from the sea bed to z and the use of the bottom boundary condition, which 
yields 

w = -V-fzudz (2-12) 

The above depth-integrated equations are as exact as their original continuity equation 
and the Euler equations of motion and the detailed derivation procedure can be found 
in the literature (e.g. Phillips, 1977). The closure of the equations (2.9)-(2.12) 
consists of determining the vertical distribution of the horizontal velocity vector u by 
the use of the vorticity equations of the fluid. As in Yoon & Liu (1989)'s work, the 
current field is allowed to be horizontally sheared while the vertical shear is limited. 
Hence, the vorticity equations read 
uz - p2Vw = 0(/) (2.13) 

«   - vx = 0(1) (2.14) 

3. Derivation of a Generalized Version of the Equations by Yoon & Liu (1989) 

In the previous section the governing equations were listed in non- 
dimensional form using n as the only explicit scaling parameter. In the following 
derivation of the horizontal and vertical particle velocities, the dynamic pressure and 
the resulting mass and momentum equations we introduce the parameters e, v, 5 and 
o as explicit measures of the order of magnitude of each term in the equations. As 
defined in Section 2 we take o=e/v and 5=0(e,v2). Further specifying e^v^l 
ensures that the equations will be also valid in the limit of vanishing currents. 
Generally, the order of magnitude of the different terms is determined as the 
maximum of all possible combinations of wave and current components and in this 
process the difference in horizontal scaling of current and wave components is taken 
into account. As a key step of the development of Boussinesq-type equations, we 
must determine the depth-dependence of the horizontal velocity field which can be 
expanded as a Taylor series with respect to the velocities u —u(x,y,0,t) at the still 
water level. 

u(x,y,z,t) = u(x,y,0,t)  + zuz(x,y,0,t) + -z2ua(x,y,0,t)  +   •• (3.1) 

We make use of the vorticity equations (2.13) and the local continuity equation to 
evaluate «z and «z in (3.1). By the use of the definition of the depth-integrated 
velocity, U and algebraic manipulation (see Chen et al., 1996 for details) we obtain 

u  =U  + —fi2 

v 

\ 
z2 

I   6 
V(V-ff) - | z + -I V[V-(fcl7)][ 

2 ' ' (3.2) 

-5-/t
2JifcV(V-£0--fcV[V-(/It/)]l+52-^ir1

2V(V-lO +0(-/) 
v        [6 2 J        v     6 v 

Substitution of (3.2) into (2.12) gives the vertical velocity in terms of U 
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w = - V-[(z + h)V\ + 0(^2) (3.3) 

By inserting (3.2) and (3.3) into (2.11) and determining the ordering, the pressure 
field may be expressed as 

1      8 
€    2 zV-(hU) + — V-U, 

' 2 ' 

in2 \ -difV-tf   + T\V-(hUt) 
[2 

ve 
(3.4) 

+  /i2 \zU-V[(V-(hU)]  + — U-V(V-U) 

vep2{ -brfv-V(V-U) + r|J7-V[V-(/jl7)][ + 0(—/*2 e   4, 

Use of the definition of depth-averaged velocity in (2.9) and substitution of (3.2) and 
(3.4) into the depth-integrated equations (2.10) lead to a modified version of the 
equations by Yoon & Liu (1989) for wave/current interaction in shallow water as 
follows, 

•n( + V-(hU) + 6nV-l7 + vU-Vr\ = 0 

and 

Ut   + \{V-V)V + Vn 

+ v2lK + vA,' + 6(A/ + vA3') + 82(A4' + vA5')] = 0(eM
2, /) 

where 

A,' = *rf;      A( = (W)(hr') 

Al = - nfr' + V[V-(Atf()]};    A3 = - r)(u-V){r' + V[V-(*«7)]} 

Ai -T12V(V-P(); A,' -Ti2(J7-V)[V(V-l/)] 

(3.5) 

(3.6) 

(3.7a) 

(3.7b) 

(3.7e) 

where 

r' = -V(v-u) - -v[V-(/ij7>] 
6 2 

(3.7f) 

In comparison with the original Yoon & Liu's equations, the new scaling assumptions 
result in additional terms A^, A3, A4' and A5. These terms take into account the 
change in the mean water level due to an ambient current and should be included if 
we consider v = 0(l). The Doppler shift properties of both sets of equations 
however, remain identical and correspond to the Pade [0,2] expansion of the linear 
dispersion relation of fully dispersive waves. When the speed of an ambient current 
becomes as weak as the wave particle velocity, all n2-terms in the momentum 
equation except for A^ will become negligible in the lower-order Boussinesq-type 
equations. Then this set of equations reduces to the equations by Peregrine (1967). 
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4. Equations with Pade [2/2] Characteristics for Wave-Current Interaction 

It is desirable to improve the dispersion accuracy of the modified equations 
we obtained in the last section. For pure wave motion, Nwogu (1993) introduced an 
alternative to the Madsen & S0rensen (1992)'s equations with improved linear 
dispersion properties. Nwogu's equations are formulated in terms of the velocity at 
an arbitrary level instead of depth-integrated or depth-averaged velocities. As shown 
by Chen et al. (1996), the equations by Nwogu (1993) are not applicable to coupled 
wave/current motion due to the lack of accuracy in Doppler shift. We shall start our 
derivation from the generalized version of the equations by Yoon & Liu (1989) (i.e. 
(3.5) & (3.6)) and consistently replace the depth-averaged velocities by the velocities 
at an arbitrary elevation by keeping the same scaling assumptions as discussed in 
Section 2. This also demonstrates an alternative approach to obtaining Nwogu's 
equations directly from the equations by Peregrine (1967). 

As shown in Chen et al. (1996)'s work, the relation between the depth- 
averaged velocity, U and the velocity at an arbitrary level, Mamay be expressed by 

U = ua + V1 

I V 

/ 

V[V-(fc«0)] + 
\ 

6 ) 
V(V-«a) 

(4.1) 

^2Jlv[V-(/,«a)]-^V(V-«J -^ViTfV(V-«a)+0   V 
v       6 I v 

Substitution of (4.1) into the continuity equations (3.5) and the momentum equations 
(3.6) leads to a set of equations formulated in terms of the velocities at an arbitrary 
elevation as follows 

\   + v'<^"«) + 6rlv-»a + v«a-Vn 

+ n'dC + 6i4 + &m'a2 + 63r4) = o^\ ^ 
where 

K> = v-*ri - v-j^V(V-„a) - ^V[V-(A*B)]| ;     C = ^< 

(4.2) 

(4.3a) 

K* = - ^-V-{V[V-(*«B)]} nL -V-[V(V-«a)] (4.3b) 

in which 

K = f V(V-„a) + zaV[V'(hua)] 

and 

Ua,+   V("a'V)"a   +  VT1 

(4.3c) 

+ ^[Ko + vA., + 5(A^2 + vA^) + 52(A^4 + vAj,)] = 0(e^,^) 
(4.4) 



where 
<o   = r' • * at ' 

<2    = -nV[V-(A«„)] 

1066 COASTAL ENGINEERING 1996 

K> - («.-V)C (4.5a) 

A«3 = - TK«a-V)V[V-(A«B)] (4.5b) 

A«4 = - ^2V(V-uar) ; A^5 = - ^T!2(«a-V)[V(V-«a)] (4.5c) 

equations (4.2) to (4.5) form a new set of equations with the improved Doppler shift 
corresponding to the Pade [2,2] expansion of the linear dispersion relation given by 
the first order Stokes theory by choosing the appropriate zaas suggested by Nwogu 
(1993). We shall analyse the dispersion properties in Section 6. When the speed of 
an ambient current becomes as weak as the wave particle velocity, those terms 
U'al (i = i,2,3) in (4.3) and A^. (» = 1,2,3,4,5) in (4.5) will become negligible in 
the lower-order Boussinesq-type equations. Then this set of equations reduces to the 
equations by Nwogu (1993) for pure wave propagation in nearshore regions. 

5. Further Enhancement of the Dispersion Accuracy 

It is possible to improve the Doppler shift accuracy of the equations we 
obtained in the last section even further. Starting from (4.2) to (4.5), we shall 
formulate another set of Boussinesq-type equations by consistent incorporation of the 
Pade [4,4] expansion of the Doppler shift relation predicted by the first order Stokes 
theory for waves on uniform ambient currents. Following Schaffer & Madsen (1995), 
we introduce four free parameters (pt, P2, yl, y2) which are less than or equal to 
0(1). Use of each of the operators -p,(t2V-(A2V ) and p^2V-V(A2 ) on the 
continuity equation (4.2) leads to 

P1H
2{V-(ft2Vri/) + V-{A2V[V-(A«B)]} 

-5r|V-[A2V(V-Ka)] + VMa-V(^2V2T])} = 0(en2,n4) + ( 
(5.1) 

and 

P2H2{V-[V(fc2r|,)] + V-iV[h2V-(hua)]} 

+ 6r|V-[V(ft2V-Ma)]   + v«a-V[V-(/*2Vr|)]} = 0(en2,n4) 
(5.2) 

Similarly, employing each of the operators -y1\i
2h2V(V-   ) and y2\i

2hVC\7-h   ) 
on the momentum equations (4.4) yields 
-y,n2/*2 [V(V-«„.) + V(V-Vri)] 

(5.3) 
-Y,vn2/,2(«a-V)[V(V-«a)]  = O (en2, n4) 

and 
Y2n

2ft {V[V-(A«„)] + V[V-(fcVr,)]} 
(5.4) 

+ Y2V|i2/K«a-V)[V(V-fc«a)]  = 0(en2, n4) 
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Adding (5.1) and (5.2) to (4.2), we obtain a new continuity equation 
n,   + V-(**0) + 6nV-«a + v«a-Vn 

(5.5) 

(5.6a) 

+ ^(C + vC + 6tf4 + S2^ + tflft) = 0(e^, ^) 

where 

C = n'„0 
+ v-{p2V[ft2v-(ft«j] - p.^viv-c*^)] 

+ v-{p2v(ft2n,) - p.^vnj 

n«, = «a-V[p2V-(ft2Vn) - P1V(A
2
V

2
T1)] (5.6b) 

I& = tfal + nV-^V^V-i,,) - P,ft2V(V-»0)] (5.6c) 

while nf, = n'„2> nf, = n'a3, If = r*B as defined by (4.3b-c). Similarly, adding (5.3) 
and (5.4) to (4.4) leads to new momentum equations 

»« + VK-V)"« + VT1 

+ n2[A£ + v< + 6(A£ + vA£) + 62(A£ + vA£)) = 0(6|i2,n4) 

where 
A"„ = C   - Ylft

2V(V-„M) + Y2*V[V-(*«M)] 
(5.8a) 

- Vj/i2V(V-Vn) + Y2fcV[V-(/iVr|)] 

Af, = («K-V)rf   - Y^2(«a-V)[V(V-«a)] + Y2H«a'V)[V(V^«a)] (5.8b) 

while AS = A'M, Af3 = Aj,, Af4 = A^, A£ = Aj,, if = I*, as defined by (4.5b-c) and 
(4.3c). Equations (5.5)-(5.8) form a new set of Boussinesq-type equations for 
wave/current interaction applicable up to even shorter waves for a suitable choice of 
the free parameters (p,, p2, y,, y2) and za as analysed by Schaffer and Madsen 
(1995) for pure wave motion. In the following section, we shall analyse the Doppler 
shift behaviour of this new set of equations in comparison with the Stokes theory. 

6. Analysis of Linear Dispersion Characteristics 

We shall use dimensional form in this chapter and drop primes for 
convenience. The one-dimensional version of (5.5) and (5.7) with constant water 
depth can be expressed as 

(6.1a) 
a - P + - \P + (a - P)fc2r| - ~hr\2 - -if 

3 

and 
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+ *% + ««"«x - ys*% 

(a - y)h- t]h 1     2 ("„ 
(6.1b) 

aUttxxx' 

where a = zjh + 0.5 {zjhf, P = Pi - p2, Y - Y( ~ Y2- By me use of Fourier 
analysis we obtain the linear dispersion relation of the new equations (5.5) to (5.8) 
as 

(w - uckf 
1 a P + j|(**)2 [1 + y(kh)2)k2gh 

(6.2) 

[1 + p(kh)2] [1  - (a - y)(kh)2) 

Different choices of the parameters in (6.2) result in different Doppler shift accuracy. 
For example, (a, p, Y) = (_2/5, 0, 0) gives 

(a) - uckf 
1   + —klh 

15 
k2gh 

1  + - k2h- 
5 

(6.3) 

This is the Pade [2,2] approximation of the linear dispersion relation given by the 
first-order Stokes theory. It turns out that (6.3) is also the linear dispersion relation 
of (4.2) to (4.5). Choosing (a, p, Y) = (-1/3, 0, 0) yields 

(co - uck) 2   _ k2gh 

1  + -k2h2 

3 

(6.4) 

which corresponds to the linear dispersion relation of the original and generalized 
versions of the equations by Yoon & Liu (1989) using the depth-averaged velocities 
as variables. 

Schaffer and Madsen (1995) obtained four sets of coefficients. Each of them 
leads to the highly accurate linear dispersion relation 

(w-uck) 
l+±-k2h2+ — k*hA\k2gh 

9 945 

J_ 
63 

(6.5) 

which is correct to fourth-order in (kh)2 in comparison with the first-order Stokes' 
solution. Linear shoaling analyses by Schaffer & Madsen (1995) show that these four 
sets of parameters all give accurate linear shoaling behaviour. The influence of these 
four sets of parameters on the nonlinearity of the new equations can be analysed by 
examination of the transfer functions for sub-harmonics and super-harmonics as 
discussed in Madsen & Schaffer's (1996) work. The best set of parameters can 
therefore be chosen based on accuracy in the nonlinear properties. We adopt the one 
recommended by Madsen & Schaffer (1996) as follows. 
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(-0.39476,   -0.54122 ) 

(P,  P,,  P2)   = (0.03917,   -0.12919,   -0.16836) 

(Y. Yi. Y2)  
= (0.01052,  -0.07327,  -0.08379) 

(6.6) 

With this set of parameters, equations (5.5) to (5.8) are applicable to deeper water 
for waves on ambient currents. For waves on following currents, the currents 
increase the wave length, thus the application range of the new equations exceeds that 
of the corresponding equations for pure wave motion. For waves on opposing 
currents, the currents reduce the wave length so that the applicable area depends on 
the ambient current speed. We use the linear dispersion properties of the first-order 
Stokes theory to estimate the applicable range of various forms of the Boussinesq-type 
equations for wave/current interaction. Solving the linear dispersion relations (6.4) 
& (6.5) gives two sets of curves corresponding to the dimensionless wave number 
(kh), relative water depth (h/Lo) and Froude number Fr = Uc/Jgh) Figs. 7.1a-b 
illustrate the applicable areas of the new equations (5.5) & (5.7) and the equations by 
Yoon & Liu (1989) in case of opposing currents, respectively. The 5% error contour 
for kh as compared with the first-order Stokes' solution is also shown. Obviously, the 
new form of the equations gives a much larger applicable range than those of Yoon 
& Liu's equations. 

It deserves to be mentioned that Madsen & Schaffer (1996) recently derived 
equations with equivalent properties for wave-current interaction by following a 
different line of derivation: In their work Boussinesq-type equations were derived on 
the basis of the two wave scales /x and e, while the ambient current was not explicitly 
considered during the derivation procedure. In contrast to the present work, however, 
Madsen & Schaffer allowed 6=0(1) rather than e = 0(/i2) and retained all nonlinear 
terms to the particular order of dispersion. In retrospect this is the reason why their 
equations could account also for the case of ambient currents, as it turns out that the 
equations derived in this paper appear as a subset of the former equations by Madsen 
& Schaffer (1996). Since the extra nonlinear dispersive terms included by Madsen & 
Schaffer (1996) are expected to be minor in the present applications, the code 
developed for their equations is adapted for the following numerical experiments. 

7. Numerical Solutions for Wave-Current Interaction 

A one-dimensional version of the equations (5.5) to (5.8) is solved by the 
finite-difference method. The equations are discretized on a space staggered grid by 
means of fourth-order central differencing for first derivative terms in space and 
second-order central differencing for second and third spacial derivatives. The time- 
integration of the governing equations consists of the third-order Adams-Bashforth 
predictor and fourth-order Adams-Moulton corrector schemes. This numerical 
method was utilized in the work by Wei et al. (1995) and Banijamali (1997) and 
essentially designed to eliminate the truncation errors which mathematically have the 
same form as the Boussinesq-type terms due to the use of conventional second-order 
schemes for pure wave motion. It can be adapted for modelling fully coupled 
wave/current motion. For the case of strong ambient currents with significant 
nonlinear advection a smaller convergence criterion for the iterating corrector step 
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6- 

5 percent error limit 
h/Lo=0.9 
h/Lo-0.5 
h/Lo=0.3 
h/Lo=0.2 
h/Lo=0.15 
h/Lo=0.1 
h/Lo=0.05 

-0.5 

(a) 

-0.4 -0.3       -0.2 
Froude No. 

-0.1 0.0 

4- 

5 percent error limit 
h/Lo=0.4 
h/Lo=0.3 
h/Lo-0.2 
h/Lo=0.15 
h/Lo=0.1 
h/Lo=0.05 

-0.5 

(b) 

-0.4 -0.3       -0.2 

Froude No. 

-0.1 0.0 

Fig. 7.1 Illustration of the applicable ranges of the equations with (a) the Pade [4,4] expansion 
(i.e.(5.5) & (5.7)) and (b) the Pade [0,2] expansion (i.e.(3.5) & (3.6)). The area below the 
5% lch-error limit predicts the applicable regime. 

is required, which leads to more iterations. A prototype of the numerical model for 
pure wave motion developed by Banijamali (1997) is adopted in the present work. We 
incorporate the model with non-reflective boundary conditions for fully coupled 
wave/current motion. The sponge layer technique (Larsen & Dancy, 1983) applicable 
to absorption of short waves is combined with the Sommerfeld radiation condition for 
radiating long waves or currents. We shall present some model results in connection 
with waves blocked by strong opposing currents. 

The first test case considers monochromatic waves propagating against a 
current in a channel with a submerged bar. A sketch of the bathymetry is shown in 
Fig 7. la. The channel is 60m long, 0.8m deep on both sides of the bar and 0.2m deep 
on top of the bar. The western and eastern slopes of the bar are 1/50 and 1/20, 
respectively. Bed friction is modelled by the use of the Chezy friction law, using a 
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Chezy coefficient of 300 m"2/s in the sections 0 < x < 37m and 55m < x < 60m, 
and a coefficient of 30 m1,2/s in the section 37m < x < 55m. The relatively strong 
friction in the latter section serves as a stabilizing factor for the flow simulation. 
Initially we impose a constant velocity of -0.17 m/s at the eastern boundary and a 
radiating condition at the western boundary. This leads to an increase in the surface 
elevation at the western boundary of approximately 0.05m. Fig 8.1b shows the 
computed spatial variation of the velocity, which is found to be in fairly good 
agreement with conventional theory neglecting the vertical accelerations of the flow. 

(a) 

20 30 40 

Distance (m) 

60 

(b) 

-r 
20 30 40 

Distance (m) 

60 

Fig. 8.1   Steady open channel flow predicted by the model (dotted line) and the nonlinear shallow 
water equations (solid line), a) Submerged bar topography; b) Particle velocity. 

As the next step we impose a sinusoidal wave train on top of the steady 
current field. This is done by specifying a velocity condition at the western boundary 
including the local current obtained in the previous calculation. At the eastern 
boundary we use a sponge layer which absorbs the short waves while allowing the 
current to pass through. The incoming wave has a period of 1.2s and an initial height 
of 0.02m. The grid size and the time step are chosen to be 0.02m and 0.005s, 
respectively. Fig 8.2 shows the computed surface elevation for the combined wave- 
current motion. We notice that the oscillatory motion is stopped at the position 
x=33.5m where wave blocking occurs because the local current velocity exceeds the 
local group velocity of the wave. The dotted line in Fig 8.2 indicates the theoretical 
solution obtained by the principle of wave action and we notice a good agreement 
with the computations with respect to amplitude amplification as well as the position 
of the blocking point. 

The theory of wave action based on linear progressive wave motion 
obviously fails close to the blocking point as it predicts the wave height to go to 
infinity, which does not happen in reality (nor in the model). As suggested by Smith 
(1975), Stiassnie & Dagan (1979) and Shyu & Phillips (1990) the wave action is 
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eventually reflected at the blocking point and energy is transferred to much higher 
wave numbers. Furthermore, the wave numbers of the reflected waves will decrease 
rapidly with the distance from the blocking point due to the decreasing current. 

0 10 20 30 40 50 60 

Distance (m) 

Fig. 8.2 Monochromatic wave propagation on a spatially-varying, opposing current. 

In Fig. 8.3, a bichromatic wave train on a spatially-varying current is 
simulated. The same bathymetry, steady current field, grid size and time step as in 
the simulation of the monochromatic wave are employed. The bichromatic waves 
consist of a 1.2s wave and a 3.0s wave. Both of them have the same wave height of 
0.02m. The model predicts that the shorter wave of 1.2s is blocked by the opposing 
current at the positionx=33.5m (as before) while the longer wave of 3.0s propagates 
through the blocking point and reaches the eastern boundary where a sponge layer 
efficientiy absorbs the wave energy. The wave profile in Fig. 8.3 with bichromatic 
and regular wave forms before and after blocking, respectively, illustrates the 
blocking of the shorter wave in the bichromatic wave train. 

30 40 
Distance (m) 

50 60 

Fig. 8.3 A bichromatic wave train propagating on a spatially-varying, opposing current. 

9. Conclusions 

This paper deals with the derivation and application of Boussinesq-type 
equations with Pade [4,4] dispersion characteristics for the combined motion of waves 
and currents in nearshore areas. The waves are assumed to be weakly nonlinear and 
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the ambient current is assumed to be uniform over depth. In order to allow for the 
treatment of wave blocking in shallow water we assume the magnitude of the current 
to be as large as the shallow water celerity. A one-dimensional numerical model has 
been implemented on the basis of the new equations and as demonstrated it can 
simulate the complicated phenomenon of monochromatic and bichromatic waves 
being fully or partly blocked by opposing currents. Further verification of the model 
against measurements is obviously required, but the results obtained so far are 
promising and show that the new equations make it possible to simulate a range of 
complicated phenomena related to the interaction of waves and depth-uniform 
currents in coastal regions. 
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CHAPTER 84 

The Propagation of Water Waves in Prismatic Channels 

Li Li1, Robert A. Dalrymple2 and Jeffrey M. Mlynarski3 

Abstract: 
Short waves in a channel can present navigational problems and may ex- 
cite harbor oscillations. Channel sidewalk may reduce much of this wave 
energy, if they are sufficiently porous or they are sloped. Previously we 
presented a model for wave propagation in prismatic channels of arbitrary 
cross-section utilizing a numerical eigenfunction expansion. Here a series of 
small scale laboratory experiments were conducted to verify the numerical 
model. Comparisons of the numerical model to the experimental data are 
made for water surface profile and for eigenfunctions. The possibility of 
resonance between the edge wave and the second harmonic of the incident 
wave is also studied. 

1    Introduction 

Water waves encountering entrance channels present an interesting problem as the 
waves undergo reflection, refraction, diffraction and shoaling due to shorelines, shoals, 
jetties, tidal currents, and channels with varying depths. Long waves within channels 
have served as the impetus for the study of waves. Kelland (1839, as cited in Lamb, 
1945) provided a wave equation for waves in triangular channels with the sidewalls 
inclined at 45°. Scott Russell (1844) provided evidence for the presence of solitary 
waves in channels. More recently, Peregrine (1968, 1969) examined nonlinear long 
waves in narrow channel. Golinko (1987) studied the reflection of a long wave from 
the vertical walls of a channel with a parabolic cross-section.   Mathew and Akylas 
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(1990) conducted research on the wide channel case, noting the three-dimensional 
nature of the waves. Teng and Wu (1994) studied nonlinear long wave in convergent 
and divergent channels. 

However, short waves in a channel also can present navigational problems and 
may excite harbor oscillations, and less work has been done on short waves. Kelland 
(1839) and Macdonald (1894) (all cited in Lamb, 1945) obtained analytical solutions 
for triangular channels with the sidewalls inclined at 45° and 60° to the vertical. 
Recently, Isaacson (1978) studied wave decay along the center line of a trapezoidal 
channel with rubble sidewalls in a laboratory experiment. Melo and Guza (1991a, 
19916), through field and numerical means, showed that a tidal inlet comprised of 
rubblemound jetties absorbed a considerable amount of the wave energy entering the 
inlet from the ocean into the porous inlet sidewalls. Dalrymple (1992) developed a 
simple model to explain this behavior using a simple eigenfunction expansion of the 
waves in the channel (assuming a rectangular channel cross-section) and an impedance 
boundary condition at the sidewalls. It was assumed that the waves at the mouth of 
the inl et had a constant amplitude and phase; that is, they were planar and normally 
incident. One consequence of this assumption and the impedance boundary condition 
was a fictitious amplification of the waves occurring within one wavelength of the 
channel mouth. Dalrymple and Martin (1996) have reduced this amplification by 
including the effect of the scattering of waves into the ocean. Kirby, Dalrymple, Kaku 
(1994) used parabolic model to study conformal coordinate system. Dalrymple, Kirby, 
Martin (1994) used spectral model to study conformally-mapped channel, including 
the diverging channels and circular channels. 

Dalrymple, Kirby and Li (1994) using an eigenfunction expansion, studied an 
arbitrary cross-section channel. The basis of the eigenfunction expansion model is 
that the wave motion can be viewed as a summation of simple eigenmodes (Yn) in 
the cross-channel direction. The amplitudes of the eigenmodes (An) are determined 
at the mouth of the channel. The wave motion (in an assumed ideal fluid) is governed 
by the following equation: 

«Kx,2/)=]r>neiV K2-^Yn(y) 
71=0 

where x is the propagation direction, y is the direction across the channel, z is the 
direction vertically upwards from the still water level, k is the local wavenumber, g 
is gravity; C and Cg are the phase and group velocity, corresponding the dispersion 
relationship, to2 = gktimhkh. 

Channels with symmetric and antisymmetric cross section were studied. With the 
numerical model, showed that channels with sloping sidewalls give rise to the presence 
of edge waves, excited by the incident wave field, while the incident wave propagate 
in the center of channel.   The edge wave length is shorter than the incident wave 
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length.  The edge wave amplitude, represented by the zeroth mode eigenfunction, is 
much higher than the magnitude of the incident wave. 

In Trapezoidal Channal, Slop* m= 2.52 

"•'-                      .•.•.••.•••.••                                      •"• ',                                        ' 

/          ••                                          < 
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•-••'"                                                 **H 
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Figure 1: Plane View of Instantaneous Water Surface Elevation in Trapezoidal Chan- 
nel Case 2; Ocean at the Bottom of Figure, Harbor to the Top. Edgewaves are excited 
at both the left and the right sides of the channel. 

In this paper, a series of small scale laboratory experiments were conducted to 
verify the theoretical model. We studied the wave motion in triangular and trapezoidal 
channels with smooth sidewalls. Measurements of the free surface profile at different 
locations for several cross sections were obtained. The eigenfunctions were obtained 
from the wave displacement data by using Empirical Orthogonal Eigenfunction (EOF) 
method and were compared to those obtained from the numerical model. 

2    Experiment Set-up 

The wave experiments were conducted in a small tank at the Center of Applied Coastal 
Research at the University of Delaware. This section describes the experimental setup 
for the wave propagating in the channel and data acquisition procedure. 

The tank was 236.Ocm long, 122.5cm wide and 20.0cm deep. Waves were generated 
by a flap wavemaker at one end. Figures 2 and 3 show the experimental setup and 
tank. Two pieces of glass were used in the tank in order to form a triangular channel. 
Each piece of glass was 60.0cm wide, 165.0cm long and 0.64cm thick. Each glass panel 
was supported by two pieces of wood, allowing for the ability to vary the slopes of 
the sidewalls of the channel and to avoid any major deflection caused by bending. In 
order to diminish wave reflection, a gravel beach was located at the end of the tank. 
Four capacitance wave gages were used to measure the variations in the free surface. 
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Figure 3 shows the setup of the gages. Three gages were mounted on a movable 
fiberglass boom allowing for measurement at any particular position along the channel. 
The gages were numbered 1 through 4. Gage 4 in particular was placed parallel to the 
sloping side of channel and was used to measure the edge waves. Since the channel 
was symmetric in cross-section, gages were placed on only one side of the channel. In 
Figure 3, we define y as the horizontal coordinate taken to be positive landward, and 
y — 0 at the location of the midpoint of the channel cross-section. 

Figure 2: Experimental Setup (Top View) 

Figure 3: Layout of Wave Gages across Triangular Channel (Side View) 

2.1    Analysis of Wave Data 

Four tests, exploring the effect of varying channel slopes and varying wave frequencies 
for triangular channels, were conducted, as listed in Table 1. 
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Table 1: List of Experiments with Triangular Channel 

Test Slope Wave Period 

(") 
Water Depth 
(m) 

Measurement Locations 
Along Channel 
Distance from 
Wavemaker dx (m) 

Across Channel 
Distance from 
Center point dy (m) 

S1F1 1:2.9 0.700 0.0705 0.950 0.030 0.070 0.120 0.195 
S1F2 1:2.9 0.800 0.0705 0.985 0.030 0.070 0.120 0.195 
S2F1 1:3.1 0.680 0.0650 0.985 0.015 0.050 0.100 0.190 
S2F2 1:3.1 0.725 0.0650 0.950 0.015 0.050 0.100 0.190 

Two additional tests were also performed for trapezoidal channel, varying the wave 
frequencies; as listed in Table 2. 

Table 2: List of Experiments with Trapezoidal Channel 

Test Slope Wave Period 

(s) 

Water Depth 
(m) 

Measurement Locations 
Along Channel 
Distance from 
Wavemaker dx (m) 

Across Channel 
Distance from 
Center point dy (m) 

S3P1 1:2.5 0.570 0.0675 0.680 0.120 0.245 0.367 0.450 
0.512 0.565 0.625 0.730 

S3P2 1:2.5 0.570 0.0675 1.095 0.120 0.245 0.367 0.450 
0.512 0.565 0.625 0.730 

In order to test the repeatability of the experiments, each test was repeated six 
times. Test data from the six cases, including the time series and the amplitudes of 
the free surface waves were used for the data analysis. The eigenfunctions of the wave 
form across the channel were computed by the EOF method and later compared to 
the numerical model solution. The contour plots of the instantaneous wave field for 
the triangular and trapezoidal channels are also shown later. 

3    Experimental Results 

3.1    Comparison of Numerical Model To Experimental Data for Sur- 
face Profile 

The amplitude of the propagating wave measured by each gage was used to create a 
surface profile along channel cross section. The amplitude rf is defined by the mean 
maximum magnitude of time series for each gage: 

rf — max(?7!(<)) 
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The surface profiles for the numerical solution and the experimental data are shown 
in Figures 4 through 9 (by symmetry, only half of the channel is shown; solid line 
indicates results of the numerical solution and the dot marks mean experimental data). 
The group of dots on the far right, are the experimental data obtained from the 
measure point close to the shoreline, representing the maximum magnitudes of the 
edge wave. The group of dots on the far left, are the experimental data obtained from 
the measuring point near the center line of channel, which represents the maximum 
magnitudes of the incident wave. The measuring error along y distance is ±0.0018m. 
As shown in these figures, there is a good agreement between the experimental data 
and numerical solution. The edge wave amplitude, represented by the zeroth mode 
eigenfunction, is much higher than the magnitude of the incident wave. 

Figure 4: Comparison between the Cross-Channel Free Surface Profile for Case S1F1 
and Numerical Solution, T=0.700 s, 0.950 m from Wavemaker 

Figure 5: Comparison between the Cross-Channel Free Surface Profile for Case S1F2 
and Numerical Solution, T=0.800 s, 0.985 m from Wavemaker 
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Figure 6: Comparison between the Cross-Channel Free Surface Profile for Case S2F1 
and Numerical Solution, T=0.680 s, 0.985 m from Wavemaker 

Amplitude [ml 

0.0035 f 

0.025 O.05 

Figure 7: Comparison between the Cross-Channel Free Surface Profile for Case S2F2 
and Numerical Solution, T=0.725 s, 0.950 m from Wavemaker 

Amplitude [m] 

0.0025 

Centerline [m) 

Figure 8: Comparison between the Cross-Channel Free Surface Profile for Case S3P1 
and Numerical Solution, 0.680 m from Wavemaker 
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Figure 9: Comparison between the Cross-Channel Free Surface Profile for Case S3P2 
and Numerical Solution, 1.095 m from Wavemaker 

3.2    Comparison of Eigenfunction from Numerical Model and Exper- 
iment 

3.2.1     The EOF method 

The surface profile is assumed to be a superposition of eigenfunctions. Eigenfunctions 
can be obtained from the experimental data by using EOF(Empirical Orthogonal 
Eigenfunction) method. 

The EOF method is a widely-used statistical tool which has been used for a num- 
ber of analyses, including beach profile analysis. For the surface wave profile, the 
theoretical basis of the EOF method is the same as that for beach profile. The first 
eigenfunction is selected so that it accounts for the greatest possible amount of the data 
variance (the variance is defined as the mean square of the free surface displacement). 
The successive eigenfunctions each in turn are selected such that they represent the 
greatest possible amount of the remaining variance, Winant, Inman and Nordstrom 
(1975, as cited in Dean and Dalrymple, 1995). 

The free surface displacement time series are recorded at the same time at the I 
locations across the channel width. Assume that there are K data points in one free 
surface displacement time series. These measured elevation are denoted as rjik. 

Vik —   / , (-"nken 

for each I positions. Here, em- represents the nth empirical eigenfunction evaluated at 
the ith location across the channel width; and the constant Cnk represents a coefficient 
for the kth recorded data and the nth eigenfunction. 
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One property of the eigenfvmctions is that they are independent of each other and 
orthogonal; that is, 

s=l 

where Snm = 1 if n = m, and it is zero otherwise. To obtain the value of the unknown 
Cnk, the error is minimized in the fit of r/ik by the eigenfunction. The minimization 
is carried out in the least squares sense by 

/ N 
25Z(??i* ~ IZ Cnkeni)emi = 0 

2=1 n=l 

Using the orthogonality relationship, 

I 
^mk — / j Viken 

«=1 

Parseval's theorem is then applied: the sum of the squares of the coefficients is equal to 
the square of the variance. To find each eigenfunction, its contribution to the variance 
will be maximized. Finally, by using the Lagrange Multiplier approach, the following 
equation can be obtained 

1    K 

and the symmetric matrix equation 

/ 

Equation 1 is an eigenvalue matrix equation, consisting of a symmetric real coefficient 
matrix. By solving this matrix equation, eigenfunctions are obtained as many as 
measured locations / in the cross-section of channel. The eigenfunctions obtained by 
EOF method from experimental free surface displacement time series are discussed in 
next section. 

3.2.2     Comparison of Eigenfunction from Numerical Model and Experi- 
ment 

The zeroth mode eigenfunction for the trapezoidal channel obtained from the exper- 
iment by the EOF method is compared to that obtained from numerical solution, as 
shown in Figures 10 through 13. From the numerical model, amplitude of the zeroth 
mode edge wave is normalized to unity. The next eigenmode has a magnitude of 0.32. 
The third mode has an amplitude of only 0.18. From the experiment by the EOF 
method, the maximum amplitude of the zeroth mode eigenfunction is 1.0. The next 
eigenmode has the maximum magnitude of 0.067. The third mode has an amplitude 
of only 0.037. From both methods, it is clearly seen that the wave motion can be 
viewed as a summation of simple eigenfunctions, and the zeroth mode eigenfunction 
is the dominant one. 
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Distance trom Channel 

Figure 10: Comparison between the Zeroth Mode Eigenfunction for Case S1F2 and 
Numerical Solution, slope=l:2.9, T=0.800 s, h=0.0705 m, 0.985 m from Wavemaker 

Elgenfunction 

/. 
0.05 0.1 ?A o.i5        o.a 

Distance from Channel^ rlin [m] 

Figure 11:   Comparison between the First Mode Eigenfunction for Case S1F2 and 
Numerical Solution 

Eigenfunction 

Figure 12: Comparison between the Zeroth Mode Eigenfunction for Case S2F2 and 
Numerical Solution, slope=l:3.1, T=0.725 s, h=0.0650 m, 0.950 m from Wavemaker 
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Kiganfunction 

from Channel Centecllne [n] 

Figure 13: Comparison between the Zeroth Mode Eigenfunction for Trapezoidal Chan- 
nel and Numerical Solution, slope=l:2.5, T=0.570 s, h=0.0675 m, 0.680 m from Wave- 
maker 

3.3    Resonance ? 

Figure 1 shows the instantaneous wave field obtained by the numerical model for the 
trapezoidal channel used in the test. It shows that zeroth mode edge wave has a 
wave length half of the incident wave length. From the nonlinear wave theory, the 
second harmonic wave over a flat bottom has a wave length equal to half of that of 
the incident wave. The issue whether there is any relationship between the zero mode 
edge wave and the second harmonic wave will be discussed will be discussed here. 
Typical wave spectra in the experiments for trapezoidal channel are shown in Figures 
14 and 15, which indicate the second harmonic wave frequency is twice of the first 
harmonic wave frequency. 

Frequsncy (Hz) 

Figure 14: Wave Spectrum from Wave Data at Point: 0.410 m from Wavemaker, 0.425 
m from Channel Center Line 
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Figure 15: Wave Spectrum from Wave Data at Point: 0.820 m from Wavemaker, 0.425 
m from Channel Center Line 

Figure 16 shows the amplitude of the first three harmonics down the trapezoidal 
channel along the center line of the half-channel width, and Figure 17 shows the 
amplitude of the first three harmonics down the trapezoidal channel along the shoreline 
of the channel. It is seen that the second harmonics does not increase as might be 
expected by nonlinear interactions with the wave in the channel providing the forcing 
for edge wave growth (as indicated before). So the edge wave does not exhibit any 
resonance with the second harmonic of the incident wave. 

o ifrequenty-' ?00Hi 

x - 1rti)u«n<y»3 3BB Hi 

• :1fequwicy-5.D3BKl 

Figure 16: The Amplitudes of The First Three Harmonics Down the Channel; Channel 
Mouth to the Left, Channel End to the Right 
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Figure 17: The Amplitudes of The First Three Harmonics Down the Channel along 
the Sidewall 

4    Conclusion 

A series of small scale laboratory experiments for triangular channel and trapezoidal 
channel were conducted to provide substance to the theoretical argument. It shows 
the experimental data exhibit good agreement with the numerical solutions.The re- 
sults from the experiments and the numerical model show that channels with sloping 
sidewalls give rise to the presence of edge waves, excited by the incident wave field, 
while the incident wave propagate in the center of channel. The edge wave length 
is shorter than the incident wave length. The edge wave amplitude, represented by 
the zeroth mode eigenfunction, is much higher than the magnitude of the incident 
wave. According to the weight of each eigenfunction, the edge wave modes are the 
dominant ones in the wave motion. Because the amplitudes of higher harmonics do 
not increase, the edge wave does not exhibit any resonance with the second harmonic 
of the incident wave. 
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CHAPTER 85 

A Statistical Approach for Modeling Triad Interactions 
in Dispersive Waves 

Y. Eldeberky1*, V. Polnikov2+, and J.A. Battjes3 

Abstract 

The feasibility of a statistical approach to model the effect of triad interactions on 
the evolution of wave spectrum is investigated. The approach is based on the 
Zakharov kinetic integral for resonant triad interactions in capillary gravity waves. 
For application to dispersive gravity waves, the kinetic integral is modified by 
inclusion of a spectral filter (smeared delta function), to allow for the cross-spectral 
energy transfers in dispersive wavefields, with bandwidth to be determined 
empirically. Numerical investigation of the resulting expression indicates that the 
energy flux from the spectral peak region toward higher harmonics increases with 
decreasing water depth. 

The interaction integral has been cast into an energy source/sink term and 
implemented in an energy balance equation that describes the evolution of a 
unidirectional energy spectrum in shoaling regions. The evolution model is 
investigated using observations of harmonic generation. Qualitatively the 
comparisons have shown the ability of the model to generate higher harmonics and 
a consequent upward shift in the mean frequency. However, quantitatively the 
model performance needs improvement. 

1. Introduction 

The evolution of wave spectra in shallow water is significantly affected by the 
cross-spectral energy transfers between various wave components due to triad 

1 Former Research Fellow, 2 Visiting Researcher, 3 Professor at Delft University of 
Technology, Department of Civil Eng., P.O. Box 5048, 2600 GA Delft, The Netherlands. 
" Presently Post-Doc at International Research Centre for Computational Hydrodynamics 
(ICCH), Danish Hydraulic Institute, Agern Alle 5, 2970 Hersholm, Denmark. 
+ Permanent at Marine Hydrophysical Institute of National Ukrainian Academy of Sciences, 
Kapitanskaya 2, Sevastaopol 335000, Ukraine. 
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interactions. Boussinesq equations have been used to establish evolution equations 
for the complex amplitudes of waves propagating over slowly varying topography, 
simulating harmonic generation (Madsen and S0rensen, 1993). 

For computational efficiency in practical applications, phase-averaged energy-based 
models are preferred. Abreu et al. (1992) have presented a statistical model for the 
nonlinear evolution of the frequency-directional spectrum, suitable as a source term 
in a spectral energy balance equation. The model is based on the nondispersive, 
nonlinear shallow-water equations and an asymptotic closure (Newell and Aucoin, 
1971) for directionally spread nondispersive waves. The restriction to nondispersive 
waves is easily violated in practical application. The consequence of this is an 
unwanted behavior of the high-frequency part of the spectrum (dispersive waves). 

The purpose of this paper is to investigate the feasibility of a statistical approach 
to model the average effects of triad interactions in dispersive surface gravity 
waves. The arrangement of this paper is as follows. In section 2, the kinetic 
integral for triad wave interactions in gravity waves is presented. The kinetic 
integral is numerically investigated and the results are analyzed in section 3. In 
section 4, the kinetic integral is used as an energy source/sink term in a spectral 
evolution model for investigation against observations of harmonic generation. 
Finally a discussion and conclusions are given in section 5. 

2.  Kinetic integral for triad interactions in surface gravity waves 

The nonlinear triad interactions in surface gravity waves are treated mathematically 
using the Zakharov kinetic integral (Zakharov, 1968). The evolution equation of the 
spectral "energy" density nk due to the triad interaction between (k,o>), (kuo>i) and 
(#2,0)2), where k and o> are the wavenumber vector and the angular frequency 
respectively, is 

dt 
4 J J" dk&lVtv NkU ^ 8M -2V?k2Nlk2 %_1+2 8k_U2]        <D 

Here V is the interaction coefficient and 

^12   =   "l«2 -«*("l +«2> (2) 

in which the density nk is related to the surface elevation wavenumber energy 
spectrum E(k) by 

„(*) =  Ql£* E{k) (3) 

The factor fj.k.U2 in (1) is defined as 
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CH-J 
$2 

(w^-COj-COj)  + 12 
(4) 

$2 is an auxiliary frequency parameter which is small compared to the spectral peak 
frequency (U<o}p). The factor \x functions as a frequency filter. It is useful to gain 
insight in its behavior. Using the shorthand notation Aw=o)k-o3l-w2 and \i, for \x,k_x_2, 
Fig. 1 shows /i (in Hz'1) plotted versus Aw (in Hz) for various values of 12. The plot 
indicates that the filter becomes narrower and more spiky by decreasing the value 
of fi, but the integral always equals IT independent of (2. 

a. 

-7.5 -5.0 

Fig. 1  n plotted versus Aw for various values of Q. Dashed line: £2=1.0; Dot- 
dashed line: Q=0.5; Solid line: 9=0.1. 

In the limit of £2-»0, the filter becomes a dirac delta function and ^.1.2=7r6(wrw1- 
w2). Zakharov et al. (1992) use this limit, which upon substitution in (1) results in 
the kinetic integral for resonant three-wave interactions. The kinetic integral for 
resonant interactions gives nonzero contributions only for waves satisfying the 
resonance conditions 

co(k) - co(£j) - o)(k2) 

k-kx-k2 = 0 

0 
(5) 

Exact resonance cannot be satisfied for surface gravity waves in water of arbitrary 
depth (Phillips, 1960; Hasselmann, 1962) with the following frequency dispersion 

co2 = gk\a.r&).{kh) (6) 

Thus for practical applications in intermediate depth, a formulation which allows 
for a degree of phase mismatch between the interacting waves is required to model 
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the cross-spectral energy transfers. 

For the problem of off-resonant energetic triad interaction, Holloway (1980) 
suggested to use (4) for /jkl2 with a small but finite value of fi instead of its limit 
for Q-^0. Thus instead of replacing equation (4) by a dirac delta function we use 
a smeared delta function (finite value of Q) to allow for spectral energy transfers 
in dispersive wavefields. Here we treat Q as a constant to be determined 
empirically. The feasibility of this approach will be investigated in the following. 

Substituting equation (4) into equation (1) and integrating in k space yield the time 
evolution of the spectral "energy" density nk due to triad interaction between 
components k, k{ and k2 

^=4 f dK{VlnN      O^V?^- ?^r-r} (7) 

This is the final equation describing the slow time evolution of the wave spectrum 
due to triad interactions. Assuming that the spectral energy is of second-order in 
nonlinearity: n(k)~e2, one can define the time scale h=tpe

2 for the slow variation 
of the wave spectrum. An appropriate value for the filter band-width Q should be 
of the order Qs/i'=c2o, 

In application to spectral wave models based on the energy (or action) balance 
equation, source/sink terms are normally expressed in terms of energy (or action) 
density function E(w,6) of the sea surface elevation. The relation between the 
wavenumber spectrum E{k) and the frequency-directional spectrum £(co,0) is 

E(k) = If* E(w,0) (8) 
03 

The evolution equation of the frequency-directional energy spectrum E(u>,&) can be 
found by substitution of (8) into (7) and rearranging 

dEM) = i6^/f ]*>& Mi(r;12 - 2rU2) (9) I' 
Here 

w*2 co.2 

T^VU-^E^-^E^-^E^J ^___      (10) 
c
t
c

tJt cics2 cic*i K-^-ft^ + 02 

Tm = Vik2[^l-EkE1-^LEkE-^LElE1U ±__      (11) /2 r  co,    trv_^_EE_J^_EE, 0_ 
cicei   

k  l   ckcgJC   '  
2  (^-o1+co2)

2 + fi2 

Note that the units of E(u,0) is m2/Hz/rad. The interaction coefficient V is given 
by 
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,1/2 
\l/2 

8w\/2 n9N 
+ [k-k2-{uko>1lgY} (co,/^)1'2 {U) 

*  [*1-*2 + (co,«2/«)2]   (CO/^O),)1'2 } 

Equations (9-11) describe the time evolution of wave energy spectrum E(u,0) due 
to triad interactions. The first term of the integrand T£2 represents the sum 
interaction (k=ki+k2), the second T'm the difference interaction (k-k^-k^. The 
present formulation is directionally coupled and thus allows for both colinear and 
noncolinear interactions. Note that the resonance condition (5) does not necessarily 
have to be fulfilled in (7). 

3.  Numerical investigation of energy transfer rate 

Aim and method of discretization 
The general purpose of the investigations is to study the characteristics of the 
kinetic integral and the dependence of the nonlinear rate (NLR) of energy transfer 
on the filter bandwidth 0 and relative depth kh. The Jonswap spectrum is used to 
describe the frequency distribution of the wave energy and a cos2-distribution is 
used for the directional spreading. The kinetic integral is calculated by means of 
simplest trapezium method of integration. 

For a sufficiently fine grid (w,0) resolution, the values obtained for the kinetic 
integral do not significantly depend on the choice of grid. This choice is important 
from the point of view of good resolution of spectral form E(w,6) and covering a 
proper interval of frequencies and directions for the output rate dE/dt. After some 
test calculations, we used a logarithmic frequency distribution with 48 discrete 
frequencies in the range 0.265^co/w„^4, and a uniform directional grid with 24 
discrete components. 

Results of calculations and analysis 
The calculations of the kinetic integral have been carried out for a range of relative 
depths £p/z=3, 1.2, 0.6, and 0.3. Two values for the nondimensional parameter 
Q/wp are considered, these are 0.01 and 0.1. 

Fig. 2 shows NLR for Jonswap spectrum for ^=0.3 and Q/a>p=0.01. The results 
are given in one-dimensional form, i.e., integrated over directions. The results 
show an energy flux from the region near the primary peak toward the higher 
harmonics. The behavior of the NLR indicates the following two features. First the 
maximum of the positive lobe occurs at f/fp=1.9 (less than the location of the first 
harmonic 2fp). This is due to the fact that a triad of waves is considered such that 
two wave components (o}uki) and (<j}2,k2) can force a motion at the vector sum or 
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difference wavenumber k=kx±k2 and frequency w(k). This consideration implies 
that the first harmonic appears in the wavenumber spectrum at 2kp, which 
corresponds to a peak in the frequency spectrum at a><2a>p (in intermediate water). 
The second feature is that the area under the positive lobe is smaller than the area 
under the negative lobe, implying attenuation in the total energy. 

4000 

2000 

-2000 

-4000 
12 3 4 

f/fp 

Fig. 2 Nondimensional rate of energy transfer in Jonswap spectrum, 
G/a>p=0.01, kph=0.3, directional spreading; cos2-distribution. 

For quantitative analysis of the calculations we used the following characteristics: 
- maximum value of positive lobe of two-dimensional NLR: MT; 
- maximum absolute value of negative lobe of two-dimensional NLR: MT; 
- ratio of total NLR (two-dimensional NLR integrated over frequency and direction) 
to the absolute value of the total negative part of NLR: D 

Table 1 summarizes the results for various relative depths and 0-values. Note that 
the parameter D is a measure of energy conservation within the system. Positive 
values of D indicate energy gain and negative values indicate energy attenuation. 
Table 1 indicates that NLR is roughly proportional to the value of fi. 

Table 1 Statistics of nonlinear rate (NLR) of energy transfer for Jonswap 
spectrum with direction spreading of cos2-distribution 

v 3 1.2 0.6 0.3 

fi/up 0.01 0.1 0.01 0.1 0.01 0.1 0.01 0.1 

MT 0.1 1.1 1.1 10.7 48 401 2,031 11,071 

MT -0.6 -6.1 -1.9 -18.4 -64 -548 -2,566 -17,646 

D -0.48 -0.48 -0.26 -0.32 +0.16 -0.13 +0.12 -0.07 
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The parameter D measures the percentage of energy gain/loss from the total energy 
flux across the spectrum. In deep water D reaches large values but there the energy 
transfers are weak, so that the nonconservation of energy is weak also. As the 
water depth decreases in shallow water, the NLR increases strongly. In shallow 
water, although the values of D decrease, the energy attenuation becomes 
significant because of the strong increase in the NLR values. In fact for Wa>p=0.01, 
D indicates an energy gain in shallow water (k^i=0.6, 0.3). 
The preceding analysis permits to state the following characteristics of NLR of 
energy transfers due to off-resonant triad interactions: 
1. NLR strongly depends on the relative depth kji. With decreasing kji, the 
intensity of NLR increases. 
2. NLR has a non-conservativity feature.  Generally it results  in an energy 
attenuation in intermediate and shallow water depths. 
3. The intensity of NLR varies in proportion to 0. 

4.  Spectral evolution 

4.1 Model formulation and implementation 

Assessment of the characteristics of the kinetic integral for triad interactions 
requires verification with observations. For simulation of the spectral evolution, we 
need to develop a spatial evolution model for the energy spectrum with a 
source/sink term representing the effect of triad wave interactions. Since the 
observations used here are measured in flume experiments that are characterized by 
long-crested waves, the following one-dimensional energy balance equation is used 

A-[cgk E(a,k)] = Sk (13) 

Here E(o)^) is the frequency energy density, cgk is the one-dimensional group 
velocity and Sk is the net source/sink term. To implement the effect of triad wave 
interactions in equation (13), the kinetic integral (9-11) is cast in an energy 
source/sink term for unidirectional waves as follows: 

c,c„ 
S„(ak) = I6ir2g Uco.^-4   (Tkl2 - 2Tm) 

T;n = VH«k,»0l^E1E2--?l-EkEi-^l-EkE2]  °_^       ("> 
ckcg,k C2C«2 

cic«i K-a>rw2)
2 + Q2 

2 2 2 
0)i 0)i 0)t " 

Tm = VK.coJ[—£^ - —E& --^EXE2]. 
C!CS1 C2CS2 V,,* K-C01+O>2)

2
+Q2 
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The energy source/sink term given in (14), for the effect of triad wave interactions, 
represents a (positive/negative) contribution to the temporal rate of change of 
spectral density. The energy balance equation (13) comprises a set of first-order 
ordinary differential equations that describe the evolution of the energy spectrum 
E(oi). Giving the initial energy spectrum at the upwave boundary, equation (13) has 
been numerically integrated using a fourth-order Runge-Kutta method. 

4.2 Simulation of spectral evolution 

In this section, the evolution model (13) together with the triad source term (14) is 
investigated using observations for harmonic generation in random waves 
propagating over a shallow bar (Beji and Battjes, 1993) as well as over a beach 
profile (Arcilla et al., 1994). 

The investigation of the nonlinear rate (NLR) of energy transfers presented in 
section (3) has shown that the present formulation is not conservative. To ensure 
energy conservation in the simulation of spectral evolution the following ad hoc 
method is used. First the NLR of energy transfer is estimated as a first guess using 
the present formulation. Next the integral (of NLR) over the spectrum which 
represents the total energy gain/loss / is computed. The NLR of energy transfer is 
then rescaled by adding (or subtracting) the quantity /. If / is negative, implying 
energy loss, then the area of negative lobe is reduced with / in proportion to the 
values of the NLR. On the other hand if / is positive, implying energy gain, then 
the area of positive lobe is reduced with / in proportion to the values of the NLR. 

To simulate energy dissipation due to wave breaking over a beach profile, the 
energy balance equation (13) is supplemented with a source term for depth induced 
wave breaking after Eldeberky and Battjes (1996), in which the total energy 
dissipation due to breaking in random waves is calculated according to Battjes and 
Janssen (1978) and spectrally distributed in proportion to the spectral levels. 

Wave 
maker 

0.40 

Wave gauges 
2  345678 
1,1   .1  ' 1    1|1 

6.00 6.00 2.00    3.00     1 95 
-+ * y # 

18.75 

Fig. 3  Layout for the experimental setup of Beji and Battjes (1993). All lengths 
are expressed in meters. 
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Fig. 4 Bed profile and locations of wave gauges (Arcilla et al., 1994) 

To examine the sensitivity of the spectral evolution to the choice of 0, two values 
are used in the computations: 0/^=0.01 and 0.1. The computed spectra are 
compared to the measured ones in nonbreaking waves propagating over a bar (Fig. 
3) and breaking waves over a beach profile (Fig. 4). The results are given in Figs. 
5 and 6 respectively. The comparisons indicate the following characteristics of the 
triad source term: 
1. The intensity of energy transfers from the primary spectral peak to the higher 
frequencies is mainly controlled by the choice of Q-value. Increasing ft-value results 
in stronger energy transfers, extended to higher frequencies. 
2. The energy transfers to higher harmonics are underestimated when Q/wp=0.01, 
and overestimated when G/cop=0.1. The latter results in an unwanted behavior for 
the energy spectrum at the high frequency range (spectral tail). 
3. The second spectral peak (in frequency-domain) is shifted to a lower frequency 
compared with observation. It appears at a frequency less than two times the 
primary peak. This is ascribed to the fact that triads are considered such that 
k=kl+k2, which results in uk<ul+u2 in intermediate water depths. 

4.3 Sensitivity to the filter bandwidth 

The previous results for the computed spectral evolution have shown dependence 
of the NLR of energy transfer on the choice of the filter bandwidth Q. Additional 
numerical simulations for wave propagation over a shallow bar and beach profile 
have been carried out with different values of Q. To evaluate the variation in the 
spectral evolution for various values of Q, the variations in the mean frequency of 
the spectrum are computed. The mean frequency of the energy spectrum is defined 
as 

f 
\-K \ E(o))dw 

(15) 
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Fig. 5 Energy spectra from experiments (solid lines) and from the evolution 
model: with Q/up=0.01 (dashed lines) and Q/wp=0.1 (dot-dashed lines) for 

waves propagating over a shallow bar. 
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Fig. 6 Energy spectra from experiments (solid lines) and from the evolution 
model: with Q/wp=0.01 (dashed lines) and fi/cop=0.1 (dot-dashed lines) for 

waves propagating over a beach profile. 
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Fig. 7 shows the observed variations in the mean frequency in waves passing over 
a shallow bar and those computed by the evolution model with different values of 
0/a>p. The observed variation in the mean frequency shows a rapid increase (from 
0.43 Hz to 0.85 Hz) over the upslope side and the horizontal part of the bar, which 
is ascribed to generation of higher harmonics. Beyond the bar crest, the mean 
frequency remains at a high level without significant change. The computed 
variations in the mean frequency using the evolution model show a strong 
dependence on the value of the parameter 0. The larger the value of Wo3p, the 
stronger the energy transfers and hence the shift in the mean frequency to higher 
harmonics. From the results one can see that the best choice for the parameter 
ti/o)p, for best simulation of the observed shift in the mean frequency, in this case 
is between 0.01 and 0.03. 
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Fig. 7 Spatial variation of mean frequency fm in waves propagating over a 
shallow bar. Solid line: experiment; Dashed lines: evolution model using 

different values for fi/a>„ 

Fig. 8 shows the observed variations in the mean frequency in waves propagating 
over a beach profile and those computed by the evolution model with different 
values of fl. The observed variation in the mean frequency shows a rapid increase 
in intermediate water from 0.14 Hz to 0.21 Hz due to harmonic generation. In very 
shallow water, the mean frequency nearly attains a constant level. The computed 
variations in the mean frequency using the evolution model show a strong 
dependence on the value of 0. In intermediate water depths (between stations 1 and 
3) computations with Q/cop=0.04 and 0.05 seem to best match the observed shift 
in the mean frequency. In shallow water, all computations with different values of 
0 result in a trend which differs strongly from the observed one, significantly 
overestimating the mean frequency. 
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5.  Discussion and conclusions 

The feasibility of a statistical approach to model the average effects of triad 
interactions on the evolution of wave spectrum is investigated. The approach is 
based on the Zakharov kinetic integral for resonant triad interactions in capillary 
gravity waves. For application to surface gravity dispersive waves, the kinetic 
integral is supplemented with a frequency filter to allow for the off-resonant 
energetic interactions. The filter bandwidth fi is of small but finite value resulting 
in a smeared delta function, fl is treated as a constant to be determined empirically. 
The interactions integral is used as a source term in an evolution model to simulate 
observations of harmonic generation in waves propagating over a shallow bar as 
well as over a beach profile. In general the comparisons have shown the ability of 
the model to generate higher harmonics and a consequent upward shift in the mean 
frequency. 

The consequences of treating the filter bandwidth fl as a constant have resulted in 
an energy attenuation and unguaranteed spectral evolution in some cases. Holloway 
(1980) proposed to treat fl as a prognostic variable with magnitude related to the 
rate of interaction of the three components involved in the interaction and increases 
with increasing nonlinearity. In Holloway's approach, the magnitude of fl for the 
interaction between /, m, and n needs to be determined first by solving three 
equations representing the interaction rates of the three components. These three 
equations for each possible triad together with the spectral evolution equations 
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represent a closed set of equations guiding the evolution of the energy density 
spectrum. 

In principle the approach of Holloway (1980) sketched above may be applied to 
provide an estimate for the parameter 0. This may achieve a better prediction of 
the evolution of the energy spectrum. On the other hand the extensive 
computational efforts required to resolve the closed set of equations are a concern. 
For computational efficiency in practical applications, we recommend a 
parametrized source term for triad wave interactions (Eldeberky, 1996, Chapter 7 
and Eldeberky and Battjes, 1997) 
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CHAPTER 86 

A Fully Nonlinear 3D Method for the Computation of 
Wave Propagation 

Andrew B. Kennedy1 and John D. Fen ton1 

Introduction 

The computational capabilities for calculating nonbreaking wave evolution have ad- 
vanced a great deal in recent years. For fully nonlinear models, the adoption of 
multi-subdomain techniques (Wang et al., 1995, de Haas et al., 1996) has provided 
much greater efficiency while still allowing the calculation of wave transformation up 
to overturning. Still, computational times remain great enough that the application of 
these methods to three dimensional domains remains somewhat limited. The variable 
depth Boussinesq equations were originally developed with the twin assumptions of 
mild nonlinearity and frequency dispersion (Peregrine, 1967), but recently, beginning 
with Witting (1984), there have been concerted efforts to increase their range of ap- 
plicability. Papers of particular note include Madsen and Serensen (1992), Nwogu 
(1993), Wei et al. (1994), Schaffer and Madsen (1995), and Gobbi and Kirby (1996) 
(GK). Of these, all but GK assume a flow field that varies quadratically in the vertical 
coordinate y, while GK derive their equations for a quartic vertical variation in the 
velocity potential. All of these methods have at least one free parameter which is 
invariably used to calibrate model linear phase speed, linear shoaling, second order 
transfer functions, or some combination of the three, to known analytic results over 
a level bed or small slope. For these special conditions, the accuracy of the various 
Boussinesq equations may be greatly improved and, in fact, the above papers have 
shown that accuracy is also improved for conditions which differ significantly from 
the idealised situations used for tuning. However, it is not possible to place confi- 
dence in velocities, pressures, and higher order free surface nonlinearities calculated 
by any of these methods except in reasonably shallow depths. The one exception to 
this are the GK higher order Boussinesq equations, which are quite complex. 

In Kennedy and Fenton (1995) a method was developed to calculate wave evolution 
over varying topography for one dimension in plan. The flow field was locally rep- 
resented by a polynomial of arbitrary degree which analytically satisfied Laplace's 

1 Dept. of Mech. Eng., Monash University, Clayton, Vic. Australia 3168 

1102 
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equation. By applying continuity conditions between subdomains, an overall solution 
to the boundary value problem was obtained and highly accurate time stepping solu- 
tions could be obtained. A summary of this, plus another related method appears in 
Fenton and Kennedy (1996). 

In this paper, a method is developed which uses some of the same ideas but is valid 
for three dimensional fluid motion (two dimensions in plan). Again, the velocity 
potential is represented in the vertical by a polynomial of arbitrary degree but here, 
a set of differential equations results for a local polynomial approximation (LPA) to 
the exact solution. This is shown to provide excellent linear and nonlinear results 
for a wide range of waves. The degree of polynomial may also be easily changed to 
give the level of accuracy desired for a particular problem. 

Solution of Laplace's Equation 

For nonbreaking wave motion, the flow field is usually represented by a velocity po- 
tential, <f>(x,z,y,t), and fluid velocities are thus (u,w,v) — (d^>/dx,d</>/dz,dct)/dy), 
where x and z are the horizontal coordinates and y is the vertical coordinate. The 
continuity equation for fluid flow to be satisfied at every point in the domain then 
becomes „ 

^ + ^ + ^ = 0, (1) 
9a;2      dy2      dz2 

which is simply Laplace's equation in three dimensions. At any time t0 this velocity 
potential is subject to the boundary conditions 

0 = <j)s    on y = 7?, (2) 

^ ^_^^_^£^=o =h (3) 
dy     dx dx     dz dz 

where h(x, z) is the bed elevation, and the free surface elevation ry (x, z, t) and velocity 
potential <pa (x, z, t) are both known at time t0. With the addition of appropriate 
conditions on the horizontal boundaries, these two conditions (2) and (3), along with 
the field equation (1) completely specify the problem and may be used to solve for 
the flow field. 

The velocity potential function used here assumes a polynomial variation in the ver- 
tical coordinate such that 

r 

cp(x,z,y,t) = J2Aj(
x>z>t)yJ> (4) 

where r > 2, and the A, coefficients are independent and may vary in time. 

From here, there are many directions that could be taken. The Boussinesq approach 
would be to create a Taylor series expansion about some point in the water column 
which satisfies the bottom boundary condition (3) to the order of accuracy desired, 
and proceed from there. However, it is desired here to use an approximation which 
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distributes error more evenly than is possible with a Taylor series, where error quickly 
increases away from the expansion point. The obvious approach would now be some 
sort of finite element method, but this would involve volume integrals, which are 
slow to compute. Furthermore, unless higher order elements were used, convergence 
would be slow, and introducing them would increase computational costs significantly. 

Therefore, a different approach is used, which is simple in concept, and distributes 
the error in (1) over the water column. First, constraints are imposed so that the 
velocity potential satisfies (2) and (3). Next, the average and first r — 2 weighted 
averages of (1) over the water column are set to zero, such that 

•n . fd24>   d2<f>   d24>\       n    , 

The appropriate global horizontal boundary conditions finish the specification of the 
problem and a set of linear equations results, which may be solved as desired. 

Once the flow field is known, the free surface elevations and velocity potentials may 
be updated in time using the evolution equations 

dr]      d<j>     dr) dcj)     dr\ d(p _ ,,,. 
dt      dy     dx dx     dz dz 

94>s      „ 1 (d<f>2     d<f>2     d<t>2\     d4>dr) 

Alternate Formulations for the Velocity Potential 

It is possible to rearrange the form of the velocity potential given in (4) so that it has 
fewer parameters at each computational point. The velocity potential 

<t>{x,z,y,t)   =   4>s\V—\\   +A. 

where 

and 

r\ — hj 

dABdh(y-r})(y-h) 
dx dx j\ 

| dAB dh (y -n)(y- h) 
dz dz /i 

+A4(y-h)2(y-rl)
2 + .. 

+Ar(y-h)2(y-r1y-2, 

t      n      dh2     dh2 

dh dr]     dh dr\ 
dx dx     dz dz' 

(8) 

+ A3 (y - hf (y - rf) 

analytically satisfies both (2) and (3).  If made to satisfy (5), the resulting velocity 
potential will be identical to that described in the previous section. Furthermore, since 
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two fewer coefficients are defined at each point, computational speed should increase 
significantly. However, it is obvious that coding will be much more complex and, 
due to time constraints, and because the main thrust of this paper is to determine the 
accuracy of this LPA method, the velocity potential formulation of (8) was not used. 

Linear Properties 

Phase Speed 

Using linearised versions of the free surface conditions (6) and (7), analytic LPA 
solutions for a given level of approximation, r, may be found for a plane progressive 
wave train. For the level of approximation r = 2 (y2 terms included in <j>), the phase 
velocity c is 

(9) 
c 
gd 1 + | (kd) i' 

where g is the gravitational acceleration, d is the fluid depth, and k is the wavenumber. 
For the level of approximation r = 3 (y3 terms in <j>), the relationship is 

cf 
gd 

(kd)2 

1 + M {kdy + ± {kd) 

and using r = 4 (y4 terms in <j>), the phase velocity is 

c 
gd 

1 + M (*<*)' +IS, (*<*)• 

i + lH +m(kd) +<doo(kd)' 
6' 

(10) 

(11) 

1.05 

1.03 

S     101 
I 

^3      0.99 

0.97 

0.95 

 r=2 

 r=3 

 r=4 

 Exact 

-+- -+- 
3 4 

kd 

Figure 1. Small amplitude phase velocity 
These expressions are identical to those obtained for Green-Naghdi shallow water 
Theories I, II, and HI respectively (Shields and Webster, 1988).   All of these are 
approximations to the exact small amplitude relationship 

gd 
tanh(fcd) 

kd      ' 
(12) 
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In both (9) and (10) errors are of O ((kd)4), while (11) contains errors of O ((kd)8). 
Figure 1 compares LPA and exact phase speeds. Using the LPA level r = 2, phase 
speeds are found to be quite reasonable until a dimensionless wavenumber of kd — 
1.25 (L/d = 5) is reached, while with r = 3, phase speeds are adequate up until 
the nominal deep water limit of kd = -n (L/d = 2). The level of approximation 
r = 4 gives very good results well into deep water and is usable even for a wave 
with kd = 2n (L/d ~ 1) which is a very pleasing result. 

y/d 

Horizontal Velocity Vertical Velocity 

Figure 2. Normalised fluid velocities under a small amplitude wave 

Fluid Velocities and Pressures 

Small amplitude LPA solutions for <j> may also be used to compare internal fluid 
velocities and pressures with Stokes first order results. Figure 2 shows the variation 
of the horizontal and vertical velocities, u and v, over the water column. For a wave 
with length kd = 7r/5 (L/d = 10), all levels of LPA approximation give a good result, 
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although the level r = 2 shows slight differences, with the vertical velocity looking 
least accurate. Decreasing the wavelength to kd = 27r/5 (L/d = 5) increases error 
for the level r = 2, although all other levels predict velocities well. At the nominal 
deep water limit of kd = n (L/d = 2), LPA levels r = 2 and r = 3 have significant 
errors in velocity, while with r = 4, the velocity is still modeled well. For a wave 
with length kd = 2-K (L/d = 1), all levels of approximation show error, although a 
convergence toward the exact solution is evident. Results for the dynamic pressure 
response factor f(y), which gives the ratio of dynamic pressure at any elevation to 
the dynamic pressure just below the still water level, are identical to the results for 
relative horizontal velocity. 

General Comments 

With an overall view of the linear properties, some judgements may now be made. 
The first is that the level of LPA approximation r = 2 is only suitable for waves in 
shallow and mildly intermediate depths. For all other waves, the assumed structure of 
the velocity potential is inadequate to describe the vertical variation of the fluid flow. 
For these reasons, and since other levels are much more accurate, the level r = 2 will 
be discarded. The LPA level r = 3 gives significantly better results through to near 
the nominal deep water limit of L/d — 2, both for phase speed and fluid velocities. 
The level of approximation r = 4 has very accurate linear properties into quite deep 
water, and an increase to an LPA level to greater than this does not appear to be 
justified at the present time. 

It is quite easy to introduce tuning parameters into the solution. By replacing (5) 
with the more general 

/>>(S + 0 + S)*-.    '--.'-» <'3) 
where wi(y) is some weighting function, sets {wi} were easily found which gave 
more accurate phase velocities for the LPA levels r = 3,4. However, any increase 
in accuracy of phase velocity was invariably coupled with a decrease in accuracy 
of some other quantity of interest. For example, a set {wi} was found where the 
approximation of (11) for the LPA level r = 4 had errors decrease from O ({kd)s) 
to 0((kd)10). However, errors in the horizontal velocity at the bed, which could 
be taken as another measure of accuracy, increased from O ((kd)8) to 0((kd)6). 
Because of results like this, and because the set of weighting functions {l,y,y2,...} 
is very general, no attempt was made to tune the model for any particular quantity. 

Nonlinear Properties 

The nonlinear properties implied by the LPA set of governing equations were in- 
vestigated by comparing their solutions for steady nonlinear waves with numerically 
exact solutions of the full potential flow equations. Numerically exact waves were 
generated using the Fourier method of Fenton (1988), while the fully nonlinear LPA 
solutions were found using the same general idea adapted to LPA. 
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Figure 3 compares LPA and numerically exact profiles for three highly nonlinear 
waves. The first wave generated is long, with a length to depth ratio of L/d = 20 
(kd = 7r/10), and a height of H/d = 0.6. Both LPA levels r = 3 and r = 4 predict 
the profile very well. The second wave has length L/d = 5 (kd = 2TY/5) and height 
H/d = 0.4. Once again, both LPA levels tested predict the nonlinear wave profile 
very accurately. The final wave in Figure 3 is at the nominal deep water limit, with 
a length to depth ratio of L/d = 2 (kd = if), and a height H/d — 0.2. For this wave, 
the LPA level of approximation r — 3 shows small errors, although the overall wave 
form is predicted well. However, the level r = 4 once again provides a solution 
which is indistinguishable by eye from the numerically exact profile. 

Nonlinear phase speeds may also be compared with exact solutions. Figure 4 plots 
LPA and exact speeds for waves with length L/d = 20, 5, and 2. Circles, triangles 
and squares show the highest wave computed for the levels r — 3, r = 4, and 
numerically exact solutions, respectively. These do not represent the limiting waves, 
but instead describe a failure of the solution method to solve the system of nonlinear 
equations past these points. 

x/L 

Figure 3. Nonlinear wave profiles 

Both LPA levels r = 3 and r = 4 give a very good estimate of phase speed up 
to the highest waves tested, with the only significant differences occurring using 
r = 3 with a wave of length L/d = 2. However, even here the trend is followed 
quite well. The results for the level r = 4 and the wave with length L/d = 5 are 
especially noteworthy. Here, LPA solutions were found close to the limiting height 
which predicted the maximum and subsequent decrease in wave speed shown by 
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Cokelet (1977). This good representation of highly nonlinear waves gives additional 
confidence in the accuracy of the 3D LPA method. 

Time Stepping Solutions 

Time stepping solutions of the governing equations may be divided into two main 
tasks: the LPA solution of Laplace's equation, and the advance of the solution to 
the next time step. Of the two, the second is the most straightforward, as (6) and 
(7) were used with either a second order leapfrog or third order Adams-Bashforth 
technique to update the free surface elevations and velocity potentials. As neither of 
these methods are self starting, a fourth order Runge-Kutta technique was used for 
the first few time steps. 
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.     o-AO 
L/d=2 

 1 1   1 
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r=3 

-r=4 

- Exact 

0.6 0.8 

Figure 4. Nonlinear wave speeds 
To solve Laplace's equation, all coefficients were represented using fifth degree two 
dimensional B-splines (see de Boor, 1978), which are simply the product of one 
dimensional B-splines in x and z which have the same centre. Solutions were also 
computed using third degree B-splines, but convergence was found to be poorer 
than desired. The sparse system of linear equations which results from the B-spline 
representation was solved using a line by line successive under-relaxation technique. 
Using this representation, errors in the LPA solution are theoretically proportional to 
(AZ)4, where AZ is mesh size. This was tested by computing the maximum relative 
error in vertical velocity at the free surface for a flow field with a flat bed and 
surface, and free surface velocity potential <f>s = cos (kx), where kd = 7r/10 (L/d = 
20). Figure 5 shows the relative error, plotted alongside (L/AZ)4 for comparison. 
Convergence is seen to follow the theoretical behaviour closely. Furthermore, even 
for a very coarse representation of Al/L = 1/6 (6 points/wavelength), relative errors 
are still only two parts in a thousand, which allows confidence to be placed in 
computations with relatively coarse resolution. 
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Figure 5. Convergence of the numerical scheme 

Figure 6. Bottom topography for solitary wave reflection 

The Runup of a Focused Solitary. Wave on a Vertical Wall 

For a first test, a solitary wave of height H/d = 0.2 was propagated over topography 
which tended to focus the wave, which was then reflected by a vertical wall. Com- 
putations were performed using the LPA level r = 4. Figure 6 shows the focusing 
topography which consisted of a flat bed followed by a double cosine variation in the 
x and z directions with an amplitude of O.ld. However, for all x, the average bed 
elevation still remained y = 0. Different scales Lx and Lz as marked would focus 
the wave to different degrees, leading to a varying runup on the vertical wall. This 
numerical experiment could be thought of as representing the effect on solitary wave 
runup of small variations in topography about a mean. Figure 7 shows a snapshot 
of the wave's surface profile slightly after maximum runup. The three dimensional 
effects can clearly be seen. 

Figure 8 shows the maximum runup of the wave for varying Lx and Lz. The computed 
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runup for a level bed and predicted runup for a wave propagated onto an infinite two 
dimensional shoal of depth da/d0 = 0.9 are also shown. The latter result was predicted 
using the KdV results of Johnson (1973) and the solitary wave runup formula of Su 
and Mirie (1980). For small spatial scales, the topography has very little effect on 
runup but, as the scale increases, runup also increases significantly. Although the 
maximum value for the focused runup is only slightly greater than the predicted 
result for an infinite shoal, it is by no means clear that the limiting runup has been 
reached, and a further increase in Lx and Lz might well give significantly higher 
values. 

Figure 7. The reflection of a focused solitary wave by a vertical wall 

-» Lx=3 

-• Lx=5 

-± Lx=10 

-X Lx=20 

-bc=40 

- level bed 

Infinite 2D shoal 

Figure 8. Maximum runup of a focused solitary wave 
Since all of the above computations were performed in an enclosed space with no 
dissipation, conservation of energy could be used as an independent check on ac- 
curacy. For all tests, the maximum fluctuation in total energy at any point in time 
relative to the initial value was.less than 2 x 10-4. 

The propagation of regular waves over Whalin's topography 

For a final test of the LPA method, the propagation of regular waves over Whalin's 
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topography was computed. In a series of experiments, Whalin (1971) propagated 
waves over a semicircular shoal which tended to focus waves on the flat behind 
the shoal. Many investigators have since performed computations over the same 
topography. 

In these computations, regular waves were generated from one boundary using as 
input the time series of velocity from the fully nonlinear LPA wave forms. Odd 
derivatives of surface elevation were also specified at the boundary. On the trans- 
mitting boundary, a small amplitude boundary condition was combined with a zone 
where the evolution equations (6) and (7) gradually changed to become the advection 
equations 

d ( dr\\ d  fdrjS 

dt \dx dx \dx 

and 

dt l dx I dx \ dx 

(14) 

(15) 

where c is some characteristic phase velocity on the shelf. These equations were 
solved in finite difference form using an upwinding scheme. This type of area around 
the boundary makes it very difficult for errors due to an imperfect boundary condi- 
tion to propagate back into the domain, as they are continuously pushed out by the 
advection equations. All computations shown use the level of approximation r = 3. 

1 

10 15 

Distance (m) 

Figure 9(a). Harmonic Amplitudes along centreline of Whalin's topogra- 
phy, T = 3s, Ai = 0.0146m. Solid lines indicate present results; dashed 
lines show results of Rygg (1988); symbols are experimental results of 
Whalin (1971). Chain-dashed line shows beginning of dissipating beach, 
which was not reproduced in computations. 

Figure 9 shows the experimental and computational harmonic amplitudes along the 
centreline for the highest waves with experimental periods T = Is, 2s, 3s. Also in- 
cluded are the results of Madsen and S0rensen (1992) using their extended Boussinesq 
equations for the T = Is case and the results of Rygg (1988) using the Boussinesq 
equations of Peregrine (1967) for T = 2s, 3s. 
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For the longest wave, with T = 3s, both computational methods severely overpredict 
the amplitude of the first harmonic and moderately underpredict the amplitude of the 
second and third harmonics. Although the LPA results for r = 3 are shown, increasing 
the level to r = 4 (not shown here) provides no real change. This is somewhat 
distressing, as both LPA models and the extended Boussinesq equations should operate 
best in this range. However, the experimental topography used by Whalin was made 
up of a series of steps and only approximated the smooth topography used in the 
computations. Consequently, dissipation, neglected in computations, was significant 
in the experiments, especially for high, long waves. This is speculated to be the 
major source of discrepancies for this wave. 

For the next wave, with T = 2s, computations agree somewhat better with experi- 
mental data. Once again, the first harmonic is overpredicted and so, to some degree, 
is the second harmonic, while the third harmonic is predicted relatively well. Both 
LPA and Bouusinesq computations predict similar features, although there are dif- 
ferences. One strange feature of this wave is that the initial amplitude of the first 
harmonic used to calculate the incoming waves, which is given as A\ = 0.0149m, 
appears to be too high. In actual fact, it appears to be approximately Ai = 0.0135m. 
Figure 9(c) shows LPA results for a wave with this initial amplitude, and agreement 
is much better. The final wave tested had a period of T = Is, which gave it an initial 
length to depth ratio of L/d = 3.27. Of all waves, this was the best predicted. The 
computational values of the first harmonic are still slightly high on the final shoal 
but, aside from some numerical noise near the wave generator, the second harmonic 
is extremely well predicted. In contrast, the extended Boussinesq equations tend to 
somewhat underpredict the amplitude of the second harmonic. 

f < 

10 15 

Distance (m) 

Figure 9(b). T = 2s, Ax = 0.0149m. Dashed lines here are the Boussi- 
nesq results of Rygg (1988) 

Overall, agreement between experiment and computations is not as good as would be 
hoped, possibly because of the neglect of dissipation in computations. It is worthwhile 
to note that for the cases T = 2s, 3s, where computations and experiments differed, 
both computational models behaved similarly. Therefore, it is believed that the dis- 
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crepancies result from something other than an inaccurate solution of the potential 
flow problem. 

10 15 

Distance (m) 

20 

Figure 9(c).   Experimental results from Whalin (1971) T = 2s, Ax = 
0.0149m. Computational results T = 2s, Ax = 0.0135m. 

1 

10 15 

Distance (m) 

Figure 9(d).   T = Is, A\ = 0.0195m.   Dashed line shows extended 
Boussinesq results of Madsen and S0rensen (1992). 

Conclusions 

The local polynomial approximation method developed here has excellent linear and 
nonlinear properties for a wide range of waves. The simplicity of its formulation 
makes it an easy task to change the level of approximation, and thus the accuracy, of 
the method. Computations over varying topography show good accuracy for highly 
unsteady, nonlinear cases. For accurate potential flow computations in three dimen- 
sions, the LPA method is therefore an excellent choice for the numerical modeler. 
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CHAPTER 87 

A Fourth Order Boussinesq-Type Wave Model 

Mauncio F. Gobbi * and James T. Kirby 2 

Abstract 

A fully nonlinear Boussinesq-type model with dispersion accurate to 0((kh)4) is 
derived. As an extension to the second order extended model proposed by Nwogu 
(1993), a new dependent variable is defined as a weighted average between the ve- 
locity potential at two distinct water depths to force the model to have a (4,4) Pade 
approximation of the exact dispersion relationship. The present model is similar to 
the fully nonlinear extension of Nwogu's model proposed by Wei et al (1995), except 
that the dependent variable is expanded in a fourth (rather than second) order poly- 
nomial in the vertical coordinate. 

Introduction 

Important progress has been made in variable-depth Boussinesq-type models since 
the development of the more-or-less standard model of Peregrine (1967). Madsen et 
al (1991) introduced higher order dispersive terms into the governing equations to 
improve linear dispersion properties. By redefining the dependent variable, Nwogu 
(1993) achieved the same improvement without the need to add such terms to the 
equations. Wei et al (1995, referred to as WKGS) used the approach of Nwogu to 
derive a Boussinesq-type model which retains full nonlinearity. Numerical compu- 
tations show that the WKGS model agrees well with solutions of the full potential 
problem over the range of relevent water depths, except for some discrepancies in 
the vertical profile of horizontal velocity in nearly-breaking waves. These inaccuracies 
in the prediction of vertical profiles in existing Boussinesq-type models are due to 
the fact that they assume the velocity profiles to be second order polynomials in the 
vertical coordinate z. In this paper, we derive a fourth order Boussinesq model in 
which the velocity potential is approximated by a fourth order polynomial in z. A 
new dependent variable is defined to be the weighted average of the velocity potential 
at 2 different elevations in the water column, and the weight and positions are chosen 
to give a (4,4) Pade approximant of the exact linear dispersion relationship. 

'Graduate student, Center for Applied Coastal Research, Department of Civil and Environmental 
Engineering, University of Delaware, Newark, DE 19716, USA. 

'Professor, Center for Applied Coastal Research, Department of Civil and Environmental Engi- 
neering, University of Delaware, Newark, DE 19716, USA. 
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Derivation of New Model 

The full boundary value problem for potential flow is given in terms of nondimen- 
sional variables by 

4>zz + M2V2</> -   0 

=   0 

v + k+
s. wv U>*Y 

-h < z < Sij 

• = -h 

rjt + 6V<j> • V?? - 

=    0 

=    0; 

z — Srj 

z = 5rj 

(1) 

(2) 

(3) 

(4) 

Here, x and y are the horizontal coordinates scaled by a representative wave number 
fco = 2n/Lo, z is the vertical coordinate starting at the still water level and point- 
ing upwards and h is the water depth, both scaled by a typical depth ho. 77 is the 
water surface displacement and scaled by a representative amplitude a. Two dimen- 
sionless parameters are apparent; 5 = a/ho and /u2 = (k0ho)2. Time t is scaled by 
{ko(gho)1^2)^1, and <j>, the velocity potential, is scaled by &ho{gho)rl2. We integrate 
(1) over the water column and use (2) and (4) to obtain a mass conservation equation 

m + V • M = 0;      M = f " V4>dz. (5) 
J-h 

For simplicity, we assume a constant depth h0; the variable depth model can be 
derived in straightforward manner and is presented in Gobbi et al (1996). We assume 
a fourth order polynomial approximation for <f> and choose the coefficients to satisfy 
the bottom boundary condition (2) and Laplace's equation (1), retaining terms up 
0(/J,

4
). The approximate potential is given by (Mei, 1989) 

M2(l + *) -V% + ^{1 + zY V2VVo + 0(//) (6) 2 24 

where 4>o is the velocity potential at the bottom. Commensurate with the extension 
of the velocity potential to 0(/U4), we seek to derive a set of model equations having 
a corresponding dispersion relation in the form of a (4,4) Pade approximant, given by 

tanh/i_ 1 + (l/9)^2 + (l/945)/i4  , „,--6, 

A     ~   l + (4/9)^ + (l/63)/i* +U(fl) (l) 

For the case of approximations retaining terms to 0(/i2), the goal of obtaining the 
corresponding (2,2) Pade approximant is achieved by redefining the velocity potential 
in terms of the value of the potential at an elevation za = h[(l + 2a)1'2 — 1]; a = —2/5 
and using the resulting reference value <f>a as the dependent variable; see Nwogu (1993), 
Chen and Liu (1995) and Kirby (1996). This procedure is not adequate in the present 
context. Instead, we define a new dependent variable 

4> = Ha + (1 - (i)h 

where <f>a and </>& are the velocity potentials at elevations z — za and z — 
a weight parameter. <j> may be written in terms of 4>o using (6) to obtain 

^BV\ )0 + ^_DV
2V^o + 0(//) 

(8) 

Zb, and j3 is 

(9) 
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where 

B   =   f3(l + za)
2 + (l-l3)(l + zb)

2 

D   =   /3(l + *0)
4+(l-/J)(l + *b)4 (10) 

Inverting (9) gives a formula for 4>Q in terms of <j> which is substituted into (6) to get 
an approximation to the full velocity potential in terms of <j>: 

• = $  +   ^-{s-(i + ,)2}v2 

+    Z-iB>-B(l + zy-^ + D ,  (1 + z) 
6 

-jv2v2 
W+<W     (ii) 

Defining the total depth H = 1 + 6r/, and substituting (11) into (5) gives a mass flux 
conservation equation for <j> and rj: 

+ 

Next we substitute (11) into (3) to obtain an approximate Bernoulli equation, given 
by 

V + f>t+£{B-H>}v% + £![B>-BH*-^+I£} 

+  5 [(V0)2 + M2 {B - H2} v* • v(v2^) + fu2 (v2^)5 

+ B2 - BH2 - — + ^}v^v(v2v2^) 

+    V-{B2-2BH2 + H4}{V(V24>)}2 

+    n4{BH 
H4 

(V2</>)(V2V 2T72; = 0(A (13) 

If we neglect p.A terms from (12) and (13) and set ji = 1, we recover the WKGS model 
with Nwogu's a being related to B by 

B = 2a + 1 (14) 

If, in addition, we neglect products Sfi2 or higher, we recover Nwogu's model in the 
velocity potential form given by Chen and Liu (1995). 
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Linear Dispersion Properties 

Neglecting all terms containing 8 in (12) and (13), we obtain the following linear 
equations for mass flux conservation, 

+   £ (B2----+-) V2V2V20 = 0 (15) 

and an approximate Bernoulli equation, 

r,   +   <k + ^(5-l)V2^ 

+   ^B2-5-| + J)v2V2^ = 0 (16) 

To analyse the dispersion properties of these equations, we assume the following gen- 
eral solution to the equations: 

•q = ae*'(x-"">     4> = fte^*""*) (17) 

where u in the angular frequency nondimensionalized by ko(gho)1'2, a and 6 are 
amplitudes, and i — \f^l. Substituting (17) into (15) and (16) we obtain the linear 
dispersion relationship for the model: 

2  1-K*-£)"a + KJ?a-f-e + »)"4 
W4 = i '- } r-i  (18) 

l-I(S_l)^ + l(B2-B-fi + i)^ 

The expression (18) is the (4,4) Pade approximant to the exact linear dispersion 
relationship to2 = tanh/i//i if we set B = 1/9 and D = 5/189. The parameters /?, 
za, and Zb are chosen in order to obtain these values. Since we have 3 unknowns and 
2 equations, there are an infinite number of solutions that give the desired values of 
B and D. However, an arbitrary choice of /3 can give imaginary values of za or z\, 
or values lying outside of the fluid domain, making these parameters lack physical 
significance. It can easily be shown that values of /? between 0.018 and 0.467 will 
give both za and z\, to be real values lying inside the water column. In the present 
paper we arbitrarily choose /5 = 0.2, and solve for za and Zb to give us the (4,4) Pade 
approximant to the exact linear dispersion relationship. 

Figure (1) shows the ratio of modelled phase speed with Airy's exact linear solution 
for the standard Boussinesq theory based on depth-averaged velocity, the (2,2) Pade 
approximant formulation (referred to as Nwogu's formulation for simplicity), and the 
(4,4) Pade approximant dispersion relationship (referred to as the present formula- 
tion) . It is clear that the present model has improved linear dispersion properties over 
Nwogu's already accurate Nwogu's model, and closely reproduces the exact solution 
through intermediate to deep water. Similarly, the linear group velocity, defined as 
Cg = duj/dk is shown in figure (2) and the improvement in the present model over 
Nwogu's model is even more evident. 
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Figure 1: Ratio of model phase speed and Airy's exact linear solution. Standard 
Boussinesq (dash-dotted), Nwogu's (2,2) Pade approximant(dotted), Present (4,4) 
Pade approximant(dashed). 

Nwogu (1993) found that the range and accuracy of the (2,2) Pade formulation 
could be extended by adjusting the model coefficients using an error minimization 
procedure. In the present case, the authors found that the error surface in the neigh- 
borhood of the (4,4) Pade approximant is sufficiently flat so that further adjustment 
of the model parameters is unwarrented. 

Internal Kinematics 

The internal kinematics of the present model can be obtained from (11). We define 
a function fi(z) as the the velocity potential normalized by its value at position z = 0: 

AW = 
i-g[a-(i + ^] + g[B»-B(i + g)2-a + ii#l] 

f [B-i] + £ [fi2 - B - D + l 
ft      t     ft 

(19) 

The vertical velocity component w can be obtained by differentiating (11) with 
respect to z. Similarly to /i, a vertical velocity profile function can be obtained by 
defining /2(z) = w(z)/w(0): 

h{z) = 
^[(l + z)] + ^-[-B(l + z) + ^-] 

(20) 

The corresponding fa from the exact linear theory is sinh[/t(l + z)]/sinh[/i]. 
Figure (3) shows comparisons of fi(z) between the exact linear solution cosh[/u(l + 

z)]/ cos,h\p], Nwogu's model and the present model, for various values of fj,. For 
moderately shallow water, the two models reproduce the exact solution quite well. 
As fi increases, Nwogu's model starts to deviate strongly, while the present model 
remains very accurate until quite deep water. 
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Figure 2:   Ratio of model group velocity and Airy's exact linear solution, 
(dotted), Present (dashed) 

Nwogu 

Figure (4) shows plots similar to figure (3) for /2- Notice that Nwogu's model has a 
linear vertical profile for w, a poor representation in intermediate to deep water. The 
present model stays close to the exact solution for a wide range of \L. Finally, figure 
(5) shows the ratio to the exact linear solution tanh(/i) of the ratio between vertical 
and horizontal velocities w/u at z = 0, h{ii), for the present model and Nwogu's 
model. The approximate expression for fa is: 

/3(M) = 
w(z = 0) M + -B + *] 
U(* = 0) 1_^[B_1]+^[52_5_D + I] 

(21) 

The present model agrees better with the exact linear solution than Nwogu's model 
for a wide depth range. 

Second Order Nonlinear Interactions 

In the previous sections we have seen that the proposed model has excellent linear 
dispersion properties as well as a greatly improved representation of the internal flow 
kinematics. It is useful to analyse some of the nonlinear properties of the model by 
using analytical tools such as Stokes' type asymptotic expansions and multiple scales 
expansions. Since these types of analysis have been extensively applied and studied 
for the full boundary value potential problem, we can obtain an idea of how well the 
nonlinear version of the present model would perform by comparing some of its non- 
linear properties with those of the full problem, and also with WKGS and Nwogu's 
model, keeping in mind that a numerical implementation of WKGS model has already 
been tested and compared to data with success. We will now look at the generation of 
super- and subharmonics by second order Stokes-type interactions. It is well known 
that in intermediate and deep water the first nonlinear correction of a linear wave 
solution is a set of bound waves called the superharmonics (resulting from sum-wave 
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Figure 3: Normalized verical profile of linear horizontal kinematics for (a) n — 1, (b) 
At = 3, (c) At = 5, (d) A« = 8. Exact (solid), Nwogu (dotted), Present (dash) 
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Figure 4: Normalized verical profile of linear verical velocity for (a) fi = 1, (b) /j, = 3, 
(c) fi = 5, (d) fi = 8. Exact (solid), Nwogu (dotted), Present (dash) 
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Figure 5: Ratio of approximate results for W(0)/M(0) to the exact linear solution. 
Nwogu and WKGS (dotted), Present solution (dash). 

interactions) and corresponding subharmonics (resulting from difference-wave inter- 
actions) (Hasselmann, 1962). These bound waves are proportional to products of 
the amplitudes of solutions to the linear equations. The constants of proportionality 
(which are functions of the local depth) will be referred to as transfer coefficients. 
Nwogu (1993) has investigated the generation of these bound waves in his extended 
Boussinesq model and found qualitatively reasonable agreement with Stokes' theory. 
Madsen and S0rensen (1993) have found similar results. Kirby and Wei (1994) ex- 
tended Nwogu's model to full nonlinearity and found that the retention of terms 
proportional to Sfj,2 (which are neglected in Nwogu's model and the standard Boussi- 
nesq model by assumption) is essential for a prediction of the transfer coefficients to 
the level of accuracy implied by the order of retained dispersive terms in the original 
model equations. Here, we derive the transfer coefficients for the present model and 
compare to results from previous models. 

We investigate nonlinear properties of the present model by introducing the per- 
turbation expansion: 

V = Vo + h\ + s2V2 
(22) 

into (12) and (13), and order the equations in powers of S. At each order 0(5n) we 
obtain: 

rj„t + Li<j>n   =   Fn 

Vn + L2<l>nt     =     Gn (23) 
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where L\ and L2 are the linear operators: 

Ll   =   V2 + ^(s-i)v2V2 

+  T{
B2
-I-J 

+
 U)^

2 <*) 
1 + ^(B-1)V2 

^4 
4

r (S
2 - B - I + 1) V2V2 (25) 

and the forcing terms for the first 2 orders are given by: 

F0    =    0 

Go   =   0 
2 

Fi    = -V.fo,V6,)-^-(S-l)V-{%v(v%)} 

- £(B»-fl_! + i)v.{,*v(vaV%)} (26) 

Gi    = -i(V^o)2 + y{2??oV2^-(S-l)V^o-V(vVo) + (vVo)2} 

- £ { (| - 2B) ^OV
2

 W + (#2 - 2? - I + i) V«^o • V (v2V2
??o) 

+    ±(B - 1)2V (V20o) • V (V2^0) + 2 (B - i) (V2^0) (v
2V%) }    (27) 

We assume the following random linear sea as the solution to the 0(1) problem: 

Vo = ]C a" cos ^" >      ^° = S bn sin ^"' (28) 
ra n 

where a„ and 6n are nondimensional amplitudes of the functions 770 and <f>0, ipn = 
kn • x — wnt — 6n, kn is the ra-component wavenumber vector nondimensionalized by 
ko, x is the horizontal coordinates vector nondimensionalized by 1/fco, wn is the n- 
component angular frequency nondimensionalized by ko(gho)1'2. Substitution of (28) 
into the 0(1) set of equations (23) with n = 0 gives a set of n relationships between ojn 

and kn = |kn|; each of them is the same as (18). We also find a relationship between 
a„ and bn given by: 

*» = a~ *• = *• i1 - & (B- 5)+ T« (*! -1 - j + »)} (») 
Following the standard perturbation technique, we substitute the 0(1) solution (28) 
into the right-hand-side of the 0(S) equations (23) to find the forcing of the 0(6) 
problem. The forcings F and G in the mass and dynamic equations (23) respectively 
are: 

F     =      4Z)Sa'»a'{:Fmisill(V'i + V'm)+^m,sin(^-'0m)} 
I      m 

G     =     l5ZZla'"0'{e'm;COS(^ + V'm)+£'~(COs(V)/- Vra)} (30) 
4' , 
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where 

~±    _ umk? ± uik2
m + (u>i ± um)(ki • km) 

Tml    ~ ^ (31) 

+ cofkfkmKm + -(B - l)oJiojm(kf + fc£,)(k, • km) ±uiumtfkl\ 

+ fj,4 {-±(B - ^j (ufkfkmKm + uj2mk
4

mk,K,) 

-    \ (B2
 - B - j + J) (k, • k„>,u,m (kf + k4

m] 

i(B - l)2U,,Wm^(k; • km) T ^ (B - j) u;miJtk
2

mkf(k2
m + &(

2)} (32) 

Equation (31) is identical to the full Stokes' theory result, except for the approxi- 
mate dispersion relationship. Equation (32) can be rearranged within the level of 
approximation of the present model to: 

g± = -k, • km + p? {u,um(uf + up ± U>?OJU  { Q , 6. -33. 
m W(o;m 

which is, again, formally the same as the full Stokes' theory result but with an ap- 
proximate dispersion relationship. 

The forced solution for r/i can be obtained by solving (23) and is given by 

^2 J2 ama> \H-ml C0S(V7 + i>m) + #"; COs(V>J ~ VVi)} (34) 
I     m 

where 

ml ml 

t.r^   T±   — b^ CA T* 
nj±    _ wml-rml       ^ml^ml1 ml 

"" 4(u,±()2-fe±,T±     ' 

1 - 4 (* - l) & + £ {B2 -f-f + gb)  (*, 

(35) 

±^4 
_,-j-   _ , ±   ~ 2   \~       3/ '-'ml/ 4   ^.— 3 e    '   30/ \   mil 

1 - £(B - l)(fc±,)2 + ^ (S2 - S - f + |) (*£, ±.14 

ml |k, ±km|,     «*, =wj±w„ 

^m/1 ^m; are respectively the super- and subharmonic transfer coefficients of the in- 
teraction between the (/, m) pair of waves. Figures (6) and (7) show comparisons of 
the ratio of approximate Hmi to Stokes' solution, for Nwogu's model, WKGS model, 
and the present model. Note that the poor representation of these coefficients at small 
ji in Nwogu's model is due to the assumption of weak nonlinearity, as discussed by 
Kirby and Wei (1994). The present model predicts superharmonic amplitudes very 
accurately over a wide range of water depths. The asymptotic representation of sub- 
harmonic amplitudes is also more accurate than in previous models. However, the new 
solution deviates more rapidly from the exact solution than do the previous results. 
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Third Order Nonlinear Interactions 

We now extend our analysis to third order interactions. We will focus on obtaining 
the amplitude dispersion of a simple unidirectional monochromatic wave train. It is 
well known that at this order, it is necessary to introduce a "slow" time scale into 
the problem, since resonant interactions take place and the perturbation problem 
becomes singular. We will concentrate on plane waves traveling in the x direction. 
The "stretched" time scale is given by: 

t   =   t' + 5t' + S2t' = t' + Ti+T2 (36) 

We then substitute (36) and (22) into (12) and (13), and order the equations up to 
0(<52). We assume the solution to each order to be of the form 

r?n=      £      tJBm(Ti,T2)e
ira<*'-rt'> 

m=-(n+l) 

4>n=    £    ^(ri.r^-^' (37) 
m=—(ra+1) 

We then seek an equation for the 0(1) wave amplitude, in T\ by relating the coefficients 
(amplitudes) in (37) of each order to the ones of the previous order. After some 
algebra, the following equation for the wave amplitude A = 7701 is found after we 
neglect current components (terms involving 4>\Q): 

AT2 + iff! \A\2 A = 0 (38) 

where, for the present model: 

ax   =   ^^-f4+16CiM2-w-2(l + 4C,3M2 + 16C4/i
4)l 

UQ1Q2 L v /J 

-    7£r{E20 + E22)U + CitJ3-u-2ii-1Qi) 

+ 
n 

P22 
[l + (2 + 5C3) M2 + (lOCi + 17C4 + 4C|) /14] 

Ati2oj3QlQ2 

3   [i + c3/i
2-ar2(i + cV)] 

and 

I6Q1 

+   -Lf4+(8C,3 + 1/6)|U2] (39) 

C!   =   -I(B-i),     C2=l(,
2-f-f + l) 

-i(B-l);      C4=i(fl'-B-f + i) (40) C3   = 

and where E20, E22, P22, Qi and Q2 are complicated functions of/x which may be found 
in Gobbi et al (1996). The corresponding <7i for the full boundary value problem is 
given by: 

cosh 4/i + 8 - 2 tanh2 fi .    . 

16 smh fi 
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Equation (38) can be integrated to give: 

A = a0e-i{Sia°T*) (42) 

where ao = \A\. The leading order solution of r\ is, then: 

771 = ao cos(fca; — ojit) (43) 

where 
wi=w+(5/i)2o-ioS (44) 

The coefficient a\ characterizes the amplitude dispersion occurring at leading order 
due to third order wave-wave interactions. Figure (8) shows comparison of the ratio 
o\ from the present model and from WKGS model to the Stokes' solution to the full 
problem. The present model appears to have a better asymptotic approximation to 
the full problem, with excellent agreement in shallower water and acceptable agree- 
ment in intermediate to deep water. 

Conclusions 

A Boussinesq-type model with 0(1) nonlinearity and 0(fi4) dispersion has been 
proposed. By defining one the dependent variables as the weighted average of the 
velocity potential at two distinct water depths, it is possible to achieve an extremely 
accurate (4,4) Pade approximant for the linear dispersion relationship. A major im- 
provement over the existing second order models has been found in the prediction 
of the internal flow kinematics. A perturbation approach was carried out to anal- 
yse random wave second order nonlinear interactions and it has been shown that the 
present model predicts the transfer coefficients of super and subharmonics generation 
very well over a wide range of water depths. Finally, the present model predicts well 
the amplitude dispersion due to third order nonlinear wave-wave interactions. The 
authors are now preparing a more thorough paper, and are working on the direct 
solution, of the proposed equations by numerical techniques. 
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Figure 6: Ratio of approximate superharmonic transfer coefficients to Stokes' solution. 
Stokes' theory (solid), Nwogu (dotted), WKGS (dash-dot), Present (dash), Present 
rearranged (thin dot) 
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Figure 7: Ratio of approximate subharmonic transfer coefficients to Stokes' solution. 
Stokes' theory (solid), Nwogu (dotted), WKGS (dash-dot), Present (dash), Present 
rearranged (thin dot) 

Figure 8: Ratio of Schrodinger equation's cubic term coefficient to full problem's 
Stokes solution. Wave-wave interaction contribution. Full boundary value problem 
(solid), WKGS (dotted), Present (dash) 



CHAPTER 88 

Fast methods for computing the shoaling of nonlinear 
waves 

J. D. Fenton1 and A. B. Kennedy1 

Abstract 

Accurate nonlinear numerical methods for wave propagation have existed for some 
years. Most of these are very demanding of computer resources as they use global 
means of approximation which usually requires the costly solution of a full matrix 
equation at each time step. It is the aim of the present paper to describe and to compare 
the features of two new methods for the two-dimensional propagation of nonlinear 
waves over varying topography. A method based on local polynomial approximation 
is presented, which was found to be efficient, cheap and accurate. A novel boundary 
integral method is also presented, which was capable of good accuracy even for 
waves which overturned. For practical purposes, the local polynomial approximation 
method is to be preferred and may have some useful contributions to make. 

Introduction 

In computing nonlinear wave evolution over topography, there has always been a 
trade-off between accuracy and efficiency. On one hand, boundary integral equa- 
tion methods (BIEM) have been able to perform accurate potential flow calculations 
past the point of overturning, but their computational expense has traditionally been 
very high. On the other hand, Boussinesq-type methods have had a much smaller 
computational cost, especially for large domains, but are limited to mildly nonlinear, 
mildly dispersive waves. Recently, there have been many attempts both to increase 
the efficiency of BIEM (Wang et al., 1995, de Haas et al, 1996) and to increase the 
accuracy of Boussinesq-type approximations (Madsen and S0rensen, 1992, Nwogu, 
1993, Wei et al, 1994) However, much room still remains for fast methods which 
can accurately predict wave evolution. 

This paper presents details of and results from two new potential flow methods which 
have not yet been widely published, but combine excellent accuracy with a reasonable 

1 Dept of Mechanical Engng, Monash University, Clayton, Vic, Australia 3168 
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computational cost. The first is a finite depth technique which assumes that the flow 
field is represented locally by polynomial variation. Two variants are presented: 
one has excellent accuracy for highly nonlinear waves, while the other has greater 
efficiency at the cost of some accuracy for nonlinear waves. Both variants have a 
computational cost which is linearly proportional to the number of computational 
points, which makes them suitable for computations over large domains. The second 
method presented here is a BIEM which is formulated differently from those currently 
in use. This new form is simpler, potentially more accurate, and allows for the use of 
faster solution techniques than are currently standard. It is not as robust as the local 
polynomial approximation (LPA) method presented and does take longer to run, but 
unlike that method it can describe wave overturning. As with all boundary integral 
techniques, accuracy remains good up to overturning. 

Governing Equations 

For irrotational flow a velocity potential 6(x, y, t) exists such that the fluid velocity 
vector (u, v) = (86/8x, 86/dy), restricting consideration here to two dimensions. If 
the fluid is incompressible, the potential satisfies Laplace's equation 

^ + ^=0. (1) 
8x2     dy2 

At any time t, this elliptic equation is governed by the conditions on the domain 
boundary. At all points along the free surface specified by y = r\ (x,t): 

6 = 6s{x,t), (2) 

where 6S is known. The kinematic boundary condition on the bed is 

86     8h86 
-f-jrir^0 on   y = h> <3) ay     ox ox 

where h (x) is the bed elevation. Along the left and right boundaries, the horizontal 
velocity is set to 

|-/w. CO 
These equations completely specify the velocity potential, and (1) may then be used 
to solve for the flow field. To advance the solution in time, the free surface kinematic 
boundary condition is used to advance the free surface elevation: 

drj _ 86     8r\ 86 _ 
8t      dy     dxdx 

and the unsteady form of Bernoulli's equation, modified here to compute the rate of 
change of at a surface point, is used to advance the free surface velocity potential 6S: 
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where C(t) is constant throughout space. 

Slightly different versions of these equations are generally used for BIEM which do 
not assume a single valued free surface, and use Lagrangian methods to track moving 
surface particles. 

Local Polynomial Approximation Methods 

In finite depths, the representation of a velocity potential locally by a polynomial can 
provide an excellent approximation to the flow field. Local polynomial approximation 
(LPA) methods for one dimension in plan use this principle to model wave evolution 
over varying topography, with very good results. A preliminary version has been 
given by Kennedy and Fenton (1995). Two main variants are summarised here: a 
fully nonlinear model which can provide highly accurate results, and an model which 
uses Taylor expansions about the undisturbed surface to increase speed, but which 
sacrifices some accuracy for high waves. For both methods, the expense of solution 
at each time step is directly proportional to the number of computational subdomains, 
which allows wave evolution to be computed over relatively large regions with a 
reasonable computational cost. 

Solution of Laplace's Equation 

For both the fully nonlinear and expansion LPA methods for one dimension in plan, 
the basic method of solution for Laplace's equation is very similar. As shown in 
Figure 1, the computational domain is divided into subdomains extending vertically 
from the free surface to the bed. In any typical subdomain, m, the velocity potential 
4>m at any point (xm,y) is represented by the polynomial 

<f>m(xm,y,t) 4>« + Rel      (x   +iv)»i   4*.    nodd 
(xm + iy)   j .^    n even 

(7) 

where n is an integer > 3 which controls the level of approximation, i = %/—T, 
Re (...) means taking the real part. The A coefficients are functions of time. For 
any given n, it is these A coefficients which must be chosen to best satisfy the 
boundary value problem. Because of the complex formulation used, Equation (1) is 
identically satisfied. With the introduction of subdomains, two additional constraints 
are introduced: the velocity potential, <j>, and its normal derivative, d<p/dx, must be 
continuous across subdomain boundaries. 

The velocity potential (j> may be made analytically continuous across subdomain 
boundaries through a transformation of basis functions which, in addition, almost 
halves the number of independent coefficients. However, d(f>/dx will still be discon- 
tinuous across boundaries. (Details of the transformation may be found in Kennedy 
and Fenton, 1995.) In a domain with M subdomains, the revised basis functions 
may now be though of as having n independent coefficients defined at each internal 
boundary between subdomains, plus n coefficients at each of the left and right global 
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Figure 1: Definition sketch for local polynomial approximation 
boundaries, for a total of (M - 1) n + 2n — (M + 1) n independent coefficients. The 
constraints on these are as follows. At each internal boundary between subdomains, 
the free surface velocity potential is set to the specified value, satisfying (2). Next, the 
bottom boundary condition (3) is imposed, using the average value of d<j>/dx across 
the boundary. The remaining n — 2 constraints at each internal boundary match the 
horizontal velocity, dcfr/dx, across the boundary at n - 2 discrete points. For overall 
continuity, these collocation points are here set to the Gauss-Legendre points for level 
N = n — 2, using the free surface (or still water level for the expansion method) and 
bed as limits. At each of the left and right global boundaries, (2) is also specified 
at the surface and (3) at the bed. However, instead of a velocity match as with the 
internal boundaries, the horizontal velocity at the boundary, d<j>/dx, is instead set to 
the known value at n — 2 collocation points, satisfying (4). 

All of these constraints result in a set of block banded linear equations. These may 
be solved using any banded or block banded matrix solver, both of which have 
a computational cost which is directly proportional to the number of subdomains, 
M. This allows for the computation of wave evolution over reasonably large areas 
without great expense. Traditional methods which use global approximation usually 
have a computational cost proportional to the second or third power of the number 
of computational points. 

Linear Dispersion Characteristics 

Here, as a test of the ability of polynomials to describe the flow field, we consider what 
results they give for the linear phase speed, compared with traditional approximation 
by periodic functions in x and hyperbolic functions in y. As subdomain lengths go 
to zero, a set of differential equations for the velocity potential results, which may be 
easily solved for the case of small amplitude waves over a level bed. Figure 2 shows 
the LPA small amplitude phase speed relative to the exact relationship for the levels 
n = 3,4,5,7, with collocation points set to the Gauss-Legendre points for JV = n - 2. 
Accuracy for the level of approximation n = 3 is poor in anything other than shallow 
water but increasing to n = 4 gives usable small amplitude results past the nominal 
deep water limit of kd — -K (L/d = 2). The level of approximation n = 5 (usually 
used with the LPA expansion method) has good dispersion characteristics even for 
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very short waves with kd = 2ir (L/d = 1), while with n = 7, phase speeds remain 
excellent past a dimensionless wavenumber of kd = 3n (L/d = 2/3). 
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Figure 2: LPA linear phase speed 

Fully Nonlinear LPA 

The fully nonlinear version of LPA can provide excellent accuracy for finite depth 
potential flow calculations. There are two main steps: Laplace's equation is solved 
exactly as described earlier, and a time stepping method (here usually third or fourth 
order Adams-Bashforth) is then used to solve the evolution equations (5) and (6) to 
advance the solution to the next time step. If the Gauss-Legendre points of level 
N = n — 2 are used as collocation points, then the first n — 3 weighted moments 
of flow will be conserved between subdomains, as well as having velocity matches 
at the collocation points. For an accurate potential flow method, computations are 
also quite efficient. For a very large computational run with 900 subdomains and 
4000 time steps, total run time for the level n = 7 would be about 3.5 hours on a 
Pentium 150 personal computer. Figure 3 shows the shoaling of a solitary wave of 
initial height H/d = 0.15 as it propagates onto a shelf of depth 0.5d. The classical 
fissioning into multiple solitons is clearly evident, with the leading wave reaching 
a final dimensionless height on the shelf of 0.507. As an independent estimate of 
computational accuracy, relative energy fluctuations were less than 2 x 10"4. 

LPA Free Surface Expansion Method 

The free surface expansion method is somewhat more complex, with two major 
differences from the fully nonlinear version. The first difference is that, instead of 
solving Laplace's equation using the free surface and the bed as limits, it is instead 
solved between the still water level and the bed. The mode coupling free surface 
expansion of Dommermuth and Yue (1987) is then used to relate the value of <j> at the 
free surface to the value of <p at the still water level. The order of expansion may be 
easily changed to accommodate the level of nonlinearity of the problem considered. 
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Figure 3: Results from the LPA method for the propagation of a 
wave over a shelf of depth 50% 
Accuracy is still, of course, less than the fully nonlinear version for higher waves, 
but there is one major advantage: since the upper limit of the computational domain 
remains constant through time, a matrix equation must only be filled and decomposed 
once, rather than at each time step as with fully nonlinear LPA. This decomposed 
matrix is then solved with different right hand sides at each time step, which is much 
faster. 

It is worthwhile to implement the second major change only if the computational 
domain is invariant with time, as is the case here. This involves another change 
of basis functions, so that there is only one independent variable per computational 
point. Details of this transformation may be found in Kennedy (1997). With the new 
basis functions, all conditions but (2) are automatically satisfied, so this constraint is 
used at every computational point to generate a new set of linear matrix equations 
for the LPA solution to Laplace's equation. The new matrix is purely banded and has 
both fewer variables and a smaller bandwidth than with the previous basis functions. 
Computational speeds are therefore further increased. A reasonable analogy may be 
made between the new basis functions and B-splines, as both are piecewise continuous 
polynomials which use a set of interpolation conditions to reduce the number of 
independent computational variables to one per computational point. These new 
basis functions could also be computed for the fully nonlinear version, but to retain 
full accuracy, they would have to be recomputed at each time step as the free surface 
moves. This would slow down computations, which is why they were not used. 
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The two parameters which control the accuracy of the LPA expansion method are the 
degree of the polynomials, n, and the order of free surface expansion, Q. While the 
fully nonlinear LPA was developed to calculate potential flow problems with very 
high accuracy, the LPA expansion method is viewed as a tool for more practical 
problems. To give reasonable nonlinear accuracy, which is mostly controlled by the 
order of free surface expansion, Q, and good frequency dispersion, which is only 
affected by the LPA level, n, the parameters Q = 3 and n = 5 were generally used. 

For an example of the capabilities of the method, computations here will be compared 
with the experimental results of Beji and Battjes (1993) as reported by Ohyama etal. 
(1994). In this experiment regular waves were propagated over a two dimensional 
bar-trough setup and time series of surface elevations were taken at various points. 
Two wave trains were considered - both were initially of reasonably small amplitude 
in intermediate depths, but became significantly nonlinear over the bar. 

The first wave train had an initial height of H0/d = 0.05 and a period of TJg/d = 
9.903. Figure 4 shows a comparison between computed and experimental values 
at Stations 1, 3, 5 and 7, which are, respectively, just before the bar, on the bar 
crest, on the downslope and in the trough. Agreement is quite good, with the LPA 
expansion model accurately predicting the steepening of the wave as it progresses up 
and sheds secondary waves on the bar, and its decomposition into higher harmonics 
on the downslope. As the wave progresses, computations begin to overestimate 
wave heights slightly due to the lack of dissipation in the model, and a small phase 
difference appears. However, similar differences were also noted in the fully nonlinear 
boundary element computations of Ohyama et al. (1994). 
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Figure 4: Measured and computed time series, H0/d — 0.05, TJg/d = 9.903. 
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Figure 5 shows results for the second wave train which was shorter, with a period of 
Tsjgfd - 6.189 and an initial height of H0/d = 0.0625. Due to its shorter length, 
this wave did not evolve as much passing over the bar, but the model still predicts 
the features of its evolution well. A small phase lag is visible at the last station. The 
fully nonlinear results of Ohyama et al. (1994) were similar to those here, although 
the phase lag at Station 7 was somewhat smaller. Overall, the expansion model 
predicts wave evolution quite well, and may be relied on to provide a good estimate 
of nonlinear wave evolution for a wide range of waves. 
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Figure 5:  Measured and computed time series, H/d = 0.0625, TJg/d = 6.189. 
Solid lines - computations, dashed lines - experiment 

Computations with the expansion method are quite fast. For example a computation 
with 900 subdomains and 4000 time steps would have a total run time on a Pentium 
150 personal computer of about 10 minutes for the LPA level n = 5 and expansion 
level Q = 3, compared with 3.5 hours for the fully nonlinear version using n = 7. 

A new boundary integral equation method 

Introduction 

The approach of using boundary integral equations for the study of waves in deep 
water was initiated by Longuet-Higgins and Cokelet (1976), who set up and solved 
a boundary integral equation with a logarithmic kernel. A different approach was 
introduced by Vinje and Brevig (1981), who used the Cauchy integral theorem in 
terms of a complex potential function.   A number of powerful results have been 



1138 COASTAL ENGINEERING 1996 

obtained in recent years for waves over topography, including Dold & Peregrine 
(1985), Grilli et al. (1989, 1994), and Subramanya & Grilli (1994). A brief history 
of various attempts using BIEM is described by Liu et al. (1992). 

A quicker but less accurate approach was introduced by Leitao and Fernandes (1992), 
who took as the upper surface of the computational domain the undisturbed water 
surface, and used a second-order Taylor expansion there. As with the LPA expansion 
method described above, their computational domain was constant, and they only had 
to solve a matrix equation once rather than at each time step. 

Fenton (1992 & 1996) has developed a method for the solution of Laplace's equation 
in two dimensions which has some advantages over traditional methods: it is simpler 
in theory and implementation, yet is more accurate. Of particular importance to 
the problem of shoaling waves, is that it allows the use of iterative methods for 
solution which are rapidly convergent because of the nature of the equations and 
because information from previous time steps can be incorporated. A preliminary 
study applying that method to shoaling waves has been published (Fenton, 1993), but 
in that work it was concluded that the method advocated, despite its high accuracy for 
fixed domains, was somewhat fragile for shoaling. Here, the method will be briefly 
described and the results of rather more robust computations will be described. 

Theory 

Consider a two-dimensional region such as that shown in Figure 1 containing an 
incompressible fluid which flows irrotationally, in which case a scalar potential func- 
tion (j> exists and satisfies Laplace's equation: V2^ = 0. As <j> is an harmonic 
function, another function ip exists, related to <f> by the Cauchy-Riemann equations: 
d<f)/dx = dipjdy and 84>/dy = -dip/dx. It can be shown that if these relations 
are satisfied, then the complex function w = <f> + ii/j, where i = y/—l, has a unique 
derivative with respect to the complex variable z = x + iy, satisfies the integral 
equation 

•»W-»fen)(b = 0, (8) f z- z„ 
for a reference point m. In this equation, unlike other formulations, the integrand is 
everywhere continuous, even at z = zm, and its numerical approximation should be 
simpler and potentially more accurate. It will be shown below that using this form 
leads to a system of algebraic equations which are all nearly diagonally dominant, 
giving desirable numerical properties. 

Boundary conditions: On the sea bed, assumed impermeable here, the condition 
that flow does not cross the boundary is tp = 0. On the free surface, denoted by 
y = r](x,t), the governing equations are nonlinear, partly because the location of the 
free surface also appears in them. There are two equations: one is the kinematic 
condition that the velocity of a particle on the surface is equal to the fluid velocity 
at that point. These have been described above. A slight difference here is that 
a Lagrangian description is used, like other BIEM, such that surface particles are 
followed and it is necessary to update the <j> on the surface.  This necessitates the 



SHOALING OF NONLINEAR WAVES 1139 

computation of the material derivative which can be shown to become 

(9) 
D<fim ,    1 
Dt """     2 

dw 
dz 

a differential equation for 4>m at the free surface particle. This gives us a way of 
calculating <f> as time evolves so that at any instant it is known at all points on the 
free surface, while we know that %jj = 0 on the sea bed. Hence we have enough 
boundary information to obtain a solution of equation (8) at each time step, namely 
to obtain the values of tj> on the bottom and tp on the free surface, so that w = <j> 4- iip 
is known at all points, dw/dz can be calculated, the solution advanced, and so on. 

Numerical scheme using periodicity around the contour 

Around the boundary all variation is periodic, for in a second circumnavigation of 
the boundary the integrand is the same as in the first, and so on. This suggests the 
use of methods that exploit periodicity to gain handsomely in accuracy. A continuous 
co-ordinate j is introduced here, which is 0 at some reference point on the boundary, 
and after a complete circumnavigation of the boundary has a value N, which will be 
taken to be an integer. The integral in equation (8) can be written 

^ «,(*(,-»-u,(«,)g 
{ ZU) - Z• «? 

Now a numerical approximation is introduced to transform the integral equation into 
an algebraic one in terms of point values. The integral in equation (10) is replaced 
by the trapezoidal rule approximation: 

g^)-^),,s0| (11) 
j=o       zi     z• 

where Zj = z(j) and z'j = dz(j)/dj, but in which after the differentiation, j takes 
on only integer values. In this case the trapezoidal rule has reduced to the simple 
sum as the end contributions are from the same point, ZQ = ZN because of the 
periodicity. This is a particularly simple scheme when compared with some such as 
Gaussian formulae which have been used to approximate boundary integrals. Where 
the integrand is periodic, as it is here, the trapezoidal rule is capable of very high 
accuracy indeed, a fact which is relatively little-known. 

In the form of equation (11), the expression is not yet useful, as the point j = m 
has to be considered. It is easily shown that in this limit, the integrand (and hence 
the summand) becomes dw(m)/dm, and extracting this term from the sum gives the 
expression with a "punctured sum" j ^ m: 

3=0, j£m   Z3       zm 
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for m = 0, 1, 2,..., N — 1, and where the obvious notation Wj = w(j) etc. has 
been introduced. The notation dw(m)/dm means differentiation with respect to the 
continuous variable m, evaluated at integer value m. It is convenient here to introduce 
the symbol Qmj for the geometric coefficients: 

z'- 

whose real and imaginary parts are the coefficients amj and (3mj. One is free to 
use either the real or imaginary part of the integral equation and of the sum which 
approximates it, equation (12). The two parts can be extracted to give 

JV-l 

(m.\ 4- 
drn ^ (•) +       E       [<W& -   <M - P•Mi   ~   V>m)]   = 0 (14) 

.7=0, j£m 

and 
dip N~1 

(m)+      ]£      [amj(lpj - 1pm) + Pmj{(j)j   -   (j>mj\   = 0. (15) 
dm . n  ., 1=0, ]i=rn 

One of these equations can be used at each of the N computational points, provided 
either d<f>/dm or dip /dm is known that point, which can be done from the boundary 
conditions as described above. Each equation is written in terms of the 2JV values of 
<pj and ipj . If N of these are known, specified as boundary conditions, then there 
are enough linear algebraic equations and it should be possible to solve for all the 
remaining unknowns. 

As equation (14) can be used on the free surface where dcp/dm can be evaluated and 
where ipm is the unknown and (15) on the sea bed where dip jdm = 0, and where 
(j>m is unknown, examination of the coefficients shows that the system of equations is 
nearly diagonally dominant, which suggests a certain computational robustness, and 
the possibility of iterative solution. 

Distribution of computational points: The linear algebraic equations approximat- 
ing the integral equations have been expressed relatively simply in terms of the 
coordinates of the computational points Zj and the derivative around the boundary, 
z'j. The accuracy of the method depends on how continuous the latter are, and in 
Fenton (1992, 1996) some effort was spent in ensuring continuity across corners of 
the boundary. In fact it was found that even if no special spacing was used, the 
accuracy was still surprisingly high. 

Numerical computation of coefficients: In problems of wave shoaling, the bound- 
ary of the computational region, including the sea bed and the free surface, is quite 
irregular. The periodicity around the boundary may be exploited to give a simple 
scheme for computing the necessary derivatives around the boundary. The main 
problem is to compute values of the z'j. Also, it is convenient to be able to use a 
means of interpolation between the computational points for plotting purposes which 
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has the same accuracy as the underlying numerical method. Both can be accom- 
plished simply and economically using Fourier approximation, once again exploiting 
periodicity as the boundary is traversed. If fast Fourier transform programs are avail- 
able, the z'j may be computed easily and accurately in 0(N log N) operations, where 
there are N boundary points. 

Set-up and solution of system of equations: When the Zj have been obtained, the 
coefficients flmj = amj+i/3mj can be calculated and used in expressions (14) and (15), 
one for each point at which an unknown exists. As the equations are nearly diagonally 
dominant, however, it should be possible to exploit the simple Gauss-Seidel iterative 
procedure, particularly for timestepping problems such as those for wave propagation, 
and in practice this was found to work very well indeed. The computational effort is 
0(N2) per iteration, and the happy result was found in the present work, that as all 
boundary points are interpreted as Lagrangian particles, and carry the geometry of 
the problem with them, then the coefficients are very slowly varying, and a forward 
extrapolation of previous results gave such an accurate initial estimate that typically 
only five iterations were necessary each time step. Much programming detail can be 
avoided if the step of assembling into a matrix is bypassed. In this case, equations 
(14) and (15) may simply be rewritten: for points on the free surface to give an 
equation for ipm, and for points on the sea bed an equation for cj)m. 

In practice, a procedure of over-relaxation can be adopted to give faster convergence. 
It was found convenient in the present work where the coefficients changed slowly, 
not to store all the coefficients amj etc., as this requires storage of O (N2), but to 
generate the coefficients necessary for each equation every time it had to be evaluated 
such that the storage was O(N), and large numbers of points could be used. Overall, 
the implementation of the scheme in the form described here was particularly simple. 

Results 

The only results reported here are for a wave height H/d = 0.25 and a length 25 
times that of the depth, rather higher than that used in Figure 3 above. The initial 
conditions were computed using an accurate Fourier method. The wave was allowed 
to propagate across a shelf with a cosine profile, which shoaled to 1/4 the depth in a 
distance of roughly half the horizontal length scale of the wave, a rather more abrupt 
case than Figure 3, and corresponding to the shoaling of a wave on a coral reef. 
Results are shown in Figure 6, and they show some of the interesting phenomena 
associated with this nonlinear problem. After the wave travelled almost right across 
the shelf, quite quickly it started to grow in height, travelling over water of constant 
shallower depth, and the large feature of a shelf developed behind the wave, which 
seemed to be in the process of separating from the main wave and possibly becoming 
part of an oscillatory tail. At the final stage a sharp crest began to form, which 
turned over as shown, the surface particles in this latter stage experiencing very large 
accelerations. 
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Figure 6: High wave on a steeply-shelving beach showing overturning 

Conclusions 

The local polynomial methods were found to be robust, accurate, and efficient, and 
may provide a useful practical means of computing nonlinear wave propagation over 
extended regions and times. The boundary integral method can be used to simulate 
shoaling considerably faster than other similar methods, and it has the potential to be 
more accurate than them. It can describe wave overturning with relatively few points, 
but for some problems it was found to be not as robust as had been hoped. Its most 
appropriate application might be to methods such as those of Leitao and Fernandes 
(1992) which use such a fixed domain with approximate boundary conditions. 
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CHAPTER 89 

STRUCTURE OF FREQUENCY DOMAIN MODELS FOR RANDOM 
WAVE BREAKING 

James T. Kirby1 and James M. Kaihatu2 

Abstract 

We consider the form of a breaking wave dissipation term for use in spectral or 
stochastic wave evolution models. A time-domain Boussinesq model is tested for ac- 
curacy in modelling evolution of second and third moment statistics in shoaling and 
breaking waves. The structure of the dissipation term in the time domain is then used 
to infer the corresponding structure of the term in the frequency domain. In general, 
we find that the dissipation coefficient is distributed like l/S^(f), where Sv(f) is the 
spectral density of the surface displacement rj. This implies an /2 dependence for the 
coefficient in the inner surfzone, as opposed to a constant distribution over frequency 
as suggested by Eldeberky and Battjes (1996). 

Introduction 

Recently, there have been several suggestions on how to structure the breaking 
wave dissipation term in spectral or stochastic wave evolution models, with the prin- 
ciple question being how to structure the dissipation coefficient as a function of fre- 
quency. As an example, Mase and Kirby (1992) developed evolution equations for the 
shoreward (x direction) evolution of component amplitudes An(x), where the An are 
related to surface displacement i) according to 

^ = g An(x)_e; Jkn(x]dx^nt + cc (1) 

n=l       2 

where k„ is related to u„ through a suitable wave dispersion relation. Index n is the 
analog in the discrete spectral representation to a continuous dependence on frequency 
/ in the continuous spectrum representation, and the two representations will be used 
interchangeably below. Restricting our attention here to wave breaking effects, the 
evolution equations may be written as 

^•n,x ~ ~&nAn -T * * * \Z) 
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2Oceanographer, Oceanography Division (Code 7322), Naval Research Laboratory, Stennis Space 
Center, MS 39529-5004 
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where the omitted terms are related to shoaling and nonlinear interaction effects. 
Mase and Kirby (1992) proposed a form for an given by 

«n = «o + {fn/ffai (3) 

with 

«o = F/3 (4) 

°"{l-FW&w (5» 
and where /? is determined from a bulk dissipation model such as the one of Thornton 
and Guza (1983). Based on analysis of laboratory data and numerical results, Mase 
and Kirby chose to set F = 0.5, indicating a dissipation term with a partial dependence 
on the square of the frequency. They also found that choosing F — 0.0, corresponding 
to an f2 dependence for the entire dissipation term, destroyed the tail of the computed 
power spectrum in very shallow water but had little impact on the evolution of spectral 
shape away from the shallowest measuring gages. 

Eldeberky and Battjes (1996) have suggested that a similar formulation corre- 
sponding to the choice F = 1.0, spreading the dissipation term uniformly over all 
frequencies, should be utilized, and showed that an adequate description of power 
spectrum evolution was obtained in several simulations of field data. Eldeberky and 
Battjes did not consider the effect of this choice on the evolution of higher statistical 
moments. More recently, Chen et al (1996; referred to as CGE) have examined a 
number of laboratory and field cases. They have shown that the estimates of power 
spectrum evolution are relatively insensitive to the choice of F, with error-minimizing 
F values occupying the entire range 0 < F < 1 for various field and laboratory cases. 
Aside from the Mase and Kirby case, error measures changed by as little as 20% over 
the entire range of values. In contrast, all data sets support the choice of F = 0.0 when 
error measures based on third-moment statistics are introduced, with the exception 
of the Mase-Kirby data set. (This last discrepancy is fairly weak, however). There is 
a clear trend towards increasing error with increasing F in most data sets. 

In this talk, the problem of determining the form of the spectral dissipation term is 
approached from a different direction. Instead of considering a bulk energy decay and 
an arbitrary distribution of dissipation over /, we instead consider the structure of 
the dissipation term in a time-dependent Boussinesq model setting, and consider the 
contribution of the term to energy loss and the structure of that loss in the frequency 
domain. This loss is then related to the spectral evolution equations, and the form of 
the dissipation term is deduced. We find that, in general, the dissipation coefficient 
is distributed more or less as Sn(f)~

l, where Sn{f) is the power spectrum of the 
surface displacement rj. For the case of a smooth spectrum, this result indicates an 
f2 dependence in the dissipation coefficient in the surfzone, consistent with CGE's 
results with F — 0.0. The conclusions here are based on an examination of the Mase 
and Kirby (1992) data set, which is well modelled by the chosen time-domain breaking 
wave model. 
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Time-Domain Model for Wave Breaking 

The literature includes examples of a number of formulations for computing wave 
breaking in the context of Boussinesq wave models. Three examples include an eddy 
viscosity model (Zelt, 1991), a surface roller model with an assumed two-layer velocity 
profile (Schaffer et al, 1993), and a surface roller model with a computed horizontal 
profile (Svendsen et al, 1996). Schematically, the eddy viscosity model may be written 
as 

ut + uux + gr/x + dispersive terms — {v\,ux)x = 0 (6) 

The simple roller model of Schaffer et al (1993) is written in the context of a model 
for total volume flux, and may be written schematically as 

Pt + (P2/-ff)   + 9Hr)x + dispersive terms + Rx = 0 (7) 

= /_   (M?ot - <4rot) dz (8) 

and 
H = h + r, (9) 

The more complex roller model of Svendsen et al (1996) is essentially of the same 
form. While these models differ in both form and theoretical intent, it may be shown 
that the numerical representations of each dissipative term are similar. In particular, 
the contribution of each dissipation term is highly localized in space and time, since 
it is concentrated on the front face of the breaking wave. Further, the contribution of 
each dissipation term is about the same size, since each successfully calibrated model 
must extract the same amount of energy. An illustration of this fact is given by Figure 
9 of Svendsen et al (1996). 

Since our primary goal below is to examine the spectral signature of the wave 
energy decay, we can conclude that, due to the structural similarity of the various 
breaking models in the time domain, it should not matter which of the existing mod- 
els is used to perform the analysis. The analysis will be based on the eddy viscosity 
model of Zelt (1991) for two reasons: it is already incorporated in an existing time- 
domain Boussinesq model (Wei and Kirby, 1996), and it is simple to interpret the 
terms in the eddy viscosity model in terms of measured sea surface elevations, as de- 
scribed below. 

Leading-Order Energy Balance 

Let r = R/H or ~VbUx represent the breaking-induced momentum deficit per unit 
depth. Then, each of the models above may be written in the form 

ut + uux + gr\x + dispersive terms + rx = 0 (10) 

Neglecting nonlinear and dispersive effects, we have 

ut + grix + rx   =   0 (11) 

Vt + (hu)x   =   0 (12) 
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Multiplying (11) by phu, (12) by pgrf and adding then gives 

Et + Fx = -ej, (13) 

where 

E = \pgr]2 + \phu2 (14) 

is the local energy density/unit surface area, 

F — pghurj (15) 

is the flux of energy in the x direction, and 

eb = phurx (16) 

is the local rate of energy decay. Each of these quantities may be averaged in time, 
yielding (for a stationary wave process) 

(F)x = -<e6> (17) 

The average or bulk energy decay {eb) can be specified according to models such as the 
one of Thornton and Guza (1983), which models the data set considered below quite 
well. Each of the quantities in (17) may be thought of as the sum of contributions 
from each frequency to the total value; i.e., 

(F) = Y^Fn;       (eb) = ^ebn (18) 
n n 

We will attach a meaning to each of these component terms in the analysis below. 
In order to proceed further, we need to choose a model to evaluate eb. This will 

be done using the Zelt (1991) eddy viscosity model. 

Eddy Viscosity Model 

The eddy viscosity appearing in (6) is written by Zelt (1991) as 

vb = -l2ux;      £ = By{h + r]) (19) 

where 7 = 2 is a mixing length parameter determined by Heitner & Housner (1970) 
and chosen so that the resulting model correctly predicts the width of a hydraulic 
jump. The factor B is given by 

B 2< < w* < < (20) 
ux > u* 

and provides a somewhat smoothed onset of breaking dissipation when the local break- 
ing criterion is exceeded. The breaking criterion is given in terms of a critical velocity 
divergence, chosen to be 

i£ = -0.3jg7h (21) 
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The accuracy of this formulation in modelling breaking random waves will be illus- 
trated below. The model is particularly useful to us in the present context because 
the terms in the model may be evaluated (to leading order) using time derivatives of 
the surface elevation. Using ux « ~ijt/h, we get 

Vb   =   Bj2h2ux^By2hr!t (22) 

i  ;  m>2vl 
Vt <Vt< 2%* (23) 
Vt < ift 

r,*   =   0.3v^ (24) 

0 

Finally, the instantaneous energy dissipation may be written as 

€6 = -phu (vbux)x fa -p l-j {vbr)t)t (25) 

The advantage of this formulation is clear in the context of evaluating experimental 
results, since the energy loss term that would be predicted by the numerical model 
may be deduced directly from the measured data. Thus, in order to evaluate dissipa- 
tion effects, We may proceed without actually running the model in the majority of 
cases, provided that the model as formulated is known to be an accurate predictor of 
the wave field in sample representative cases. 

Laboratory Data 

The experimental data considered here is taken from Run 2 of Mase and Kirby 
(1992). The present results have been reproduced for a number of other data sets, 
and a more comprehensive view of the study will be published elsewhere. The aingle 
case shown here suffices as an indication of the results for a wide range of conditions 
studied to date. 

Figure 1 shows a schematic of the experimental facility. The experimental wave 
conditions correspond to a Pierson-Moskowitz spectrum generated in 47cm of water, 
with a peak frequency / = 1Hz and a significant wave height of 6cm. Waves were 
measured using capacitance wave gages at twelve stations across the 1:20 beach profile. 
Data for the analysis below is taken from the measurement at the h — 10cm depth. 
This depth corresponds to a point where the probability of breaking is increasing 
rapidly but the saturated inner surfzone has not yet been established. 

A sample of 20 seconds of measured and computed time series of surface elevations 
at h = 10cm is shown in Figure 2, which indicates an accurate reproduction of wave 
heights and phases in the numerical model. Computations were performed using the 
extended fully-nonlinear Boussinesq model code of Wei et al (1995), which is capable 
of propagating waves in the large water depths used in this experiment. Second and 
third moment statistics were computed based on the entire experimental run, covering 
about 800 wave periods. Figure 3 shows the evolution of significant wave height up the 
beach slope and through the surfzone, while Figure 4 shows the evolution of skewness 
and asymmetry. Reproduction of measured values by the numerical model is good in 
both cases. 
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Wave Paddle 

Figure 1: Bottom configuration and wave gage locations for experiments of Mase and 
Kirby (1992). 

M&K, lull run, h=10 

I00  402  404  406  408  410  412  414   416  416   420 

Figure 2: Sample of measured (solid) and predicted (dashed) time series of elevation 
•q for Run 2 of Mase and Kirby (1992). Measurements at h = 10cm, corresponding to 
analysis of dissipation rates below. 
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Figure 3: Measured (solid) and predicted (dash) significant wave heights for Run 2 of 
Mase and Kirby (1992). 

Third Moments, Mase & Kirby, Run 2 

Figure 4: Measured (solid) and predicted (dash) skewness (circles) and asymmetry 
(stars) for Run 2 of Mase and Kirby (1992). 
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Analysis of Data 

Having verified that the numerical model is capable of correct reproduction of 
second and third moment statistics in the evolution of a shoaling and breaking random 
wave train, we may now examine the results for energy dissipation in the model based 
on a direct analysis of the laboratory data. Figure 5 shows a short segment of the 
record of surface displacement T/(£) and dissipation Q,(t) at h = 10cm. Dissipation «(,(£) 
is computed directly from the measured data using (25). We compute the smoothed 
power spectrum of each of these quantities for the entire data run, according to the 
definitions 

5,(n)   = 

Scb{n)   = 

2A/ 

(!^|2) 
2A/ 

(26) 

(27) 

where ej,n is the Fourier transform of the dissipation term and where brackets here 
indicate ensemble averaging. Results for the Run 2 data at h = 10cm are shown in 
Figure 6. 

Figure 5: Time history of surface elevation and computed loss et,(t) for 9 seconds of 
Run 2, showing two strong breaking events at a 10cm depth. 

Returning to the schematic frequency domain model, we may rearrange the original 
model equation 

An,x + ••• = -anAn (28) 

into the form of an energy equation 

{\p9\An\2y/gh}   =-2s/ghan (^Pg\An\^j (29) 
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Figure 6: Power spectrum 5^(/) of surface displacement (lower trace) and Se(f) of 
energy loss (upper trace) for Mase and Kirby (1992) Run 2 data. 

The quantity in brackets on the left hand side of (29) represents the contribution to 
the wave energy flux from the ra'th frequency component, or Fn. The quantity on the 
right is the contribution to the loss of wave energy at that frequency, or ebn • Using 
the definitions of power spectral densities (26) and (27), we may write the dissipation 
coefficient in the form 

1 
pg^E   y/2EJ      S„(n) 

1/2 

(30) 

Results similar to those presented in Figure 6 may now be utilized to determine the 
form of an. Analysis of a number of data sets has indicated that the spectral tail 
of S^(f) tends to have an f~2 dependence on frequency after breaking is established. 
This is consistent with the notion that the wave form tends towards a sawtooth shape, 
with a vertical front face and a linear back slope. We note that this is somewhat 
simplistic representation of the waves, as it implies that the wavefield would have 
significant asymmetry and zero skewness, whereas the measured data exhibits a bal- 
ance between skewness and asymmetry in the inner surfzone. Nevertheless, the f~2 

dependence seems to characterize several of the data sets which have been examined 
extremely well. 

In contrast, Figure 6 shows that the dependence of Seb (/) on / is relatively weak, so 
that this quantity can be taken to be constant. This is consistent with the notion that 
the dissipation term has the character of a sequence of isolated, spike-like processes. 
Taken together, these results indicate that the dominant frequency dependence of an 

is given by 
an <x S^n)'1 (31) 
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and we may further infer that this dependence translates into a dependence on f2 in 
the inner surfzone. Figure 7 shows a sample distribution of a{f) as calculated from 
(30), together with a best quadratic fit to the calculated distribution. The fit is cen- 
tered fairly close to the frequency of the spectral peak at 1Hz, and the dependence of 
a on / is clearly quadratic towards higher frequencies. 

Figure 7: Sample «(/) deduced from data (according to (30)) together with a best 
quadratic fit. 

Effect of Choice F = 1 on Modelled Waves 

The results of the previous section strongly imply that a value of F — 0 should be 
chosen in the model (3)-(5). CGE have shown that the choice of F does not introduce 
a strong bias in the prediction of evolving power spectra. It appears that there is a 
preferred spectral shape that is obtained in shallow water, for which the reasons are 
still unclear. The effect of redistributing the loss differently across the spectrum serves 
mainly to enhance or suppress the nonlinear transfer of energy needed to maintain 
the target spectral shape. 

In particular, the choice F = 1 implies that the rate of energy loss is the same in 
all spectral components, which accounts for the entire pattern of overall energy loss 
in evolving waves (Mase and Kirby, 1992; Eldeberky and Battjes, 1996). However, if 
the dissipation term is chosen to account for all changes in spectral energy density, 
there is necessarily a parallel suppression of all nonlinear energy transfer across the 
spectrum during the breaking process. This loss of an active transfer should suppress 
the imaginary part of the bispectrum, and would be evidenced by a loss of front-to- 
back asymmetry in the wave form, or a loss of statistical asymmetry. CGE have shown 
the consequence of choosing F = 1 on the prediction of third moment statistics, which 
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are severely damaged. A more graphic example is provided by Liu (1990, see pages 55- 
57), who modelled the breaking decay of a periodic wave using a dissipation coefficient 
which was uniform across the modelled spectrum. The resulting wave crests in the 
surfzone clearly lose their asymmetry, which provides direct evidence that nonlinear 
energy transfer across the spectrum has been suppressed. 

In contrast, the choice F = 0 strongly concentrates dissipation at higher frequen- 
cies. As a result, there is necessarily a high rate of nonlinear transfer of energy across 
the spectrum from low to high frequencies, in oder to maintain the tail of the spec- 
trum. This accounts for the presence of a strong, negative asymmetry. This choice is 
much more sensible in light of our understanding of the nonlinear processes going on 
in this region, and agrees with a direct analysis of the behavior of a well-tested time 
domain model of the breaking process. 

Conclusions 

The results of this study indicate that dissipation due to wave breaking should 
be biased strongly towards higher frequencies in spectral calculations, and that an 
f2 dependence in the dissipation coefficent comes closest to matching the desired 
structure of the breaking terms using a simple functional dependence. This result 
supports the conclusions of Chen et al (1996) and is obtained by an entirely different 
route, being based on an anlysis of the frequency structure of the dissipation term in 
a time-domain wave evolution model. 

A much more comprehensive description of the results of this study is currently 
being prepared, and will consider the form of the dissipation coefficient in the outer 
surfzone as well as in the established inner surfzone. In particular, there is some 
indication that, in regions where the breaking events are infrequent, that there is a 
tendency for a„ to be slightly negative at frequencies below the wind wave peak. This 
result could be thought of as the effect of distributing a set of localized momentum 
sources in the domain. Each breaking wave event would impart a kick to the water 
column in the manner described by Rapp and Melville (1990). The irregular, widely- 
spaced-in-time nature of these kicks translates into a wave generating mechanism at 
low frequency, and could contribute to the growth of the low-frequency wave climate 
in the surfzone. 
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CHAPTER 90 

A HAMILTONIAN MODEL FOR NONLINEAR WATER WAVES 
AND ITS APPLICATIONS 

A.K. Otta1, M.W. Dingemans2, A.C. Radder3 

Abstract 

Evolution equations for nonlinear long waves are considered from an approxima- 
tion to the exact Hamiltonian (total energy) for the water waves. The approxima- 
tion which is used here has two distinct advantages over many other formulations 
which are commonly used for the same purpose. Further, a variation of these 
evolution equations is considered in order to incorporate higher-order nonlinear- 
ity. Numerical solutions of the evolution equations have been carried out for 
both the systems. Application of these models is illustrated in some practical 
cases. Comparisons between experimental measurements and computed results 
show that the model can be used for satisfactory prediction of nonlinear trans- 
formation of non-breaking waves over varying depth. Two features for further 
investigation are: (i) inclusion of both short-wave and long-wave nonlinearity so 
that the model can be used with uniform validity from deep to shallow water 
and (ii) modifications of the evolution equations so that they can be applied to 
propagation of breaking waves in a robust way. 

Introduction 

Commonly used nonlinear equations for propagation of water waves can be cat- 
egorised into two main groups: Stokes-type valid in deep water and Boussinesq- 
type valid for fairly long waves. Several modifications to classical Boussinesq 
equations have been presented in an attempt to increase the validity of the model 
equations with respect to frequency dispersion and varying depth (e.g., Madsen 
et ah, 1991; Dingemans & Merckelbach, 1996). In this article, we discuss an al- 
ternative approach based on an explicit Hamiltonian formulation (Radder, 1992) 
for modelling of nonlinear waves over varying depth. The explicit expression for 
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2Senior Researcher and corresponding author, Delft Hydraulics, P.O. Box 152, 8300 AD 

Emmeloord, The Netherlands 
3Senior Researcher,  Rijkswaterstaat-RIKZ, P.O. Box 20907, 2500 EX The Hague, The 

Netherlands 
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the kinetic energy in the form of a surface integral involving the free surface po- 
tential ip and the surface elevation ( is derived by using a conformal mapping in 
the complex plane. Therefore, the formulations are limited in a strict sense to 
unidirectional problems in the horizontal space. 

Formulations 

We use the symbols ((x,t) and <p(x,t) = $ {x,((x,t),t} to denote respectively 
the free surface elevation and potential where $ is the usual velocity potential. 
The evolution equations for ( and if follow the Hamiltonian structure (see, for 
example, Benjamin and Olver, 1982): 

<%_6n        dtp__8H 
dt ~ Sf    '     dt ~     6( [ } 

where 7i is the total energy (sum of potential and kinetic energy) of the water 
mass which reads as 

1 /*oo 1 roo /*£ 
n   =   -pg        (2dx + -p        dx       (V$ • V$)<fe 

£        J~oo Z     J—oo J—h 

-Pg(2dx + -p        dx\ll + (&)%>*» • (2) 
-OO    Z <U        J — OO 

The essential difficulty in deriving explicit evolution equations from (1) and (2) 
lies in the vertical integral or the Neumann operator of the potential $ in the 
expression for kinetic energy density. This is where different procedures differ 
in the way that the simplifications are made. Several of the more commonly 
known weakly nonlinear formulations (either of the Stokes or Boussinesq-like 
approximations) correspond to some of these variations. Recently, Craig and 
Groves (1994) have presented a comprehensive discussion of these variations. 

The basis for our approach is an explicit formulation of the Hamiltonian for 
two-dimensional water wave problems (unidirectional propagation) presented by 
Radder (1992). All details of the derivations are not included here. These may be 
found in Radder (1992), Otta and Dingemans (1994a) and Dingemans and Otta 
(1996). Radder has shown that an exact expression for the kinetic energy T as a 
function of the free-surface variables ( and if can be obtained in an explicit form 
using a conformal mapping, namely the Woods' transformation from the physical 
space (horizontal and vertical coordinates x and z) to (—oo < x < oOj 0 < f < 1). 
This expression for the kinetic energy in the \ space along the free surface (£ = 1) 
is given by 

where log is the natural logarithm and the variable \ is related to x along the 
free surface through 

dX~(   ^   W(-^~W (4) dx       \tan d/dxj \sm d/dx 
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The mapping (4) is valid exactly for arbitrary variation of depth h and surface 
elevation (. 

We need to inverse the Jacobian, given by (4), in order to express T in the 
physical space. It is, however, difficult to obtain an exact inversion. Consequently, 
we shall use an approximation to the exact Jacobian leading to an approximation 
of the Hamiltonian (Ha) in the physical space. A notable distinction of the 
method is that the positive definiteness of the kinetic energy density can be 
ensured for each approximation if one selects the inversion such that ~ > 0. 

The simplest approximation which accounts for long-wave nonlinearity (it is 
assumed that kh-ka is small) for moderately high waves is arrived at by dx/dx ^ t] 
where r\ is the total water depth (h + £). The resulting Hamiltonian Ha is 

— = o /     dxg(2 ~ —        dx        da;'^,,/log tanh-   / 
p Z J-oo lK J-oo        J-oo 4    Jx 

(5) 
{*' dx^_ 

V 

With regards to the approximate inversion we introduce the variable p such that 

dx      ,      , ,„, 
- = h + C (6) 

and the resulting evolution equations are 

dx'ipxi log tanh —   / 
-oo 4  \Jx 

d( 13/0°, T   /*' dr 
—   =   -— /     dx w log tanh-   /    — 
Ot 7TOX J-oo 4  \Jx       J] 

(7) 

*t - _^_j_r dx'f dx" ^^  fs) 
dt -   9C wU**J. ^sinh(f/;;'t)' 

() 

We note that for this approximation, positive definiteness is maintained as long 
as the total water depth {h+() remains greater than zero. This feature of positive 
definiteness is not guaranteed in the entire wave spectrum in many other approx- 
imate Hamiltonian system. Another significant advantage is that in the limiting 
case of infinitesimal waves the dispersion relationship of the evolution equations 
derived from (5) is identical to that from the classical linear wave theory over 
uniform depth. This has the positive consequence that linear propagation and 
shoaling are properly predicted for all free components over the entire wave spec- 
trum in transferring from deep to shallow water although nonlinear interactions 
of the short-wave type may suffer from the same limitation as when Boussinesq 
formulations are used. 

Higher-order Description 

The approximation (5) and the evolution equations derived therefrom do very well 
in reproducing long-wave nonlinearity as will be shown later. However, for better 
description of the form near the crests during wave steepening and propagation of 
higher waves, higher-order nonlinearity needs to be incorporated in the evolution 
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equations. Both short-wave and long-wave nonlinearity can be accounted for 
in the approximate Hamiltonian in a hierarchial way by seeking higher-order 
inversion to (4) than used in (6). This is, however, not very straightforward. 
Instead, we choose an intermediate appoach where the evolution equation for the 
surface elevation is obtained by replacing x by p in the exact expression for the 
kinetic energy; i.e., 

dm 1     f°° TT 
= ~   I       dp<Pp' log tanh J\P-P'\ 

TT J-oa 4 
(9) 

with ((x,t) = dm/dx in combination with the dynamic free surface boundary 
condition used directly for the free surface potential, i.e. 

1 {Ct + 9z(xf 
2   i + (G)2 

(10) 

Numerical Solution 

The evolution equations (7) and (8) are not convenient for direct numerical treat- 
ment due to the singular kernels and the double integral in the latter. The inte- 
grands are first regularised to make them more amenable for numerical solution. 
The modified equations (Otta & Dingemans, 1994a) are presented in the follow- 
ing: 

•K dx 
— TTVT] 

vt  =  -g(x 
d 

dx 

/oo 7r   r 
dx'X(x', s)logtanh —   / 

•oo 4   Jx 

1     fx 

— /     dx'vqCt 
W    J-oo 

(*' dx^ 

1 

where 

= ipx,        X(x',x) = v(x') ;     .V(x) . 
T,(X>)    (    ' 

(11) 

(12) 

(13) 

The equations, given by (11) and (12), are numerically solved using an predictor- 
corrector scheme, namely the Adams-Bashforth-Moulton method. The spatial 
discretization of the right hand sides of the equations is carried out using the sine- 
series approximation (Lund & Bowers, 1992). More about the characteristics and 
advantages of using the sine-series and the high order of accuracy of the numerical 
scheme used is described in a separate article under preparation. 

Certain advantages are gained by carrying out the numerical evaluation of the 
evolution equations, given by (9) and (10), in a uniformly spaced p-space. Using 
the sine approximation to express V(p') (V = <pp), i.e., 

V(p>) ]P  V/sinc 
/= — OO 

p -Pi 

Ap 
(14) 
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with I denoting the grid index and Ap the uniform interval between two consecu- 
tive grids in the p-space we obtain the discretised form of the evolution equation 
(9): 

~    =£V,J(|Z-j|;Ap) (15) 
3 ' 

where 

7(|/ - j\; Ap) = -- r dp' sine ^-=^ log tanh - \Pj - p'\ . (16) 
X J-oo Ap 4 

For a time-invariant value of Ap, the terms I(\l — j\; Ap)'s remain constant and 
need to be evaluated only once. We note, however, that the ^-coordinates corre- 
sponding to the fixed values of p grids are time-variant. The local evolution rates 
[(t(x,t), VtC^i^)] then need to be transferred to the constant p-grids through the 
relation 

dip, p    .    _    dip     dxp dip 

~dt{X '   '   ~   ~dt+~dTdx~ 
dip_     dx^dpdip_ .    . 

dt      dt dxdp {   ] 

where ip is used to denote either ( or ip and xp denotes the z-coordindate of a 
constant p-value. The value of xp itself is updated with time. 

Boundary Conditions 

The evolution equations (with the exception of (10)) described so far include an 
integral over the infinite span. This has its origin to our deliberate choice of ex- 
cluding the lateral boundary from the formulations in order that the Hamiltonian 
can be expressed as a function of £ and (p. With no further modifications, these 
evolution equations can be used to study an initial value problem. This means 
that the span in the z-interval for the numerical solution has to be much longer 
than the physical interval of interest with the consequence that the required 
computational time increases tremendously. This is, however, not necessary. 

Consider for example the evolution equation (9). We rewrite this equation as 

-^   =   - / ° dp<pp, log tanh - \p - p'\ + - /    dptpp, log tanh - \p - p'\ 
01 7T J-oo 4 •K Jpo 4 

+ -        dpc^ylogtanh--|p-p'| (18) 
IT Jpn 4 

where po and pn denote respectively the begin and end point of the computation 
interval. Though the intervals of the first and third integrals in (18) outside the 
computational interval are semi-infinite, the rapid decay of the function log tanh() 
appearing in the kernel of the integral allows reduction of the interval to usually a 
few (local) water depths without any loss of accuracy. We assume for simplicity 
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that the bottom stretches uniformly to the left of p0 and the right of pn. For 
generating incoming waves in the computational interval, we use an appropriate 
theory to translate the time record of surface elevation ((t) at a given location 
(say p0) to a space and time record for both ( and </? outside of the computational 
interval. In the simplest way this is done by using linear theory to specify the 
incident field in the offshore side. On the shallower part a sponge layer can 
be introduced to absorb the radiating waves. For this purpose the evolution 
equations are modified; i.e., 

<t = R((<,<P)-ti*)< (19) 

where R(((, <p) represents the unmodified part of the equation and /i(x) a damp- 
ing coefficient. In many cases, the introduction of a sponge layer over a rea- 
sonable length of the computational domain allows absorbtion of the radiating 
waves such that the third integral in (18) becomes non-significant. In a more 
general approach, a combination of the sponge layer and a Sommerfeld type of 
radiation condition can be implemented to specify the space and time record of 
( and ip outside of pn to compute the third integral in (18). Details of the types 
of boundary conditions and the procedures are described in Otta & Dingemans 
(1994b) and Dingemans & Otta (1996). 

Examples of Applications 

In this section we discuss the application of the models to some critical cases. 
An illustrative example is the study of the propagation of a solitary wave over a 
bottom of constant depth. The initial surface profile ((x, t = 0) and the potential 
<fi(x,t = 0) are specified from Tanaka's (1986) solution which may be considered 
exact. Fig. 1 shows that this profile changes considerably with a decrease in 
the crest height and the formation of a dispersive tail during the propagation 
according to (7) and (8). The change in crest height and the dispersive tail is 
much less prominent when the set of evolution equations with the higher order 
of nonlinearity is used. 

An example of practical interest is the propagation of waves over varying 
depth. To test the validity of our two models for such cases we consider an 
experimental setup (Fig. 2) as described in Luth et al. (1994) and used in 
Dingemans (1994). Transformation of an incident train of periodic waves is shown 
at different locations along the bar in Fig. 3. The incident waves are of mild 
amplitude such that they do not break over the bar. The computed profiles 
shown here are obtained by using (9) and (10). The nonlinear interactions on top 
of the bar (at location x = 13.5 m) and the propagation of the free waves behind 
the bar (location x = 19 m) are reproduced in a satisfactory manner. Though not 
shown here, results obtained from (7) and (8) for this case have been found to be 
be nearly as good with only slightly differences near the crest. In a previous study 
(Dingemans, 1994), the model based on (7) and (8) has been found to yield better 
agreement with experimental measurements than many Boussinesq-like models. 
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-0.05 

x/h 

Figure 1: Computed profiles of a solitary wave (initial height/depths 0.4) during 
propagation over a bottom of constant depth. Solid line: based on (9) and (10); 
dashed line: based on (7) and (8). 

Wave Breaking 

The evolution equations, given by (7) and (8) or by (9) and (10), are valid for 
waves which do not break. Wave-breaking is, however, of great practical signif- 
icance in coastal areas. In field conditions, wave breaking in shallow water is 
identified by overturning of the water surface and plunging on to itself (plunging 
breaker) or the formation of a thin jet near the crest that spills over (spilling 
breaker). There are several difficulties, both physical and numerical, in mod- 
elling this process of breaking reasonably. Although a proper description of the 
water motion in the neighbourhood of breaking is essential for some purposes, 
it is sufficient to incorporate the main effects of breaking in the post-breaking 
behaviour of wave propagations for many a problem. To incorporate this effect 
in weakly nonlinear equations two steps are essential. Since either overturning 
of the surface and the spilling jet may not be manifested in the model behaviour 
or the numerical limitations of an adopted scheme may not permit computa- 
tions advancing to the desired point, a criterion has to be used to indicate the 
incipience of breaking. Secondly, the evolution equations (derived originally for 
non-breaking waves) have to be modified so that the effects of wave-breaking 
{e.g., energy dissipation) are incorporated within the framework. 

Several criteria have been used in different models for the definition of the 
onset of breaking. For example, Schaffer et al. (1993) found it necessary to use a 



A HAMILTONIAN MODEL 1163 

1 4       6     7             11 

i       i                 i 1           i                           ! 
! 1 j 

I 

... 
- 

'           ' 
12.   14. 17. 21 . 

v{p) + / 
Jo 

0. (20) 

Figure 2: Geometry of the experimental setup. 

criterion of the maximum of the local surface slope reaching a value of 20° in their 
time-domain Boussinesq model to a mark the onset of breaking. We consider here 
a criterion which is based on the idea of the Jacobian of the conformal mapping 
dx/dx becoming zero. This condition has been mentioned for horizontal bottom 
by Dingemans and Radder (1991) using a first-order expression for the Jacobian 
including both short-wave and long-wave nonlinearity. For varying depth, the 
criterion reads as 

d[C{p + q)+C(p-q)}        f°°d[h(p + q) + h(p-g)} 

exp(wq) — 1 Jo exp(irq) + 1 

The criterion (20) has been found to be a good indicator of the onset of breaking 
for waves of symmetric permanent form and some cases of asymmetric forms be- 
fore plunging (Radder, 1995; personal communication) although a comprehensive 
analysis of the criterion for the onset of breaking in dynamical situations is still 
very much needed. 

During numerical experimentations with the model equations (7) and (8) we 
have observed that the condition (20) was never reached in the computed sur- 
face form while breaking did occur in reality. Though this observation is not 
completely surprising, it was difficult to predict a priori It is our conjecture 
that this is caused by the inadequacy in the representation of nonlinearity in the 
equations (7) and (8). This conjecture is in fact the primary motivation behind 
the set-up for a higher-order description. On application of the model, based on 
(9) and (10), the breaking criterion is met in several cases followed by numeri- 
cal instabilities. An example of such a computation is shown in Fig. 4 where a 
train of periodic waves is allowed to propagate onshore over a sea-bed profile near 
Egmond on the Dutch coast. In a preliminary approach to model post-breaking 
behaviour, we have considered modifying the surface elevation at each evolution 
step following two criteria: (a) the surface form remains within the limit of the 
breaker criterion and (b) the modification does not lead to a change in the mass 
balance. The effect is to reduce the crest height and the surface steepness with an 
associated dissipation of energy. This approach has shown some qualitative suc- 
cess in a limited number of cases, e.g., during the propagation of a solitary wave 
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meas. 
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Figure 3: Transformation of a train of periodic sine waves due to propagation over 
a bar (Fig. 2), Water depth= 40 cm (offshore), 10 cm (over the bar); Incident 
wave height= 2 cm, period= 2.02 s. 
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Figure 4: Propagation of a regular wave train towards the shore over the barred 
bathymetry near Egmond. Incident wave height= 1 m, period= 10 s. The bed 
profile is not shown to scale. Still-water depth at x = 0 is 11.4 m. 

on a slope. However, much remains to be done in the formulation of a proper 
beaking mechanism in the model and making the model practically applicable to 
breaking waves. 

Summary 

In the present article, we have discussed two sets of evolution equations. One 
set of evolution equations, given by (7) and (8), is derived from an approximate 
Hamiltonian with two important properties: the kinetic-energy density is guar- 
anteed to be positive definite for all wave heights across the entire wave spectrum 
as long as the local water depth is greater than zero and secondly the dispersion 
relationship in the limiting case of infinitesimal amplitude is exactly identical to 
that obtained from the classical linear theory of water waves. These two features 
are of great practical significance in ensuring stability of the model equations 
during propagations of an irregular train or of the generated higher harmonics 
and in representation of proper phase speed of all components. Numerical exper- 
iments with some critical test cases show that the model describes the nonlinear 
transformation during propagation of non-breaking waves over a varying depth 
satisfactorily. The performance of the model has been found to be superior to 
that of many Boussinesq-like models during an intercomparison study completed 
recently. We have experimented with including a higher-order nonlinear rep- 
resentation in the model equations. The experiments indicate that higher-order 
nonlinearity can improve the result of the Boussinesq-like approximations of fairly 
long, fairly low waves especially near the breaking point. However, a more sys- 
tematic approach is necessary than what has been here presented in order to 
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ensure stability and conservation of energy of the system. 
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CHAPTER 91 

THE ROLE OF WAVE-INDUCED SHEAR STRESSES 
IN THE MOMENTUM BALANCE EQUATIONS 

Francisco J. Rivero and Agustin S.-Arcilla*, M. ASCE 

ABSTRACT 

The wave-induced shear stresses, which result from the correlation between 
horizontal and vertical components of the oscillatory velocity after time- 
averaging the horizontal momentum balance equations, are shown in this paper 
to play an important role in vertical circulation analysis, having the same 
order of magnitude than other wave-induced (normal) stresses. The model 
of Rivero and Arcilla (1995) to calculate the wave-induced shear stress for a 
2DV situation, based on a mathematical identity that relates this stress to 
the wave-induced normal stresses and the oscillatory vorticity, is now extended 
to a general 3D flow. The consequences of neglecting the wave-induced shear 

stresses are shown to be an overprediction of the waves effect on the description 
of the vertical profiles of the mean (current) velocity. Theoretical examples of 
such effects are presented and discussed for some simplified situations (the 
undertow and longshore current vertical profiles). 

1. INTRODUCTION 

The correlations between horizontal (UJ) and vertical (w) components of 
the oscillatory (wave) motion, which appear explicitly in the time-averaged 
momentum balance equations as wave-induced (effective) shear stresses, have 
been shown to play an important role in the analysis of the vertical distribution 

* Associate professor and professor, Maritime Engineering Laboratory (LIM), 
Catalonia University of Technology (UPC), Campus Nord (modul D-l), Gran 
Capita s/n, 08034 Barcelona, Spain 

1168 



WAVE-INDUCED SHEAR STRESSES 1169 

of wave-induced currents (see e.g. Deigaard and Freds0e (1989), De Vriend 
and Kitou (1990), Stive and De Vriend (1994), and Rivero and Arcilla (1995), 
to mention some recent references). However, most circulation models have, 

until very recently, neglected the <UjW>-contribution (< > denotes the time- 

averaging operator over a wave period) by simply arguing that the two wave 
velocity components, Uj and w, are 90° out of phase. This result, which 
corresponds to periodic waves of permanent form, is not valid for real waves 
propagating over a sloping bottom and/or with energy dissipation (be it in the 
bottom boundary layer or in the free surface area for the roller of breaking 

The purpose of this paper is to present new formulations to calculate the 

wave-induced shear stresses < fijw >, based on mathematical identities that 
relate these stresses to other wave stresses (<UJUJ> and <w >), easier to 
calculate by any given wave theory (e.g. linear theory), and the vorticity of the 
oscillatory velocity, and to investigate the relevance of these stresses in vertical 
circulation analysis. 

The outline of the paper is as follows. Section 2 gives an overview of the 
model of Rivero and Arcilla (1995) to calculate the wave-induced shear stress 
<uw> in a 2DV situation. This model is extended in section 3 to a general 
3D flow, and its implication in the horizontal momentum balance equations 
are discussed in section 4. Theoretical examples on the role of wave-induced 
shear stresses in the description of the vertical circulation for some simplified 
situations are given in sections 5 (undertow profiles) and 6 (longshore current 
profiles). Finally, section 7 presents the summary and conclusions. 

2. WAVE-INDUCED SHEAR STRESS IN A 2DV FLOW 

For a 2DV situation (as that encountered in a wave flume), in which waves 
propagate along the x-direction and the z-axis is directed vertically upwards 
(Fig. 1), Rivero and Arcilla (1995) derived a mathematical identity which 
relates the wave-induced shear stress < uw > to other wave-induced stresses 
(< u2 > 
CJ = M - dw. 

dz       dx ' 

and  < wz >)  and to the  (scalar) vorticity of the oscillatory flow 

d      .. 1 
— <UW> = <WCJ> —- 
dz 2 dx 

<u2> - <w2> (1) 

where the oscillatory components of the velocity (u and w) are defined such 
that <u>=<w>= 0, and hence, <u>>= 0. 
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Waves 

MWL 

Z=Zb(x) 

Figure 1. Domain definition sketch -2DV situation- 
(after Rivero and Arcilla, 1995). 

Assuming irrotational flow (w = 0) and invoking linear wave theory to 
evaluate <u >, <w2> and the near-bed value of <{iw>, which is given by the 
kinematic boundary condition at the bottom z = Zf, (Putrevu and Svendsen, 
1993) —see Fig. 2—, the vertical distribution of <iiw>, after integration of 
Eq. (1), is found to be linear over depth: 

<uw> =  -G 
E_\   dd 
phj   dx dx 2° ph) {z ~ *b) (2) 

where d is the still-water depth, h is the mean water depth, E is the wave 
energy density, p is the fluid density, and G = 2fc/i/sinh(2fc/i). 

Waves 

Figure 2. Simplified model for the oscillatory wave motion near the bed. 
(after Rivero and Arcilla, 1995) 
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This general expression (2), using linear wave theory, has been applied 
to simplified situations and has been shown to coincide or degenerate into 
other existing formulations with comparable simplifying assumptions, viz. 
irrotational waves over a sloping bottom in the shallow-water approximation 
(De Vriend and Kitou, 1990), and surf-zone breaking waves over a horizontal 
bottom (Deigaard and Freds0e, 1989). 

Expression (2) has also been compared (Rivero and Arcilla, 1997) with 

experimental results for the vertical distribution of the wave-induced shear 
stress < uw > in shoaling waves within the framework of a research project 
{Dynamics of Beaches) funded by the EU —see Prinos et al. (1994) for details. 
Simultaneous time series of horizontal and vertical velocity components, and 
free surface elevation were measured at several stations along the wave flume 
and at several points within each station. Various regular and irregular wave 
conditions were generated with and without a submerged breakwater on a 1:15 
sloping beach (Rivero et al, 1996). The experimental results presented here 
correspond to the test without submerged breakwater under irregular wave 
action (Test E: Jonswap-type spectrum with 7 = 3.3, peak period Tp=2.50 s 
and significant wave height Hs=0.25 m in the deeper part of the wave flume, 
with water depth /i=3.06 m). Fig. 3 shows the measured values of <uw> at 
3 stations located in the shoaling zone, and the predicted <uw>-distribution 
with expression (2). As can be seen from this figure, both the sign (positive) 
and the trend (decreasing upwards) of the vertical distribution of < uw > is 
correctly predicted by the authors' model, as well as quantitavely. 

Figure 3. Comparison between experimental data (squares) and this model 

(Eq. 2) for the vertical distribution of the wave-induced shear stress <uw>. 

Test E: irregular waves, Jonswap-type, Hs=0.25 m, Tp=2.5 s. 
(after Rivero and Arcilla, 1997) 
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3. WAVE-INDUCED SHEAR STRESSES IN A 3D FLOW 

Explicit expressions for the vertical distribution of the wave-induced shear 
stresses (< iiw >, < vw >) in a 3D situation may be found from (2) in a 
horizontally rotated frame of reference, after assuming that the (irrotational) 
flow is essentially two-dimensional in the direction of wave propagation x' (see 

Fig. 4), and neglecting the curvature of wave rays: 

<uw> =   -2A 

'dA 

dd dd 
— cos  a + —— sin a cos a ]   — 
ox dy 

dx 
i        9 A  . 

cos  a + -7— sin a cos a 
dy {z - Zb) (3a) 

<vw> 
r. A 1 ^d   . dd  . 2 

-2A 1 TT~ sin a cos a -\ sin  a |   — 
, ox dy 

dA  . dA  . o    ,   , 
-—— sin a cos a + -7— sin  a     (z — zj,) 
dx dy ' 

(36) 

where A = ^G I A^ j is an energy-like magnitude. 

wave ray 

Figure 4. Domain definition sketch -3D situation- 
(after Rivero and Arcilla, 1997). 

A more general (differential) expression for < uw > and < vw >, from 
which their implication in the time-averaged momentum balance equations 
may be easily assessed, is given by the following straightforward mathematical 
identities that involve the oscillatory vorticity components, 

Wz 
dw 

dy 

dv 

dz 

du 

dz 

dw 

dx 
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and the continuity equation for the oscillatory velocity components, 

du     dv     dw 
dx     dy     dz 

d      __ 1 
—- <uw> = <wwv> —- 
dz I 

a   I    ~2 ~2 —- (<uz> - <wz> 
dx 

dv 
- <u—>        (4a) 

dy 

d     __ 1 
—- <VW> =    — <WWj> —- | (<v2> - <w2> 

- <V^> (4&) 

For an irrotational flow (uix — &>y = 0), these mathematical identities read: 

<uw> 
9^ 

—- <vw> = 
dz 

dx 
<fi2> <w2> 

—     <V^>  -  <W^> 

.dv 
dy 

_5u 
9a; 

(5a) 

(56) 

4. WAVE-INDUCED STRESSES IN THE HORIZONTAL 
MOMENTUM BALANCE EQUATIONS 

The "conventional" wave-induced stresses appearing in the time-averaged 
horizontal momentum balance equations (see e.g. Svendsen and Lorenz, 1989): 

X-direction —-   <u > - <wz>    + — <uv> +— <uw> 
dx V /      dy dz 

Y-direction —     <vz> -   ^"'Z~ „    i <v  > — <w  >    + —- <uv> +-— <vw> 
% V /      dx dz 

(6a) 

(66) 

would read, after invoking identities (4a- 

X-direction --«„-, ^   i / ^,~^ <WCOy> + K7f i <u  > - <w^> ) + <v—> 
.du 
dy 

Y-direction 
1 d  /   _o 9   \ _ <9v 

^vz^ — ^wz~      •    - <WWi> +„^-     <V   > - <W   >     + <U-~> 
Idy \ / dx 

(7a) 

(76) 
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and assuming irrotational flow (u)x = £ty = 0): 

,,   , . 1   9   /     .9 _0 
X-direction - —   <uz> - <wz> 

2ox \ 

Y-direction 

) + <v 
du 

dy 
> 

1   (9    /     _o ~ 9     \ ~ <?V 
--(<v2>~<w2>) + <u-> 

(8a) 

(86) 

The implication of taking into account the wave-induced shear stresses, 
<uw> and <vw>, as given by Eqs.(7a-b), or equivalent)//, Eqs.(8a-b) for an 
irrotational flow, with respect to the case in which those stresses are neglected 
from the conventional form of the time-averaged horizontal momentum balance 
equations (Eqs. 6a-b), are discussed in the following sections for some idealized 
situations. 

5. UNDERTOW VELOCITY PROFILES 

For normally incident waves (a=0) on a cilyndrical beach (dd/dy=0), the 
vertical distribution of mean shear stress < TXZ > (associated with viscous 
and/or turbulent effects) can be found from the time-averaged horizontal 
momentum balance equation in the cross-shore direction after assuming a given 

mean pressure distribution (usually, <p>z=<Ph> ~P <w >, where <Ph> is 
the mean hydrostatic pressure) —see e.g. (Svendsen, 1984) for the assumptions 

and motivation of this equation—: 

d_ ( <TXz> 
dz 

dU2        d<r,>       d_ 

dx dx dx 
<u2> <w2>) + — <uw>   (9) 

az 

where U(x, z) is the (undertow) mean velocity and <r)> (x) is the mean water 
level (set-up/set-down). Eq. (9) shows the vertical variation of the mean shear 

stress <TXZ> in the {x,z} vertical plane. 

As already mentioned before, the < uw > contribution has been, until 
very recently, neglected throughout the water column except in the bottom 
boundary layer, in which it led to the streaming solution (Longuet-Higgins, 
1953). The relevance of the <uw> contribution in the vertical distribution of 
<T~XZ> can be easily assessed after substitution of identity (1) into Eq. (9): 

d_ ( <TXZ> 

dz 

dU2      8<ri>    1 

dx dx       2 dx 
<u2> <w2> + <ww> (10) 
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Since the <ww> term will be, in general, unknown —it depends on the 
vertical distribution of the current velocity—, it may be set to zero as a first 
approximation, in which case Eq.  (10) would read: 

d  ('<TX7>\         dU2       d <f]>      1 
+ .9^ + dz \      n      I dx dx 2 

— (<uz> - <wz> 
ax 

(11) 

It may be, thus, seen that the <uw>-term first effect is to halve the normal 
wave stress contribution to <TXZ>- This would mean that unrealistic closure 
submodels for <TXZ> (i.e. eddy viscosity coefficient v% values) must be used to 
fit measured undertow profiles if the <uw> term is neglected in the momentum 
balance equation (9). It should be noticed that, although wave stress gradients 

are usually small compared to g ^ inside the surf zone (Svendsen and Lorenz, 
1989), that is not necessarily the case outside the breaker region or in the 
transition zone (Putrevu and Svendsen, 1993). This means that the < uw > 
contribution, and therefore the need to calculate it, is expected to be more 
significant in areas in which mean water level gradients do not dominate the 
momentum balance equation. 

6. LONGSHORE CURRENT VELOCITY PROFILES 

For obliquely incident waves (a / 0) on a cilyndrical beach (dd/dy=0), 
the vertical distribution of the mean shear stress < Tyz >, which may be 
related to the vertical gradients of the longshore current velocity V(x,z), can 
be found from the time-averaged horizontal momentum balance equation in the 
alongshore direction —see e.g. (Svendsen and Putrevu, f 994)—: 

d  /<Tyz>\ dUV  .   d     ..„.     .   d 
a   \ I   ~      a     + ^ <uv>+—<vw> (12) 
oz \     p     J dx       ox oz 

Upon substitution of identity  (4b)  with the  assumption of alongshore 
uniformity (d/dy=0), Eq. (12) may be written as 

d   [<TVZ>\ 8UV        __ „d 'yz- V 
<wwx> + <u—> (13) 

dz \     p     J dx ' dx 

If, as in the preceding section, the term involving the vorticity is 
disregarded, the governing equation for the vertical distribution of < Tyz > 
(13) would read 

0  f<ryz>\   _dUV+<_8v> (M) 

dz \     p     J dx dx 
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In this situation wave stresses are, in the absence of alongshore mean water 
level gradients, the dominant factors governing the vertical distribution of 

<Tyz>- Again, it may be noticed that the primary effect of the <vw> term, 
as given by Eq. (14), is to reduce (approximately, to halve) the contribution 

of wave stresses (< u§^ > versus jj- < uv >) in the vertical distribution of 
<Tyz>) with respect to the case in which the <vw> term is neglected in the 
original equation (12). This fact indicates that, for a given closure submodel 
of <TyZ>, the predicted curvature of the vertical profiles of longshore currents 
taking into account the <vw> term (Eq. 14) is smaller than the one predicted 
neglecting the <vw> term (in Eq. 12), which may help explaining the good fit 
of logarithmic functions to field measurements of the longshore current vertical 
profiles (see e.g. Thornton et al, 1995). 

7. CONCLUSIONS 

The  following general conclusions  may  be  drawn  from the  theoretical 
derivations presented in this paper: 

• New mathematical identities (4a-b) have been derived which express the 

wave-induced shear stresses (<uw> and <vw>) in a 3D flow in terms of other 
wave-induced stresses (<u >, <v >, <w > and <uv>), easier to calculate 
by any given wave theory, and the oscillatory vorticity (UJ). 

• In general, the implication of the wave-induced shear stresses (<uw> and 
< vw >) in the horizontal momentum balance equations is to approximately 
halve the contribution of other wave-induced stresses (<u >, <v >, <w > 
and < uv >) with respect to the case where horizontal-vertical correlations 

are neglected, which has been an otherwise common procedure in vertical 
circulation analysis. 
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CHAPTER 92 

NONLINEAR WAVE DYNAMICS IN THE SURF ZONE 

O. R. Serensen1, P. A. Madsen1 and H. A. Schaffer1 

Abstract 

In this paper we shall study and model various nonlinear interaction processes 
in the surf zone on the basis of a two-dimensional time-domain depth-integrated 
Boussinesq type model, which features the possibility of wave breaking and a 
moving boundary at the shoreline. Phenomena to be studied include breaking and 
runup of bicromatic wave groups on gentle slopes with emphasis on the evolution 
of surface elevations, the shoreline motion and the low frequency waves generated 
and released in the surf zone. The model results are compared with laboratory 
experiments by Mase (1994), and the agreement is generally found to be very 
good. Special details in the surf beats are investigated, e.g. the motion of the 
breaker line and of the shoreline, change of wave group modulation through the 
surf zone, and the sensitivity of surf beats to group frequency, modulation rate and 
bottom slope. 

1. Introduction 

Shoaling, breaking and runup of irregular wave trains in shallow water is a 
nonlinear process involving a number of complicated details. Triad interactions 
between harmonics in shallow water lead to substantial cross spectral energy 
transfer in relatively short distances, and during shoaling still more energy will be 
transferred into bound sub-harmonics and super-harmonics, which will travel 
phase locked to the primary wave train. 

In a number of situations, however, part of the energy may be released as 
free harmonics, e.g. during the passage over submerged bars or during the process 
of breaking. When wave breaking occurs,- the primary waves and their super- 

international Research Centre for Computational Hydrodynamics (ICCH).Located 
at the Danish Hydraulic Institute, Agern Alle 5, DK-2970 H0rsholm, Denmark 
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harmonics will start dissipating, and this will allow for a gradual release of the 
bound sub-harmonics and result in free long waves moving towards the shoreline 
from which they will be almost fully reflected. 

To some extent bound long waves will persist in the surf zone depending on 
the degree of groupiness in this region. The groupiness of the incident waves will 
generally be partially transmitted into the surf zone, and it may even be reversed 
if the higher waves in a wave group decay sufficiently during breaking to appear 
as the lower waves further inshore. 

The individual waves in a wave group will break at different depths, which 
will result in a horizontal oscillation of the breakpoint. The excursion of the 
breakpoint will depend on the groupiness of the incident waves, and while a linear 
sinusoidal motion can be expected for a weakly modulated bichromatic group, this 
is somewhat modified for a fully modulated group where the shoreward extreme 
of the breakpoint will in principle be at the shoreline. The motion of the 
breakpoint will result in large time-varying radiation stress gradients in the region 
of incipient breaking, and this will act as a local forcing of free long waves at the 
group frequency and its higher harmonics (Symonds et al (1982)). These will 
propagate in the onshore as well as in the offshore direction. Since the breakpoint 
forced long waves are basically due to variations of the starting point for the 
setup, the phenomenon is sometimes referred to as dynamic setup. 

The present paper concentrates on the investigations of nonlinear interaction 
processes in the surf zone using a time-domain Boussinesq type model, which 
resolves the primary wave motion as well as the long waves. A detailed 
description of the model can be found in Madsen et al. (1996), while a short 
description of the model is given in Chapter 2. In Chapter 3 the numerical model 
is verified with respect to the evolution of surface elevation and shoreline motion 
due to incident bicromatic wave trains. In Chapter 4 special details of the surf beat 
mechanism are investigated. 

2. Model Description 

The numerical model is based on a special type of depth-integrated equations 
derived by Madsen et al. (1991) and Madsen and S0rensen (1992) and 
incorporates enhanced linear dispersion characteristics and shoaling properties, 
which are important for an accurate representation of the nonlinear energy transfer 
(Madsen and Serensen, 1993). 

The inclusion of wave breaking is based on the surface roller concept for 
spilling breakers following the formulation by Schaffer et al. (1993). The effect of 
the roller on the wave motion is taken into account by excess momentum terms 
originating from a non-uniform velocity profile due to the presence of the roller. 
The excess momentum terms are a function of the roller thickness and the roller 
celerity. The instantaneous roller thickness at each point is determined based on a 
futher development of the heuristic, geometrical approach by Deigaard (1989). 
Breaking is predicted to occur when the local slope of the surface elevation 
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exceeds an initial critical value, tan</>B, using $B= 20 deg. During the transition 
from initial breaking to a bore-like stage in the inner surf zone, the critical angle 
is assumed to gradually change from <t>B to a smaller terminal angle, <j)0 which is 
taken to be 10 deg. The roller thickness is determined as the water above the 
tangent of slope tan</> and the resulting thickness is multiplied by a shape factor 
which is taken to 1.5. The roller celerity is determined interactively from the 
instantaneous wave field. The basic approximation is that the waves can locally be 
assumed to be regular and progressive. 

The moving boundary at the shoreline is treated numerically by replacing the 
solid beach by a permeable beach characterized by an extremely small porosity. 
This allows for the determination of wave motion in the swash zone and it 
provides a shoreline condition which like a natural beach tends to be reflective for 
waves of small steepness viz. the low frequency waves. Radiation of short and 
long period waves from the offshore boundary is allowed by use of absorbing 
sponge layers. 

Bottom friction is described by the classical quadratic friction law with a 
friction coefficient fw of 0.01. 

3. Evolution of Surface Elevations and Shoreline Motion 

In recent publications Mase (1994,1995) presented experimental results for 
shoaling, breaking and runup of various types of bichromatic wave trains on a 
gentle slope. Fig. 1 illustrates the experimental setup. The flume consists of a 10 
m horizontal section with a water depth of 0.47 m and a 12 m section with a con- 
stant impermeable 1/20 slope. Twelve wave gauges of capacitance type are instal- 
led at still water depths of 47, 35, 30, 25, 20, 17.5, 15, 12.5, 10, 7.5, 5 and 2.5 
cm, and they are denoted WG1 to WG12. Furthermore, a runup meter is placed 
at the shoreline. Mase considered a range of wave conditions. Here we shall 
concentrate on the case with the two primary frequencies fj = 0.95fm and f2 = 
1.05fm, where the mean frequency, fm was taken as 0.3, 0.4, 0.5, 0.6, 0.8, 1.0 
and 1.2 hz, and with the amplitudes aj = a2 = 0.025 m. 

WAVE PADDLE 

< > 

WAVE GAUGES 

WG1 WG12 

RUNUP 
METER 

10m 

Fig. 1 Sketch of physical wave flume (Mase, 1994) 
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The variation in mean frequency from 1.2 hz to 0.3 hz represents a 
significant change in wave conditions, which are listed in Table 1 in terms of 
h/L0, H0/Lo, and f, where L0 is the deep water wave length based on the mean 
frequency, H0 is an estimate of the deep water wave height and h is the water 
depth taken at the toe of the slope, f is the surf similarity parameter defined as the 
beach slope divided by the square root of the deep water wave steepness. Based on 
Galvin's (1968) classification of wave breaking, Battjes (1974) found that spilling 
breakers would occur for f < 0.5, while plunging would occur for 0.5 < f < 
3.3. Hence, the test cases considered by Mase (1994) cover both regimes, and this 
will lead to rather different spatial evolutions of wave energy during the shoaling 
and breaking process. A further analysis of the measurements shows that for 
decreasing values of the mean frequency, there is a gradual increase in the motion 
at the group frequency and a pronounced increase in the primary wave motion at 
the shoreline. 

Mean frequency h/L0 H0/L0 f Breaker type 
(hz) 

1.2 0.43 0.046 0.23 Spilling 
1.0 0.30 0.032 0.28 Spilling 
0.8 0.19 0.021 0.35 Spilling 
0.6 0.11 0.012 0.47 Spilling 
0.5 0.075 0.008 0.56 Plunging 
0.4 0.048 0.005 0.70 Plunging 
0.3 0.027 0.003 0.93 Plunging 

Table 1  Wave characteristics of test cases by Mase (1994) 

The wavemaker was controlled by a signal generated off-line using linear 
theory. Thus, advanced features as compensation for generation of spurious sub- 
harmonics and super-harmonics as well as active absorption of free waves reflec- 
ted from the slope were not included. Furthermore, the measured frequencies and 
amplitudes deviated slightly from the target. Altogether, this prevents us from 
modelling the exact experimental setup and consequently we have chosen to place 
the numerical model boundary at the position of the first wave gauge (WG1) i.e. 
at the toe of the sloping beach. The energy of the primary frequencies and their 
super-harmonics propagates mainly onshore while sub-harmonic energy will 
propagate offshore as well as onshore. Neglecting the low frequency part of the 
incident waves, we use the following procedure: The measured signal at WG1 is 
analysed by FFT, the low frequency motion is removed and the remaining signal 
is converted into a flux boundary condition using linear theory. At the position of 
WG1 the waves are generated internally and re-reflection from this boundary is 
avoided by using aim wide sponge layer offshore from the line of generation. In 
order to resolve the super-harmonics in shallow water a grid size of 0.02 m and 
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a time step of 0.01 s is used in the simulations. Numerical simulations have been 
performed for mean frequencies in the interval between 0.3 and 1.0 hz. The 
computed evolution of surface profiles and the resulting shoreline motion agree 
quite closely with the measurements, indicating that phenomena like dispersion, 
wave-wave interaction and dissipation due to breaking are well represented by the 
present model. As an illustration of this Fig. 2 shows for the case of fm = 0.3 hz 
the measured and computed time series of water surface elevations at locations 
WG8, WG10 and WG12 as well as the motion of the shoreline converted into 
vertical displacement. For clarity the measurements are shifted relative to the 
computational results by 0.08m in the figure. All cases were simulated with the 
same set of standard model parameters, and the quality of the agreement is very 
good for all values of fm. This is actually a bit surprising, considering the fact that 
the roller concept used in the breaker model is primarily suited for spilling type of 
wave breaking. 

The transient shoreline motion is shown in Fig. 3 for the mean frequency fm 
= 0.3, 0.6 and 1.0 hz. Again, the agreement between the present model and the 
measurements is very good. The different wave conditions, ranging from plunging 
type to spilling type wave breaking, can be seen clearly in the shoreline motion: 
For the lower mean frequencies the swash of the individual primary waves is quite 
distinct at the shoreline, while in the case of higher mean frequencies the group in- 
duced subharmonic motion dominates the swash oscillations. 

It appears that the type of shoreline motion is governed by the type of wave 
breaking and consequently the surf zone similarity parameter, f can be used as an 
indicator. Hence we can conclude that f can be used to characterize the type of 
shoreline motion, and that plunging/surging breakers result in individual swash, 
while spilling breakers result in low-frequency dominated shoreline motion. 

4. Investigations of Surf Beat 

Release of incident bound long waves as well as long-wave generation by a 
time-varying breakpoint result in a long wave emitted from the surf zone. The 
amplitude of this wave is a measure of the surf beat activity and it was studied in 
a series of laboratory experiments by Kostense (1994). The numerical model has 
been verified against the experimental data by Kostense and the comparison was 
most satisfactory. For more details see Madsen et al. (1996). Here we shall 
concentrate on special details of the surf beat mechanism. The following topics are 
adressed: Trajectories of surface rollers; the motion of the breaker line and of the 
shoreline; the change of wave group modulation through the surf zone; the 
sensitivity of surf beats to group frequency, modulation rate and bottom slope. 

For this investigation we shall concentrate on incident bichromatic wave 
groups which are effectively linear at the seaward boundary. This has the 
advantage that the determination of the amplitude of the outgoing free long waves 
due to the surf beat can be determined very accurately by simple means. The 
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displacement). 
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computed results by 0.08m. 



1184 COASTAL ENGINEERING 1996 

100 

100 

Fig 3 

40 60 
Time (s) 

Transient Shoreline motion (rjs, vertical displacement). 
Case WP2: fm=0.3 hz, 0.6 hz and 1.0 hz. 
  Present model 
  Experimental data by Mase (1994) 

100 

bathymetry used for this study consists of a horizontal part of 10 m with a depth 
of 1.2 m and a part with a constant sloping beach (various slopes are considered). 
The grid size, the time step and other model parameters are identical to those 

used in Chapter 3. Again, bichromatic wave trains are considered. The two 
primary frequencies are given by ft = fm+Af/2 and f2 = fm-Af/2, where the 
mean frequency fm = 0.60 hz and the group frequency, Af is varied in the range 
0.02-0.15 hz. The sum of the amplitudes is fixed (aj+a^O.08m) and two 
different initial modulation rates, a (=a2/aj) are considered. In all tests waves are 
generated inside the model domain and re-reflection from the offshore boundary 
is avoided by using a sponge layer seawards of the point of generation. 
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In the first test case the beach slope is hx=l/40, the still water shoreline is at 
x=58m, while two wave groups with a=0.2 and <r=1.0 are considered. As 
mentioned above, the sum of aj and a2 at the point of wave generation is constant 
which implies that the highest waves in each of the two wave groups are of equal 
size. Hence, we may expect that the outermost breakpoint position, xB outer will be 
almost the same for the two wave groups, while the innermost breakpoint, xB inner 
will be quite different as it is determined from the smallest waves in the wave 
group. This is confirmed by Figs 4a-b, which show the computed trajectories of 
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Fig. 4 Trajectories of surface rollers and shoreline motion. 
Group frequency, Af=0.02 hz. Bottom slope=l/40, fm=0.60 hz, 
fj^+Af/2, f2=fm-Af/2; a1+a2=0.080m; a) Modulation rate, 
a2/a1 = 1.0 b) Modulation rate, a^a^O.2 
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the surface rollers and the shoreline motion for a group frequency Af=0.02hz in 
which case the group motion is resolved by 30 mean periods. We notice that 
XB outer *s practically identical for the two modulation rates, while xB inner 
strongly depends on a. The breakpoint excursion between these two limits is seen 
to be well resolved by the number of rollers being detected and traced. The almost 
sinusoidal time-variation of xB for a=0.2 is significantly distorted as the 
modulation is increased to a=1.0, the reason being that xB(t2)=xB inner is delayed 
relative to xB(t1)=xB outer with half a group period plus the travelling time 

300 

200     220     240     260 

Time (s) 

280 300 

Fig 5 Trajectories of surface rollers and shoreline motion. 
Group frequency, Af=0.05 hz. Otherwise as Fig 4. 
a) Modulation rate, aj/a^l.O b) Modulation rate, a2/a1=0.2 
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neccessary for the lowest waves to cover the distance from xB outer to xB inner. 
This delay was also discussed by Symonds et al. (1982). In Figs. 5a-b the group 
frequency is increased to Af=0.05hz. Apparently, this leads to a small shoreward 
shift of xB outer and a seaward shift of xB inner leading to a minor reduction in the 
breakpoint excursion for both modulation rates. It turns out that this trend is 
amplified for increasing ratios of the group frequency to the mean frequency 
(Af/fm) and when this number is larger than say 1/3 the effective excursion 
produced by the model almost vanishes. 

The shoreline excursion in Figs 4 and 5 is seen to be dominated by low 
frequency motion while the individual bores almost vanish. The fully modulated 
case obviously results in the strongest motion, as would be expected from both 
second order theory for bound waves and from the theory of the generating 
mechanism due to breakpoint oscillations. The non-sinusoidal variation of the 
breakpoint position is also found in the breakpoint forcing and thereby in the surf 
beat motion. Thus, (in Figs 4a and 5a) the shape of the resulting shoreline motion 
indicates substantial energy on harmonics of the group frequency i.e. 2Af etc. 

The modulation of the wave groups changes slightly during the processes of 
shoaling and nonlinear interactions, but much more rapid variations can be 
expected in the surf zone. In numerical modelling this obviously depends on the 
type of breaker model applied and as an example the classical assumption of a 
saturated surf zone (with wave amplitudes proportional to the local water depth) 
leads to a vanishing modulation. Schaffer (1993), on the other hand, discussed the 
possibility of a reversion of modulation and such a reversion is indeed possible in 
the present model, because of the difference between the initial limiting breaker 
angle for non-breaking waves (20 deg) and the final breaker angle (10 deg) for 
waves already breaking. 

Fig. 6 shows high-pass filtered timeseries of computed surface elevations at 
three locations for the case of <r=0.2 and Af=0.05 hz. The high-pass filtering 
(f >2Af) makes it easier to spot the modulation of the primary waves without the 
influence of the low frequency motion. At x=49 m the highest waves have just 
started breaking and the modulation is similar to the input wave train. At x=50.8 
m the former highest waves (indicated by I) have been reduced by breaking and 
are now approximately of the same size as the former lowest waves (indicated by 
II). Hence the modulation has almost vanished at this location. At x=52 m a 
relatively strong reversion of modulation has occurred and the former highest 
waves are now the lowest waves in the wave group. A similar trend can actually 
be observed in Mase's (1994) fully modulated experimental data. We can therefore 
conclude that the reversion is not just an artifact of the numerical model. 

We shall now turn to an investigation of the surf beat sensitivity to group 
frequency, modulation rate and bottom slope. Emphasis is put on the amplitude of 
the resulting outgoing free long waves determined on the horizontal section 
seawards from the surf zone. Figs. 7 and 8 show the computed amplitudes versus 
the group frequency. In Fig. 7 the amplitude is shown for the bottom slope hx = 
1/40 and for the two modulation rates a = 0.2 and 1.0. Fig. 8 showns the 
amplitude for the case of full modulation (<r=1.0) and for the three bottom slopes 
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hx = 1/20, 1/30 and 1/40. The curves are seen to oscillate with the group 
frequency, a trend which is in qualitative agreement with the theory of Symonds 
et al. (1982), who showed the importance of the relative phase between the long 
waves reflected from the shoreline and the long waves directly generated in the 
seaward direction by the moving breakpoint mechanism. The computed values of 
Af, for which minimum response occurs, are much larger than the values 
predicted by Symonds et al. This trend is, on the other hand, supported by 
Kostense's (1984) measurements as well as by Schaffer's (1993) analytical work. 
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Fig 6 Time series of computed high-pass filtered (f >  2Af) surface 
elevations at three locations. Af=0.05 hz, a^a^O^. Otherwise as 
Fig 4. 
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It is therefore likely that the deviation from the prediction of Symonds et al. is due 
to their omission of the incident bound long waves. Fig. 8 shows that the values 
of Af, for which the amplitude of the outgoing long wave is minimum, increases 
for increasing values of the slope. The effect of the modulation rate is small. Fig. 
7 shows that when a is increased from 0.2 to 1.0 the local minima occur for 
slightly higher values of Af. 

From Figs 7 and 8 it is seen that the maximum amplitude of the outgoing free 
long wave increases significantly for increasing modulation rate while there only 
is a small increase of the amplitude for increasing values of the slope. The main 
reason for this trend can be related to the incoming bound long waves. Second 
order theory (valid on a horizontal bottom) predicts that the long waves bound to 
the incoming wave groups will be proportional to the product of a} and a2, which 
indicates a scaling of o/(l+a)2 i.e. they will be almost twice as large with <r=1.0 
as compared to a=0.2. Another obvious trend is that the local maxima decrease 
for increasing group frequencies. This is connected with the overall decrease in 
thereflection from the shoreline. When fm/Af is decreased one will expect that the 
individual rollers connected with the short waves will have a dissipative effect on 
the long waves. However, the numerical treatment at the shoreline can also been 
shown to be increasingly dissipative for higher group frequencies. Further 
investigation is needed in order to quantify the reliability of the numerical model 
in this regime. A more detailed discussion of these results is given by Madsen et 
al (1996). 

0.008 

0.05 0.1 

Group frequency (1/s) 

0.15 

Fig 7 Amplitude of outgoing free long wave as a function of modulation 
and group frequency. Bottom slope, 1^=1/40. 
1: a2/a1 = 1.0;  2: a2/a1=0.2 
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Fig 8 Amplitude of outgoing free long wave as a function of group 
frequency. Full modulation (aql&^ = 1.0). 
1: hx=l/20;  2: hx=l/30;  3: hx=l/40 

Related and future research 

This work is part of an extensive research effort at ICCH within the field of 
Boussinesq-type modelling. Concurrently with the present applications to strictly 
cross-shore motion, the investigation of situations in two horizontal dimensions as 
presented at the 24th ICCE (Sorensen et al. 1994) is continued. Improvements, 
e.g. with regard to the celerity of the surface roller as well as comparison with 
laboratory experiments on nearshore circulations are in progress. For applications 
in one as well as in two horizontal dimensions the main discrepancy between 
measurements and computation of e.g. the wave height variation appears to be the 
nonlinear shoaling close to the breakpoint rather than the following decay in the 
surf zone. This is one of the reasons for pursuing a higher order Boussinesq model 
as also presented at this conference (Madsen et al. 1996). In the near future the 
breaking model will be coupled with this higher order model. This will provide a 
tool for studying waves and current in a region extending from quite deep water 
and all the way to the shoreline. Related developments accounting explicitly for 
waves on ambient currents is also documented at this conference (Chen et al. 
1996). 
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CHAPTER 93 

A Boussinesq breaking wave model with 
vorticity 

I. A. Svendsen, Ke Yu, and J. Veeramony1 

ABSTRACT: The paper describes a breaking wave model based on the 
classical assumptions for long, moderately nonlinear Boussinesq waves. 
It is shown that wave breaking can be described by accounting for the 
effect of vorticity generated by the breaking process. This leads to two 
additional terms in the momentum equation, both of which represent the 
enhancement of the momentum flux associated with the extra particle 
velocities found at and around the turbulent front of the breaking waves. 
In addition to the wave height decay and profile deformation predicted by 
earlier breaker models, the present model also provides information about 
particle velocity profiles including the undertow. Comparisons are made 
to measurements for these quantities. The similarities and differences 
between various breaker models are also examined and explained. 

1. Introduction 

The present paper presents a Boussinesq wave model that includes the effects 
of wave breaking in the equation of continuity and momentum. 

The process of wave breaking has been widely studied during particularly 
the past two decades. For a long time, almost all detailed information came 
from experimental investigations but the success of the Boussinesq approach in 
modelling nearshore wave motion has also lead to Boussinesq models that, by 
various means, create the decrease in wave height and the transformation of the 
wave shape observed during breaking in the surf-zone on a gently sloping beach. 

Since breaking involves strong energy dissipation, it was natural as a first 
approach to heuristically add a "dissipation term", usually taking the form of 
the double derivative of the unknown variable to the momentum equation. Early 
examples are Zelt (1991), Karambas et al (1992) and more have followed. If the 
coefficient for the dissipation term is chosen carefully as in Wei et al (1995), 
such models can give breaker like wave development. The reason for this will be 
discussed later. 

However, the Boussinesq wave models are developed from the fundamental 
equations of hydrodynamics. In the case of wave breaking this would mean the 

1Center for Applied Coastal Research, Ocean Engineering Lab, University of Delaware, 
Newark, DE 19716, USA. Correspondence e-mail: ias@coastal.udel.edu 

1192 



BOUSSINESQ BREAKING WAVE MODEL 1193 

Reynolds equations, in which the Reynolds stresses represent the only signature 
of the turbulence generated by breaking. Following the usual procedure, one 
finds (if the Reynolds stresses, as a reasonable approach, are modelled by means 
of an eddy viscosity) that the "dissipation term" of the assumed d2/dx2-{ovm 
originates from the turbulent normal stresses, which are small (see eg. Stive 
and Wind, 1982) and are very far from modelling the dramatic changes in the 
momentum flux typical of wave breaking. 

An approach closer to meet that goal was used by Brocchini et al (1992) 
and, in more explicit form, by Schaffer et al (1992, 1993). They observed the 
importance the roller of a mature breaking wave has in enhancing the momentum 
flux of the wave. The roller essentially is the volume of recirculating water flow 
carried forward in the turbulent front at the speed c of the wave. The concept 
was first used by Svendsen (1984a,b) in the wave averaged equations to calculate 
wave height decay, set-up and undertow. The two above mentioned models 
essentially introduced that concept into the Boussinesq equations, and, though 
there are limitations, the results are remarkably convincing, as they should be 
because the models give an approximate representation of the actual physics. In 
addition, such models only represent a moderate extension of the computational 
work relative to Boussinesq models for non-breaking waves. 

Because of the heuristically assumed form of the velocity profiles, these mod- 
els cannot be expected to provide detailed information about the particle motion 
in the breaking wave motion, including the undertow. The model presented in 
the following is aiming at including such information by avoiding apriori as- 
sumptions about the velocity profiles. This means it is necessary to include in 
the model the vorticity generated by the breaking, which is an important fea- 
ture of breaking waves: the motion is not irrotational as assumed in traditional 
Boussinesq theory. 

The model is therefore formulated in terms of a stream function and the 
vorticity is an additional unknown which is determined separately by solving 
the vorticity transport equation. The model equations are outlined in section 2 
and section 3 gives additional discussion about particularly the boundary con- 
ditions for the vorticity. In section 4 we show a comparison with measurements 
including particle velocities and undertow. The last section gives a comparison 
with previous models mentioned above which explains why all these models seem 
equally successful in predicting the wave height and wave profile development. 

2. Outline of model equations 

The governing equations are derived from the basic equations for conserva- 
tion of mass and momentum. Only a brief outline is given here, for more details 
see Yu & Svendsen, 1995. We consider a breaking wave propagating over a gen- 
tly sloping bottom topography of depth h0(x). Fig 1 shows the definitions of all 
geometrical quantities used. Then the depth integrated equations of continuity 
and momentum becomes 

l + ? = » a) at      ox 

where 

/ 
udz (2) 

—ho 
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ho 

Figure 1: Definition sketch showing the geometrical quantities. 
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where rj, and rs are the bottom and surface stresses, respectively. In (3) the 
pressure term has been eliminated using the depth integrated vertical component 
of the momentum equation. 

To evaluate the integrals in (3) the velocity u must be determined. In break- 
ing waves the flow cannot be assumed irrotational. However the stream function 
i\> for the flow satisfies the equation 

VV = w (4) 

where u is the vorticity which must be determined separately. Equation (4) is 
solved by introducing the usual assumptions of Boussinesq wave theory that the 
water depth to wave length ratio fi and wave amplitude to water depth ratio S 
are small and 8//j,2 are 0(1). The stream function ifi can then be expanded in a 
power series 

1p - J2 {z + hof 4>n{x,t) (5) 

Substituting this into (4) and solving it turns out to be convenient to dis- 
tinguish between the rotational and the irrotational part of the solution. Hence 
for the velocity we define ur and up respectively and find 

= Mo - A*2 (z + h0) (2hxu0x + hxxu0) - — (z + h0f u0xx + O (/x4) (6) 
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ur -  I     codz - fi2 /      /      /     u>xxdzdz + 0 (fi4, fi2hx, u2hxx)        (7) 
J-ho J-h0 J-h0 J-ho x ' 

Though UJ is assumed large, the uixx terms in (7) turn out to contribute little 
to the solution. The wr-terms represent the additional terms generated by the 
presence of vorticity. We further define the discharge Qr as 

Qr = I     urdz (8) 
J-ho 

f< 

-ho 

which implies that Q = Qp + Qr. 

When these results are substituted into the integrals of (3) these integrals 
can be written 

fc ..3J.    Q
2 

I    u2dz = ^- + AM (9) 
J—ho O, 

/(        r)3      K   t' h3 (G\ h2 

ft „a. /    /     udzdzdz = — ( — )      - -^-Qxxt + APxxt (10) 
•ho  ox2at Jz J-ho o  \hJxxt      2 

where d = h0 + ( and again the AM and APxxt represent the contributions 
caused by the breaking. For AM and APxxt we get 

AM = f   u2
rdz - 0^ + O (n4) (11) 

J—ho d ' 

rC    it   rz (h + () , N 
AP=- /     /       urdzdzdz + V '   Qr. + O (S, ft2, hx) (12) 

J—h   Jz      J—h O ^ ' 

The Boussinesq equations for the breaking waves therefore become 

(t + Q* = 0 (13) 

Q2\       . .,      h3 (Q\ h2 

-%-    + AMT. + — (-?•       - —( Qt + g(h0 + ()(x+\^j   +AMx + j[^j   ^-—Qxxt + APxxt = Q  (14) 

The two unknowns in these equations are the surface variation ( and the 
total instantaneous volume flux Q in the waves. The vorticity u is determined 
from the vorticity transport equation, which to the same order of approximation 
as (14) reads 

UJt = [utLOz]z + 0(fi2,S) (15) 

where vt is the eddy viscosity. This is solved using the boundary conditions 

co{-h)=Q (16) 

w(C) = us (17) 

Here LOS is the maximum value of ui generated near the surface due to the wave 
breaking. 
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3. Discussion of boundary conditions for the vorticity 

The bottom boundary condition of zero vorticity is consistent with the gen- 
eral neglection of the bottom friction in the model. 

At the free surface we can expect that the vorticity will be zero along the 
part of the surface which is outside the roller area. 

In the roller region, the free surface vorticity will also be near zero. However, 
strong vorticity is generated inside the recirculating roller flow. Measurements 
in that region of breaking are not yet available for surf-zone conditions, but 
measurements have been made in weak hydraulic jumps (see Lin & Rockwell, 
1994). The flow patterns in all such jumps will of course differ somewhat from 
breaking waves, in particular far away from the turbulent roller region. Around 
the roller region, however, the flows in a hydraulic jump and a surf-zone wave 
are very similar indeed with the same local mechanisms dominating. Hence the 
measurements around the roller in a hydraulic jump can be expected to model 
the equivalent conditions in a surf-zone wave well. 

There are a number of flow features that play an important role in assessing 
the vorticity in this region. Considering a vertical section through a point in 
the roller, one of the dominating features observed in such measurements is 
the increase in vorticity to a maximum which always occurs at or below the so 
called dividing streamline, which is the streamline limiting the roller. Above that 
streamline, the average flow recirculates, below it continues to the downstream. 
At the toe of the turbulent region, the dividing streamline joins the surface 
streamline ahead of the jump. 

In this region, we can approximate the vorticity w by 

du .„   . 
w ~ — (18) 

oz 

and hence we notice that 
vtu> ~ — (19) 

P 

Hence the specification of vt and LOS is equivalent to the specification of the shear 
stress at the lower edge of the dividing streamline used in some breaker models 
(see eg. Brocchini et al, 1991 or Schaffer et al, 1992). The advantage of the 
present method, however is that through the solution of the vorticity transport 
equation, it explicitly models the mechanisms for the effect such a shear stress 
has on the entire flow, a problem previous models do not address at all. 

In spite of the limited knowledge we have about the value of w and ut, there 
are some very specific bounds on how these parameters vary. One such bound is 
given by (19). Fig 2 shows an analysis of the maximum shear stress which occurs 
at or just below the dividing streamline in three different hydraulic jumps with 
Froude numbers F = 1.28, 1.44, and 1.60. Here lT is the length of the roller. 
We see that in all three cases, r/pu\ (where u0 is the inflow velocity) varies the 
same way over the length of the roller. 

Another set of bounds for ui near the surface are related to the flow conditions 
at the toe of the roller. As indicated in Fig 3 in the immediate neighborhood of 
the toe, the free surface and the dividing streamline can both be approximated 
by straight lines so that the roller height e in that region increases linearly with 
distance xt from the toe (xt — % — xtoe). Since the particle velocity in the wave 
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at the surface of the roller is ~ c and at the dividing streamline is u <C c (where 
u is close to the velocity in the wave trough) the vorticity u> must vary as 

w w —!— (20) 
e 

For dynamic reasons, however, we must also have in that region 

r oc pge oc a;( (21) 

which according to (19) implies that near the toe 

Vt fa — oc e2 fa x2
t (22) 

pu> v    ' 

Based on the geometry, combined with (19) and measurements of r and e, 
we find that ut rapidly increases to a maximum value and then decays slowly to 
near zero before the next breaker arrives. 

Based on this information we are able to construct a realistic variation of vt 
and w,. We have used 

U.=A(\-J\ 0<xt<lr (23) 

where lr is the horizontal length of the roller from the toe to the wave crest, which 
for dynamic reason must be the rear edge of the roller2. For vt the relationship 
is 

vx = Ch^fihe-^2' tanh2(az4) (24) 

Though the formulation used in the computations shown in the following are 
slightly more complicated, the expressions above are similar in effect to those 
used. 

When the boundary condition (17) is applied at z = ( we get the u> vari- 
ation shown in Fig 4. Between the z — f and the instantaneous MWS it is 
assumed that u varies linearly from ws to zero at the surface. The hydraulic 
jump measurements indicate that this is a good approximation to the actual 
variation. 

4. Comparison with experiments 

Examples of comparisons with experimental results are shown in the follow- 
ing. The experiments used were obtained by Okayasu and analyzed by Cox et 
al (1995). Waves were generated in the Precision Wave Tank (PWT) at the 
Center for Applied Coastal Research at a depth of 0.40m and propagated onto 
a 1 : 35 sloping beach. The measurements were taken at 6 different locations 
of which some were in the surf-zone. Because a laser-doppler velocimeter was 
used to measure the velocities, the measurements could only be taken up to a 
point slightly above the trough level of these waves. Inside the surf-zone, bubble 
entrainment due to breaking also restricted the measurements. 

Figure 5 shows a picture of the model simulations of the waves in the tank 
at two fixed times. The full line shows the solution of (13) and (14), the dotted 
line shows the wave transformation without the breaker terms in the equations. 

2The rapid fluctuations of the toe position imply that at the turbulent averaged mean 
position of the toe it has a small but finite thickness (Brocchini and Peregrine, 1996). This 
justifies the finite value of w, at the toe in (23) 
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Figure 4: The variation of ui(x, z) for a wave which has started breaking. Above 
the MWL, u> varies linearly from the value at the MWL to zero at the MWS. 

A comparison with the measured and computed wave heights during the 
experiment is shown in Fig 6. This figure also shows the measuring positions of 
the experiment. It turns out that the increase in wave height due to shoaling is 
slightly underpredicted by the model. In the shown calculation, this has been 
adjusted for by increasing the input wave height at the left boundary so that 
the breaker height in this comparison is the same as the measurements. This 
makes the comparison of the model performance in the surf-zone more relevant. 

The underprediction of the shoaling process turns out to be a common fea- 
ture of the ( — Q version of the Boussinesq equations used as the basic Boussinesq 
model. For comparison we find that if a Boussinesq model based on the depth 
averaged particle velocity is used, the shoaling is overpredicted slightly. The 
reason for these inaccuracies and for the difference between the two types of 
Boussinesq models is that they are both lowest order Boussinesq methods in 
which terms 0(S2,S3, ...) have been omitted. When waves approach breaking, 
these terms become large enough to influence the solution. The difference be- 
tween the two model versions appear because the neglected higher-order terms 
are different in the two versions. Hence, these deficiencies can be eliminated by 
use of a higher order Boussinesq model (see Wei et al, 1995). 

Figure 7 shows a comparison between measured and computed velocity pro- 
files at position L5 which is well into the surf-zone. We see that the agreement 
is generally acceptable, though it is evident that the lack of measurements near 
the wave crest makes this comparison less valuable. 
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Since the effects of turbulence generated by the breaking is included in the 
model predictions, the average velocity over a wave period should also predict 
the undertow profiles, which represent a balance in which the shear stresses play 
a role. Figure 8 shows a comparison between the computed and measured un- 
dertow velocities at the 6 measurement positions. Again the agreement is quite 
good. It is interesting to notice that both measurements and model predictions 
pick up the principal difference between the undertow under non-breaking waves 
(parts (A) and (B) in the figure) and breaking waves (parts C-F). Since we have 
neglected the bottom shear stress, the model predicts a slip velocity at the bot- 
tom. It is clear that in the measurements, the effect of the bottom boundary 
layer is also limited to very close to the bottom. 

5. Discussion and comparison with other models 

In (13) and (14) the breaker terms are relatively small and it is of interest 
to see how the strong process of breaking can be properly modelled by adding 
such seemingly weak modifications. 

When solving (13) and (14) the values obtained for Q are actually changed 
quite substantially. To see this we note that over most of the surf-zone the waves 
are only changing very slowly. Hence for a given value of ( we have 

Q~c( (25) 

which is valid for waves of permanent form with no net mass flux, whether the 
waves are breaking or not. Therefore, when the wave shape ( is modified due to 
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the breaking, so is Q. 

Even more pronounced is the change in velocity profiles caused by the break- 
ing process. Since QT represents a substantial increase in volume flux which is 
mainly concentrated near the surface it appears that for a given Q the velocity 
near the bottom must be similarly reduced. This is probably the most signif- 
icant effect the wave breaking has on the bottom conditions and as the above 
arguments illustrate, it occurs for simple kinematic reasons3. 

It is also illustrative to examine why several, seemingly quite different, Boussi- 
nesq models for breaking waves appear to be comparably good at predicting the 
wave height decay and surface profile development of breaking waves. In partic- 
ular, three models show the reduction in wave height and change in skewness of 
the wave profile towards a sawtooth shape that are typical features of mature 
surf-zone breakers. The three models in question are the model by Wei & Kirby 
(1995) which is based on a dissipative term with an eddy viscosity, the model 
by Schaffer et al (1992) in which the breaking effect is generated by including a 
surface roller in the model and the present model in which breaking is modelled 
by taking into account the rotational part of the water motion. 

To understand why three so different approaches apparently produce similar 
effects on the wave profiles, we only need to realize that in the Boussinesq 

3Another effect of the breaking is the change in the wave profile shape and hence the 
temporal variation of the pressure gradient and velocities. A third is the added turbulence 
level even at the bottom. 
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momentum equation the three models produce almost identical signature of the 
breaking: the present model and Schaffer et al's model both include two and 
one terms, respectively, that represent enhancement of the momentum flux. In 
both models, the (%, t) variation of these terms are approximately the same as 
shown in Fig 9 (a) and (b). It turns out that, in particular, the position of 
this momentum enhancement relative to the wave crest is crucial for obtaining 
the breaking effect. It furthermore appears that in the Wei & Kirby model, the 
variation of the eddy viscosity has, on a heuristic basis, been chosen so that the 
"dissipative-term" it creates, in spite of its lack of physical justification, gives an 
almost identical contribution to the momentum equation. In other words: the 
Boussinesq equations respond equally to terms that represent the appropriate 
momentum enhancement, no matter which method are used to determine their 
variation and magnitude. 
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Figure 9: The variation of the terms in the momentum equation which induces 
breaking, for the three different models discussed in section 5. 
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6. Conclusions. 

The Boussinesq model represents breaking by including the vorticity gen- 
erated by the breaking. This gives raise to additional terms in the momentum 
equation which represent the enhanced momentum flux associated with the very 
large particle velocities at and near the turbulent front of the breaker. The 
model is based entirely on the Reynold's equations and no artificial dissipation 
terms are included. It also predicts particle velocities including undertow quite 
accurately. 
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CHAPTER 94 

ROLLER CONTRIBUTIONS AS INFERRED FROM INVERSE MODELLING 
TECHNIQUES 

'D.J.R. Walstra, G.P. Mocke, F. Smit 
Environmentek, CSIR, PO Box 320, Stellenbosch 7600, South Africa 

ABSTRACT 
Two independent approaches are discussed whereby inverse modelling is employed 
as a means of better quantifying roller contributions in the near shore. A so-called 
integral approach utilizes a coupling between the extended wave energy and 
momentum balance equations to make inferences regarding roller properties based on 
wave height and set up measurements. In a somewhat more indirect inverse modelling 
approach, as first discussed in Mocke et al. (1994), the roller properties are obtained 
from predicted vertical distributions of internal flow properties such as turbulent 
kinetic energy, suspended sediment concentrations and undertow velocities which are 
optimally fitted against measured profiles. An intercomparison between the two 
approaches is made to get an indication of the validity of the applied theories and 
inverse modelling techniques. The integral approach further serves to evaluate a new 
conceptual model for dissipation due to wave breaking 

1. INTRODUCTION 
Nearshore circulation modelling in wave-dominated environments requires accurate 
quantification of both wave height and mean water levels across the surf zone. 
Although attempts at modelling wave height have been relatively successful (Battjes 
and Janssen, 1978) little progress has been achieved in arriving at a reliable prediction 
of mean water levels across the surf zone. This is particularly the case for the so-called 
transition zone immediately following breaking, an area characterized by significant 
wave height decay whereas the water level remains more or less constant. The 
observation (Nadaoka and Kondoh, 1982) that the seawards directed return flow or 
undertow, the primary mechanism for cross-shore sediment transport, attains 
maximum strength some distance landwards of the breakpoint reinforces the necessity 
to better quantify this lag effect. 

Present address: Delft Hydraulics, P O Box 177, 2600 MH Delft, The Netherlands. 
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Svendsen(1984) incorporated additional contributions of mass and momentum to 
account for the presence of the aerated water body or "roller" at the water surface in 
the surf zone. It was however only with later models such as those of Roelvink and 
Stive(1989) and Nairn et al(1990) that attempts were made to model the extent of the 
transition zone and the spatial evolution of the roller. These models incorporated a lag 
between the production and dissipation of turbulent kinetic energy (TKE) arising from 
the breaking process. More recently, Dally and Brown(1995) propose an empirical 
roller model wherein the transition zone arises from the interval in time required for 
roller creation. 

2. INVERSE MODELLING APPROACHES 

2.1 System of Equations 
Integral Properties 
The wave energy balance according to Battjes and Janssen (1978) is used to describe 
the wave height distribution across the surf zone. Only waves travelling perpendicular 
towards the coast are considered. The wave energy balance is written as: 

dFx —- = -D (1) 

Where Fx is the onshore energy flux per unit width and Dw is the time averaged energy 
dissipation in a breaking wave (LeMehaute, 1962). 

With the assumption that breaking waves are modelled as bores travelling towards the 
coast with the wave celerity (c). Nairn et al. (1990) propose the following equation: 

dE c        dE„c 
—OS. + —£- + x c = 0 (2) 

dx dx 

where ER denotes the kinetic energy of the roller and xs is the shearstress in the 
nearsurface. The result given in Deigaard and Fredsoe (1989) that the dissipation 
originates from the work done by the shear stress due to the roller acting on the fluid 
right below it is included in the third term of Equation 2 (i.e. DR= tsc). 

The properties of the roller are described according to Svendsen (1984): 

ER = tfl = pA£l = M£ (3) 
R L 2L       2T 

For the derivation of the dissipation in the roller, DR, the findings of Deigaard and 
Fredsoe (1989) are used again to relate the shear stress exerted by the roller onto the 
underlying wave to this dissipation. The shear stress is derived under the assumption 
that the position of the roller does not change relative to the underlying wave. This 
implies that the shear stress induced by the roller should balance the downward force 
exerted on the roller due to gravity. DR is then written as: 
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DR = v = pP£-c = ppg- (4) 

In which A is the cross-sectional area of the roller, 7 is the wave period, /3 is the slope 
of the wave front, and L is the wave length. 

Incorporating a contribution due to the wave roller the time averaged momentum 
equation reads: 

'& -ife +Mr + pgh^ = 0 (5) 
c       2)  dx dx 

De Vriend and Kitou (1990) presented an analysis in which for the case of spatially 
varying waves on a sloping bottom the orbital velocity moments were derived. Based 
on these results Stive and De Vriend (1994) derived an expression for the vertical 
shear stress distribution in case of a sloping bottom and wave breaking dissipation. 
At the water surface this expression reads: 

1 dE c 
t, = -!-f± - MR (6) 

c   ox 

The second term on the right-hand side has to be interpreted as the time averaged 
gradient of momentum in the roller. Using the roller concept (Equations 3 and 4) MR 

can be written in terms of the kinetic energy of the roller which yields: 
dER 

By inserting Equation 7 into Equation 6 the energy balance obtained from the 
momentum balance results: 

dEco        dE„c 
—^ + 2—^- + T c = 0 (8) 

dx dx V  ' 

The wave celerity c has been included in the gradient of the energy flux of the roller, 
which is acceptable if it is assumed that the spatial variations in wave celerity are 
small relative to those in ER. 

Comparing Equations 8 and 2 an apparent inconsistency is visible; there is a factor 2 
difference in the term in which ER appears. This inconsistency was clarified by 
Deigaard (1993), as discussed in Stive and De Vriend (1994). Deigaard (1993) found 
that the inconsistency arises from the complicated situation that occurs when the 
volume of the roller is changing in the wave propagation direction. Besides the shear 
layer between the roller and the wave there is a net transfer of water from the wave to 
the roller as the volume of the roller increases, and vice versa if the volume of the 
roller decreases. This implies that an additional momentum exchange between the 
roller and the underlying wave is present. The corrections that these considerations 
give to the shear stress and to the energy balance remove the inconsistency resulting 
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in an energy balance with the factor 2 included. 

Flow Properties 
According to 2DV momentum balance considerations, equilibrium between the depth- 
integrated wave induced momentum flux (i.e. the radiation stress and the set-up 
gradient) yields a depth-mean zero flow. However, due to the fact that mass and 
momentum fluxes need not be in balance at any point through the depth a secondary 
return flow known as the undertow may result. 

The undertow equation, which follows from a combination of the local and horizontal 
momentum balances, has the form (assuming a wave-averaged eddy viscosity for 
approximation of the Reynolds stresses): 

dU\        d   t~2     —1\  .    d     —   .    d 
Mv,_j  =-W   -w) + -gTlx + _(Mw)) (H) 

where U is the wave-averaged return flow or undertow, t]x is the mean water level set- 
up, and u and w are the horizontal and vertical wave-orbital velocities. 

For the considered wave-averaged situation the above equation is presumed to be valid 
from the bottom boundary to the vicinity of the surface. 

As discussed by Stive and De Vriend (1994), wave averaged shear stresses are solely 
due to wave amplitude variations associated with shoaling, and dissipation due to 
boundary layer shear and/or breaking waves. From a quantification of the wave- 
related terms, the depth variation of eddy viscosity, the mean mass flux above wave 
trough level and the shear stress at mean water level may be resolved the undertow 
variation over depth. 

The roller effects of the near surface layer (NSL) are manifested through a shear stress 
xs acting at the mean water level. Hence the upper boundary condition corresponds 
to: 

v,7 = -^ = z, (12) 
oz       p 

A no slip condition applies at the bottom boundary: 
U = 0 at z = 0 (13) 

According to mass balance considerations the total mass flux (M) in the lower layers 
balances that in the NSL, from which can be derived the set-up gradient. The 
assumption is made that the wave terms (orbital velocity movements) can be derived 
independently from the mean flow. Based on a derivation by Bijker (1974), Stive and 
De Vriend (1994) proposed approximations for the time-averaged values of the wave 
terms defined in Equation 11. These are incorporated in the present model. For the 
determination of the depth dependant eddy viscosity (v,) use is made of a two 
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equation (k-e) turbulence model wherein the dissipation due to wave breaking is the 
primary forcing term (Mocke and Smith, 1992). 

The time-mean vertical distribution of suspended sediment is described by the 
classical equation describing a balance between an upward flux due to eddy-diffusion 
and a downward settling component: 

° = °c Ik   + W°C (14) 

where C is the suspended sediment concentration, w, the sediment fall velocity and 
D c the sediment diffusion or mixing coefficient. The diffusion coefficient is 
generally assumed proportional to the eddy viscosity. 

2.2      Inverse Modelling Procedures 
Integral Properties 
The inverse modelling procedure using integral properties is illustrated in the flow 
chart shown in Figure 1. The initial step entails use of the extended momentum 
equation (Equation 6). Since the wave height and set up are known from 
measurements the term MR can be determined directly (inverse model results have a 
subscript "inv", and the measured results are extended with the subscript "meas"): 

MR.     =   ~Pg 

\ 
if*  - 1 
4 c        16; 

r2 
dHmeaS , dr\„ 

h 

\ 

dx dx 

Integrating Equation 8 results in the kinetic energy present in the roller: 

2 
2 

(13) 

x 
1   c 

ERSX) =  2 1 MR•X + ERJX=Xb) (14) 
x=xu 

in which the second term on the right hand-side is zero by definition. 

The dissipation in the roller, DR, can be calculated from the energy balance in which 
the term MRlm obtained from the momentum equation is used to determine the gradient 
of the energy flux in the roller: 

„ 1        <-¥*measC J „, IIEl 
DR.    = --Pg^—;—~ ~ cMR (15) 

8 dx 

Note the fact that in the equation above the assumption that the spatial variations of 
c are small compared to those of ERjm is used. 

With the inverse model it is now possible to determine the dissipation in the roller DR 

directly from the momentum equation. The only assumption that has to be made is 
Equation 7 which gives the connection between the momentum and energy balance. 
The assumption that the spatial variation of the wave celerity can be neglected 
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compared to the 
variation of the 
energy in the roller 
is not expected to 
influence the 
results 
dramatically. 

Having determined 
Er using the 
momentum 
equation and Dr 

using the wave 
energy balance, an 
inverse modelled ft 
can be found 
applying the roller 
approach 
according to Svendsen (1984): 

Dc 
P 

Inverse Modelling - integral properties 

pg h 
dr, 
dx 

fit though measurements 
rj(x) - polynomial / spline 
H(x) - polynomial or model S/Dw 

momentum balance 

(Mr 
dx 

(energy, Dw = 
dF 
dx 

(t^m. proposed /? = 0.1 k h—JJ 

Figure 1 Inverse modelling procedure 

2gEr 
(16) 

A number of studies have concluded that a constant value of 0.1 gives the best set up 
results (e.g. Roelvink, 1993). 

Following a spline smoothing interpolation of wave height and set up measurements, 
the procedure outlined above is followed and the cross shore distribution of E„ Dr, and 
P are calculated. 

Flow Properties 
As the most readily available and reliable set of flow measurements, the inverse 
modelling analysis is carried out principally on undertow data. Limited investigation 
has however also been carried out using TKE and sediment concentration 
measurements. The analysis procedure for undertow measurements is illustrated in 
the flowchart shown in Figure 2. A first estimate of Dr is made using the transition 
zone model of Nairn et al(1990), however the exercise could also conceivably start 
with Dw as a first estimate of Dr With Dr and the wave induced mass flux the 
independant variables, an optimal combination having least rms error between 
measured and computed velocities is determined. 

The analysis procedures for TKE and concentrations is somewhat simpler in that the 
sole variable is Dr, the source of TKE production at the surface boundary. 
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Inverse Modelling - flow properties 

H(x), n(x) 
(bore model) (energy balance) (transition zone) 

J 

r D;=k3D, 
k4Ct 

adjust k3,k, 

no 

D; = kiDr 

M; = k2 Mf 

L=2L /c adjust k„k2 

(k,e) closure 

<&> advectlon-diffusion uM 

least e2 
Yes Yes 

momentum 
balance 

no 
least e2 

D„Ch D,M, 

3. RESULTS 
Integral Properties 
Presented in Figure 3 
is     a     step-by-step 
illustration     of     an 
application    of    the 
inverse integral 
modelling   approach. 
Depicted  in  Figures 
3(a)    and    (b)    are 
measured wave 
heights(//) and mean 
water levels( r\) for 
test 1 of Stive(1983). 
This case corresponds 
to  a monochromatic 
spilling    type    wave 
(Ho=0.16m,T=l.8s) 
with breaking induced 
on a plane 1:40 beach 
slope.       Using      a 
polynomial  fitting procedure  a continuous  representation  of the  cross-shore 
distribution of wave heights and mean water levels is obtained. 

The corresponding cross-shore distribution of wave energy dissipation(Z)J, calculated 
from Equation 1 using linear, 2nd order cnoidal and covocoidal theory, is shown in 
Figure 3(c).These distributions demonstrate a prominent peak in Dw immediately 
following the break point, reflecting the observed rapid attenuation in wave height 
after breaking. 

The fitted wave heights are subsequently used to compute the radiation stress 
distribution. As illustrated in Figure 3(d) these estimates are highly dependant on the 
wave theory employed. Also plotted in this figure are measurements of radiation stress 
made by Stive (1983). The generally accepted tendency for linear theory to 
significantly overestimate radiation stress in the vicinity of the breaking point is 
clearly demonstrated. It may further be remarked that although the covocoidal theory 
provides improved estimates in this region, linear theory is in close correspondence 
with radiation stress measurements made in the inner surf zone. 

Figure 2 Analysis       procedure 
measurements 

for      undertow 

Figure 3(e) presents the results of the following step, whereby the cross-shore 
radiation stress and mean water level distributions are introduced in Equation 16 to 
solve for Mrinv. In much the same manner as for Dw, the Mr distribution demonstrates 
a prominent peak immediately post-breaking. This is consistent with a transfer of 
momentum to this roller storage term through the initial transition zone. Mr 
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subsequently attains negative magnitudes in the inner surf zone where excess 
momentum is transferred from the roller into the underlying flow. 

The roller energy Er distribution is obtained from Mr using Equation 17. As depicted 
in Figure 3(f) this parameter has a peak significantly shorewards of the breaking point. 
This feature is consistent with physical reality, whereby the wave roller is only fully 
established at the limit of the transition zone. 

Using Equation 18 the wave roller dissipation can subsequently be obtained from 
energy balance. As illustrated in Figure 3(g) this parameter shows a landwards shift 
in peak value as had been observed for Er. The Dr distribution can further be seen to 
be very much different from that previously found for Dw. 

From Equation 19 relating Dr to the roller geometry and Er the cross-shore distribution 
of the roller slope may be resolved. For the case under consideration it may be seen 
from Figure 3(h) that a constant value of the order 0.1 as proposed by Nairn et 

(a) 

—1 ' 1 r—T— 

10 20 30 
dislance (m) 

I (b) 

    covocoidal thaoiy +        m*a>ur«n*nt« 

Stive (1984) Testl 

?'\      (f) 

Inverse model, linear theory 

inverse model, cnoidal theory 

inverse model, vocoidal theory 

(h) 

Figure 3 Step-by-step illustration of an application of the   inverse integral 
modelling approach 
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al(1990) is inappropriate. 

For the case of random waves principal reference is made to the LIP11D 
measurements made in the large scale Delta Flume. For a description of these tests 
reference should be made to Arcilla et al(1993). 

calculated 

measured wave height 

measured mean water level 

-+- 
~r~ 

40 80 120 
distance (m) 

—I 
200 

Figure 4 Fitted Hrms and eta distributions 
measurements of LIP test 1A. 

for 

In Figure 4 is shown the 
fitted Hrms and rj 
distributions for 
measurements made mid- 
way through test 1A. For 
the Hrm measurements a 
Battjes and Janssen(1978) 
type bore model is run 
until an optimal fit is 
obtained whilst a spline 
curve is used for the water 
level. Using a similar 
procedure to that 
described previously for 
the monochromatic wave 
case, Figure 5 shows the 
constituent terms of the 
momentum balance 
equation. An initial 
increase in Mr, coincident 
with increased wave 
breaking, is followed by 
rapid decrease to negative 
values as both the 
radiation stress and set-up 
term increase. Figure 6 
depicts cross-shore 
distributions of Dw and Dr, 
under linear and 
covocoidal wave theories, 
for the same case. 
Although the two wave 
theories   result   in   very 
different Dw distributions the inverse modelled Dr distributions are in reasonably good 
accordance. Although linear theory does not attain the same peak value at around 
X=148m both theories show a distinct landwards shift from the Dw distribution. 

Lip 1A 7 hours - Determining Mr 

20 —i y - 
 dSxx/dx 

/               V — - -    rho g h deta/dx 

10 - 

i                       t 

s                \                                * 
 -"v  

0 — 
,'- 

-S            \                    i      *        \ 

- -ss  . 

-10 — 

\J                              shoreline 

80 

1           1           •           I           '           I           '           I 
100                                      120                                      140                                      160 

distance {m) 

Figure 5 Constituent  terms 
balance equation 

of the  momentum 
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Model sensitivity 
The sensitivity of the 
inverse       modelling 
procedure to 
measured mean water 
levels is illustrated in 
Figure 7. Depicted in 
Figure 7(a) are spline 
fits of the mean water 
level as recorded on 
four occassions during 
Test 1A. Figure 7(b) 
shows the 
corresponding Dr 
distributions for each 
of the 4 measuring 
instances. Although 
water levels do not change by 
more than about 1cm there are 
distinct differences between the 
modelled Dr dsitributions. This is 
particularly the case for the 
situation after 7 hours where a dip 
in the water level near X=120m 
results in a Dr peak not evident 
for other times. On the whole 
however the principal features of 
the cross-shore distribution of Dr 

appear to be consistent. 

Slope ofwavefront 
A principle finding is that |3 is not 
constant for all the investigated 
theories. A new (3 will be defined 
which is derived for linear wave 
theory. The old definition of p 
being the slope of the wave front 
is extended with an additional 
factor that takes the internal 
dissipation of roller energy into 
account. Attention is primarily 
focussed on predicting P in the 

Lip 1A 7 hours - Inverse model roller dissipation 

Dw, linear Iheory 

Dr- linear theory 

Dw, covocoidal theory 

Dr, covocoidai theory 

shoreline 

distance (m) 

Figure 6 Cross-shore distributions of Dw and Dr, 
under linear and covocoidal wave theories for Lip Test 1A 

Lip 1A, mean water level spline fits at different time 

___„ 2 hours 

  4 hours 

  7 hours 

  10 hours 

—!— 
160 

 1 
200 

Distance (m) 
Lip 1A, Dr results at different times 

I 
200 

Figure 7 Sensitivity of the inverse modelling 
procedure to measured mean water levels 

area where the external roller dissipation is non-zero or relatively large for respectively 
mono-chromatic and random waves. 
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An extensive statistical analysis of waveflume experiments (Stive, 1983, Buhr Hansen 
and Svendsen, 1984, Arcilla et al, 1993) resulted in the following expression for p: 

P = 0.1 kh- 
H 

H 
A   <0.1 (17) 

in which k is the wave number, H is the wave height, and h is the water depth. 

In Figure 8a the inverse P and the 
approximation given by 
Equation 20 are compared for the 
Stive tests. It is clear from all tests 
that the proposed simple 
expression does give a surprising 
good result. Although P should be 
zero pre-breaking it also shown 
for that region so as to indicate the 
performance of the suggested 
expression. Even the location at 
which the dissipation of kinetic 
energy is initiated is well 
approximated for most of the tests 
as the minimum value of the 
proposed expression for p gives a 
reasonably accurate indication of 
this position. Figure 8b the 
performance of the proposed 
expression for beta is shown for a 
number of sets from LIP1 ID test 
2B. Although the variation of the 
inverse modelled beta are 
considerable a distinct trend is 
visible which is represented 
reasonably by the proposed 
expression for beta. 

0.15 

Q-   0.10 

0.05 

0.00 

    inverse model, linear theory 

 •   inverse model, vocoidal theory 

    proposed expression 

0.10- 

0.05 

0.00 
100 

(a) 

~~\—r~i—'—r '  i •'• i—'  i 
6       8       10     12     14     16 
distance (m) 

inverse beta at different times 

proposed expression 

(b) 

180 200 

Figure  8     Inverse  roller  slope  and  slope 
expression for (a) Stive test 1 and (b) LIP 1A 

Flow Properties 

The predicted vertical distributions of TKE shown in Figure 8 are obtained by 
adjusting Dr so as to minimize the rms error between measurements and predictions. 
Although the model tends to demonstrate slightly more vertical variability than the 
measurements of Stive( 1983) it is likely that the measurements in the upper part of 
the water column have been contaminated somewhat due to aeration associated with 
the breaking process. 
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z/d 
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KINETIC ENERGY 
x=37.5m 
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Figure 9 depicts the 
optimal undertow fit 
for the same test case 
ofStive(1983).Inthis 
inverse modelling 
procedure both Dr and 
the wave induced 
mass flux contribution 
are adjusted 
independantly until 
the rms error is 
minimized. The 
precision of this 
exercise    is    limited 

however      by      the   Figure 9 Predicted vertical distributions of TKE for 
existence of 
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measurements     over 
only part of the depth. 

Stive Case 1 

t= D,/c 
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n I ' I 
-0.20 O.OO 0.20 
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x=40.5m 
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As can be seen in 
Figure 10 the optimal 
correspondance 
between 
measurements and 
predictions for the 
LIP1 ID cases was in 
most cases very good, 
with rms errors 
generally less than 
5%. 

Intercomparisons 

The inverse modelled 
Dr distributions using   Figure 10       Optimal undertow fit for the Stive case 1 
the integral approach 
have been found to differ markedly from those for Dw. Figure 11 compares estimates 
of Dr as determined by the integral approach and the inverse fits of TKE and undertow 
measurements for Stive Test 1. 

-0.20 0.00 

~1 
0.20 -0.10 0.00 

Both inverse approaches show a similar cross-shore distribution and suggest a peak 
in Dr some 3m landwards of the break point. As previously observed this lag has 
important implications for localizing the point of maxima for cross-shore and 
longshore currents and sediment suspension and transport. 
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Figure 12 compares 
Dw and inverse 
modelled Dr 
distributions for 
LIP(t=7hrs) case 1A. 
In general the 
independant inverse 
modelling approaches 
are in good 
correspondance, with 
a noticeable 
landwards shift in the 
position of Dr peaks 
relative to Dw. For the 
cases under 
consideration such 
shifts are far from 
negligible, generally 
exceeding 10m. Also 
plotted in Figure 12 
are the predicted Dr 
distributions using 
both a constant and 
variable beta value. 
Although these 
distributions are in 
generally close 
accord to that found 
by inverse modelling, 
the lag effect is 
somewhat 
underestimated. 

40 

30 

a   20 

10 

0 

+ 
A 

Dw 

integral approach 

inverse undertow 

inverse TKE 

I       i       | 

4 6 
distance (m) 

10 

Figure 12       Estimates of Dr for Stive Test 1 
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Figure 11        Comparison   between   Dw    and   inverse 
modelled Dr distributions for LIP(t=7hrs) case 1A 

4. CONCLUSIONS 
Due to the good agreement between both inverse modelling techniques a strong 
indication of the validity of both approaches and applied theories is obtained. The two 
independant inverse modelling techniques clearly indicate a landward shift of the 
maximum roller energy dissipation compared to the wave dissipation. This suggests 
that the apparent landwards shift for maxima of TKE, undertow and suspended 
sediment concentrations and consequently cross-shore and longshore sediment 
transport rates can only be obtained by accurately predicting the cross-shore 
distribution of wave heights and especially the mean waterlevel. Although the integral 
appoach is sensitive to the accuracy of wave and water level measurements it can 
provide continous cross-shore distributions of roller properties. Recent experiments 
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provide additional types of data such as the measurement of the roller slope (e.g. 
Boers, 1996) which can be used to verify the roller expressions proposed by Svendsen 
(e.g. area of the roller and slope of wave front) and improve the proposed expression 
for beta. 
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CHAPTER 95 

Wave-Current Interaction in Inlets 

Michael J. Briggs1, Zeki Demirbilek1, and Debra R. Green2 

ABSTRACT 

Laboratory experiments were conducted in a flume to study wave-current interaction at 
the entrance to an inlet. Regular and irregular waves were studied with and without ebb and 
flood currents. These data are being used to develop a parameterization of the wave breaking 
criterion in the presence of currents in inlets, provide guidance to the field on the effects of 
currents on waves, and improve the predictive capability of numerical models for enhancing 
navigation in inlets. 

INTRODUCTION 

The coastal zone involves interactions between winds, waves, currents, structures and 
sediment. To develop a sound coastal management plan for shoreline stabilization and 
protection near inlets and improve navigation safety, it is essential to have a better understand- 
ing of the complicated physics which occur between waves and currents in coastal waters. 
In the vicinity of tidal inlets and river mouths, currents can significantly modify wave 
amplitudes, form, and directions. Although wave-current interaction has been studied 
extensively, little design guidance exists for its effect on wave breaking. 

In 1993 the U.S. Army Engineer Waterways Experiment Station's Coastal Engineering 
Research Center began a large research program entitled the Coastal Inlets Research Program 
(CIRP). One of the goals of this program is to better understand wave-current interaction in 
the vicinity of coastal inlets and to develop a wave model that will be an integral part of an 
Inlet Modeling System (IMS) for numerically modeling waves, currents, and sediment 
transport over relatively short temporal and spatial scales. Part of this effort involves 
conducting laboratory studies of wave-current interaction to develop an empirical wave 

'Research Hydraulic Engineer, Coastal and Hydraulics Laboratory, USAE Waterways 
Experiment Station, 3909 Halls Ferry Rd., Vicksburg, MS 39180-6199. 

2Computer Specialist, Coastal and Hydraulics Laboratory, USAE Waterways Experiment 
Station, 3909 Halls Perry Rd., Vicksburg, MS 39180-6199. 
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breaking criterion for waves in the presence of ebb and flood currents. 

This paper presents an overview of a CIRP flume experiments and results from an initial 
analysis of some of the ebb current data. The first section gives a brief summary of some 
previous flume and basin experiments involving wave-current interaction. The next section 
gives a comprehensive description of the flume experiments including model setup, 
wavemaker, current system, instrumentation, and experimental program. The final section 
presents and discusses some of the preliminary analyses of the flume data for eight 
representative, wave-ebb current cases. 

BACKGROUND 

Sakai and Saeki (1984) measured the effect of opposing currents on wave height 
transformation over a 1:30 sloping beach for a range of wave periods and steepness. They 
found an increase in wave height and decay rate in the presence of the opposing current. Lai 
et al. (1989) conducted flume experiments on the kinematics of wave-current interactions for 
strong interactions with waves propagating with and against a current. They found the 
influence of the waves on the mean current profiles was small, although opposing waves 
would give a slightly lower current. They also observed a drastic change in the spectral shape, 
especially the higher harmonics, following wave breaking in the presence of opposing 
currents. Their experiments confirmed that blockage of waves by a current (when the wave 
group velocity equals the opposing current velocity) occurs when the ratio of depth-averaged 
current velocity to wave celerity without currents approaches 0.25. 

Yucheng et al. (1991) and Yucheng and Guohai (1993) noted that breaker indices for 
finite water depth for regular and irregular waves in the presence of opposing currents can 
be classified by geometric, kinematic, and dynamic criteria. Typical geometric stability 
criteria include McCowan's critical crest angle p = 120 deg, Longuet-Higgin's limiting wave 
surface slope of about 30.4 deg, McCowan's wave breaking index K=0.78, Miche's limiting 
wave steepness value Hh/Lb=0.142 tanh kh, and Goda's limiting relative wave height Hb/hb 

as a function of relative water depth h/L„ and bottom slope m. The kinematic stability 
parameter is based on the concept that the horizontal water particle velocity u is equal to the 
wave celerity C at breaking. The dynamic stability criterion relates the vertical acceleration 
of the water particles in the crest at breaking to a limiting value. They found that the two 
geometric criteria of limiting wave steepness tL/L,, and limiting relative wave height HJhb are 
consistent and stable with values of Hb/Lb=0.129 for irregular spilling breakers with and 
without currents on a gentle slope. 

Briggs and Liu (1993) conducted laboratory experiments of the interaction of ebb currents 
with regular waves on a 1:30 beach and entrance channel. Good agreement was obtained 
between these data and numerical model predictions. They found little effect on wave period, 
but significant increases in wave height and nonlinearity. Raichlen (1993) conducted a 
laboratory investigation on the propagation of regular waves on an adverse three-dimensional 
jet. He found increases in incident wave height by a factor of two or more for ebb current to 
wave celerity (i.e., U/C) values as small as 10 percent. 

Suh et al. (1994) developed an equation for the equilibrium-range spectrum of waves 
propagating on an opposing current in finite depth water. Comparison with experimental data 
agreed reasonably well with the change in high-frequency energy in the wave spectrum. 
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Klopman (1994) conducted a series of flume experiments to study flow kinematics of regular 
and irregular waves in the presence of ebb and flood currents. He found that waves opposing 
the current increase the horizontal velocity in the upper half of the water column and that this 
change depends mainly on wave energy and less on the shape of the wave spectrum. 

EXPERIMENTAL DESIGN 

Model Setup 

A 1.5-m-wide, 1.5-m-deep, 64-m-long flume (Figure 1) was used to simulate a three- 
dimensional flow environment by partitioning the down-wave end of the flume with a 
temporary vertical wall into an 18-cm-wide, 7.2-m-long channel. Turbulence (due to the ebb 
currents transitioning from the full width of the flume into the narrower channel) was 
minimized by a 2.8-m-long, convex-shaped transition zone on the landward side of the 
channel. Water depth in the flat-bottomed flume was 50 cm. A 14.6-m-long glass window 
allowed observation in the study area. 

The x-axis extended longitudinally down the centerline of the channel from the seaward 
end of the partition wall or channel entrance at x=0. The y-axis origin was at the channel 
centerline and extended laterally towards the wide part of the flume. 

— 1:5   slope 

 L4.6 window — 

 7.2  wall " wcxvcnakm—v 

\ ////// V 

yj" ••••.\ 
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Figure 1. Layout of wave-current flume. 

Wavemaker 

The hydraulic wavemaker was located 39.6 m from the origin at the channel entrance. 
It has an 86 cm maximum stroke and is driven in translational motion (i.e., piston mode) by 
a Digital MicroVax minicomputer. It is submerged 46 cm lower than the floor of the flume, 
separated by a 20.4-m-long, 1:43 slope. Wave absorption was provided by a 1:5 rock beach 
on the back wall of the flume and a 1:6 rock beach and several rolls of horsehair on the 
seaward side of the channel partition. 

Current System 

Ebb and flood currents were generated with a circulation system consisting of two 
inflow/outflow boxes, a pump, a pipe manifold, flow meter, and return pipe. The 
inflow/outflow boxes were separated a distance of 48.1 m and located below floor level at 
each end of the flume. Each box had a total volume of 0.89 m3, measuring 1.07 m long, 1.37 
m wide, and 0.61 m deep. A 20-cm-diameter manifold pipe was suspended across the width 
of the flume in each box to distribute the flow evenly while minimizing wave disturbance and 
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flow turbulence. Radial cuts extending +.70 
deg from the bottom of the pipe, rather than 
perforations, were used to increase the cross- 
sectional area of the manifold to reduce 
vertical flow velocities to less than 3 cm/s. 

The pump and pipe manifold were located 
midway between the inflow/outflow boxes to 
minimize flow resistance. A Goulds 
horizontal split-case centrifugal pump, with a 
maximum discharge of 126 1/s, was at the 
center of the manifold. The manifold 
consisted of 25.4-cm-diameter PVC pipe and 
ball valves to reverse the flow from ebb to 
flood. Flow discharge was controlled by an 
electrically actuated butterfly valve and 
measured by a Dynasonics clamp-on 
ultrasonic transit time flowmeter. Typical 
accuracy of this meter is 1 percent. The 
return pipe on either side of the manifold was 
also 25.4-cm-diameter PVC pipe. 

Instrumentation 

Wave gages. Surface elevations were 
measured by twenty capacitance wave gages 
in a 10-m by 0.7-m measurement area, 
bounded by the channel centerline and the 
origin at the channel entrance. Eleven of the 
twenty gages were located along the channel 
centerline in Row 1. The remaining gages 
were located on two parallel cross-shore 
transects: six in Row 2 and three in Row 3. 
Gage spacing was 91 cm in the x-direction 
and 37 cm in the y-direction. These spacings 
corresponded to normalized channel widths of 
5 x/w and 2 y/w, respectively, where w is the 
channel width. Table 1 lists gage locations 
and normalized distances. 

Table 1 
Wave Gage Locations 

Gage x, m y,m x/w y/w 

Wl 0.91 0 5 0 

W2 1.83 0 10 0 

W3 2.74 0 15 0 

W4 3.66 0 20 0 

W5 4.57 0 25 0 

W6 5.49 0 30 0 

W7 6.40 0 35 0 

W8 7.32 0 40 0 

W9 8.23 0 45 0 

W10 9.14 0 50 0 

Wll 10.06 0 55 0 

W12 1.83 0.37 10 2 

W13 2.74 0.37 15 2 

W14 3.66 0.37 20 2 

W15 4.57 0.37 25 2 

W16 5.49 0.37 30 2 

W17 9.14 0.37 50 2 

W18 2.74 0.73 15 4 

W19 4.57 0.73 25 4 

W20 5.49 0.73 30 4 

Current meters. Seven acoustic Doppler 
current meters were used to calibrate ebb and flood currents and quantify the wave-current 
interaction effect. These current meters are manufactured by Sontek. The system consists of 
a measurement probe and stem, signal conditioning and processing modules, and a 486 PC. 

Incident ebb current flows were measured by two meters positioned inside the channel 
along the centerline. The meter at the channel entrance was the primary meter, with the 
interior meter serving in a backup role. Because it was not physically possible to co-locate 
current meters and wave gages, they were positioned between wave gages along all three 
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Table 2 
Current Meter Locations 

Meter x, m y, m x/w y/w 

Cl -1.83 0.00 -10.0 0 

C2 0.00 0.00 0.0 0 

C3 2.29 0.00 12.5 0 

C4 3.20 0.00 17.5 0 

C5 2.29 0.37 12.5 2 

C6 3.20 0.37 17.5 2 

C7 3.66 0.73 20.0 4 

transects: two on each of the first two 
transects and one on the third transect. 
Table 2 lists meter positions and normalized 
x/w and y/w distances. 

Measurements were made at a depth 
equal to 0.4 times the depth from the bottom 
of the flume. This depth corresponds 
approximately (0.37 factor) to a logarithmic 
profile for the depth-averaged velocity. 
This depth was a compromise to ensure that 
the current meter remained submerged for 
all wave troughs while providing clearance 
for the largest wave crests. 

Positive   u-   and   v-velocities   were 
oriented  in  the  positive  x-  and  y-axis 
directions, respectively. Five of the meters 
measured u-, v-, and w-velocities.  However, 
only those in the horizontal plane were analyzed for this study. 

Experimental Program 

Wave and current conditions. A total of over 160 cases, representative of wave and 
current conditions in a typical inlet, were studied. Cases consisted of 12 irregular waves, 6 
regular waves, 3 ebb current, 3 flood current, and 96 wave-current combinations. Only the 
irregular wave and ebb current results are 
presented in this paper. Table 3 lists 
corresponding model and prototype values 
for water depth, and wave and current 
parameters, based on a model-to-prototype 
scale of 1 to 20. 

Wave calibration. The target frequency 
spectrum for the model waves was based on 
the Texel Marsden Arsloe (TMA) spectrum 
(Bouws et al. 1985). The TMA spectrum is 
a function of five parameters: peak fre- 
quency, Phillip's constant, peak enhance- 
ment factor, lower and upper spectral width 
parameters o, and ou , and water depth h. 
Although identical to the JONSWAP 
spectrum in deep water, the TMA is 
modified by a depth-correction factor in 
shallow water. Peak enhancement factors of 
2 and 10 were chosen to simulate sea and 
swell frequency spreading, respectively. 
Values of a,=0.07 and ou=0.09 were used 
for   all   irregular   waves.   The   Phillip's 

Table 3 
Wave and Current Parameters 

Quantity Model Prototype 

Water depth 50 cm 10 m 

Wave Period 1.57 s 7s 

2.24 s 10 s 

3.35 s 15 s 

Wave Height 5 cm 1 m 

10 cm 2m 

15 cm 3m 

Ebb Current 11.2 cm/s 0.5 m/s 

22.4 cm/s 1.0 m/s 

44.7 cm/s 2.0 m/s 
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Table 4 
Calibrated Wave Heights 

Case Target, cm 
Gages 

1-11, cm % Dev 
Gages 

1-20, cm %Dev 

1 5 5.00 0.00 4.97 0.60 

2 10 10.12 1.20 10.04 0.40 

3 15 14.94 0.40 14.82 1.20 

4 5 4.96 0.80 4.94 1.20 

5 10 9.88 1.20 9.82 1.80 

6 15 15.08 0.53 14.98 0.13 

7 5 5.00 0.00 4.98 0.40 

8 10 9.99 0.10 9.96 0.40 

9 15 14.93 0.47 14.88 0.80 

A 5 5.02 0.40 4.97 0.60 

B 10 10.04 0.40 9.96 0.40 

C 15 14.94 0.40 14.86 0.93 

constant was calculated based on the target zero-moment wave height Hm0. 

Control signal durations of 2,000 s were created for each wave case. Data were collected 
for 1,000 s at a sampling rate of 10 Hz after a waiting time of 60 s to allow the slowest 
traveling wave to reach the farthest wave gage (Wl). 

Single channel frequency spectral analysis was used for the data analysis. Data records 
of 1,000 s were zero-meaned, tapered by a 10% cosine bell window, Fourier transformed, 
and band averaged, yielding a frequency resolution of 0.05 Hz with 100 degrees of freedom. 
Values for Hm0 were computed for all cases. 

Two or three iterations were required for each wave case to obtain target values. In 
general, the agreement between measured and target wave period, wave height, and spectral 
shape was very good. Table 4 compares measured and target Hm0 for the 12 irregular wave 
cases for the average of the 11 gages on the centerline and all 20 gages. The percent deviation 
between measured and target values is also listed. Overall agreement is excellent for all cases, 
with a maximum variation of 1.2 percent for the centerline gages and 1.8 percent for all 
gages. 

Current calibration. Software on the PC allowed real- time observation of the current 
time series and magnitudes. Current data were also collected for 1,000 s, but at a sampling 
rate of 25 Hz. 
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Prior to sampling, water was circulated for approximately 30 min to allow the current to 
reach a steady-state condition. This time is equivalent to 3-5 cycles of the slowest current 
traveling between inflow/outflow boxes. Seeding was added to the water and mixed to 
improve the signal-to-noise ratio of the current meters to acceptable levels. Initial calibration 
of each current condition required an iterative procedure of adjusting the flow control valve 
and waiting to re-establish steady-state conditions before continuing. After successfully 
matching the target velocity, the settings of the valve were recorded for future runs. 

A current-only case was run first each day. Then, the 12 wave-current combinations for 
that current were run sequentially with approximately 5 min between each run for the flume 
to reach steady-state conditions prior to the next run. At the end of each day, the current-only 
run was repeated as a check on the current stability. The current repeatability was very good 
during a day's runs. 

RESULTS AND ANALYSES 

In this section, discussions of the current distribution, current-modified wave parameters, 
wave amplification, and spectral evolution are presented for eight representative cases. These 
cases consist of two wave periods (T=1.57 and 2.24 s), two wave heights (H=5 and 15 cm), 
and two ebb currents (£7=11.2 and 44.7 cm/s). They correspond to prototype wave and 
current conditions of r=7 and 10 s, H=\ and 3 m, and {7=0.5 and 2.0 m/s, respectively. 
Only wave gage and current meter data from the channel centerline are considered in this 
paper. 

Current Distribution 

As the ebb current exits the chan- 
nel it decreases in magnitude and 
spreads out laterally within the 
confines of the flume side walls. 
Figure 2 shows the measured ebb 
current along the channel centerline 
for each of the eight wave-current 
cases. The value for U is plotted 
versus normalized distancex/w (i.e., 
equivalent number of channel widths 
w) seaward of the channel entrance 
for the 7"= 1.57 s cases in the top 
panel and T=2.24 s cases in the 
bottom panel. All current values are 
interpolated or extrapolated from the 
three current measurement locations 
on the channel centerline. 

The stronger ebb currents are felt 
by the waves at a larger x/w distance 
from the channel entrance. At this 
distance, the wave celerity effectively 
overpowers   the   current   and   it 
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vanishes. Waves with larger wave heights reduce the current closer to the mouth of the 
channel, effectively changing the current field. 

Wave Parameters 

Wave parameters are modified by the presence of a steady, uniform ebb current U. The 
apparent or absolute wave frequency aa and celerity Ca of the wave traveling on the current 
are reduced relative to their intrinsic or calm water values (i.e. a{ and Q when an ebb current 
is not present. The wavelength L and wavenumber k remain fixed, however. These 
relationships are given by 

o„ = o. + kUcosQ (1) 

c, - u (2) 

where 6 =the angle between the direction of wave propagation and that of the ebb current, 
which is 180 deg in our case. Thus, the absolute wave period Ta (=27r/aa) for waves on an 
ebb or opposing current is increased or stretched relative to the intrinsic period Tj (=2nla^. 
Also, the wave height H and wave steepness H/L are increased. Table 5 lists intrinsic values 
for the eight cases, based on linear wave theory. The first digit in the "Case" ID corresponds 
to the wave case from Table 4 and the second digit to the current magnitude. 

The numerical wave model REFDIF, a combined refraction-diffraction, parabolic 
approximation model, was used for computing changes in wave parameters due to ebb and 
flood currents (Kirby and Dalrymple 1994). Using the flume geometry and measured current 
data, current-modified wave parameters were calculated with this model.  Irregular waves 

Table 5 
Intrinsic Wave Parameters 

Case 
ID s 

H, 
cm 

u, 
cm/s cm/s U/Q H/L 

11 1.57 5 11.2 191 0.06 0.005 

13 44.7 0.23 0.005 

31 1.57 15 11.2 0.06 0.050 

33 44.7 0.23 0.050 

41 2.24 5 11.2 207 0.05 0.011 

43 44.7 0.22 0.011 

61 2.24 15 11.2 0.05 0.032 

63 44.7 0.22 0.032 
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were modeled as equivalent 
regular waves corresponding 
to   the   peak   period   with 

The change in H/L as a 
function of U/Ca for each of 
the eight cases is shown in 
Figure 3. Values for H/L are 
calculated by dividing the 
measured wave height by the 
predicted wavelength from the 
REFDIF wave model. The 
U/Ca values correspond to the 
different gage locations along 
the channel centerline. Wave 
steepness increases by a factor 
of two for all the cases, and 
as much as an order of 
magnitude for case 11 (i.e., 
r=1.57s,ff=5cm, [7=11.2 
cm/s). 

Wave Amplification 
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malized distance x/w for the 
eight cases. Measured wave 
height H was divided by 
incident wave height Ht for 
the wave-only condition at each location for each case to obtain values of H/Ht 

Figure 3.  Current effect on wave steepness 

The largest amplification occurred for the T= 1.57 s cases (top panel), and for the largest 
ebb current for both wave periods. Wave height increased by almost a factor of two for case 
13 with the larger current. Maximum amplification was somewhat smaller for the T=2.2As 
cases shown in the bottom panel, on the order of 1.5. 

Spectral Transformation 

As waves propagate toward the channel entrance, they are affected by the ebb current 
more strongly. This is manifested in the growth of the higher frequency components. The 
wave may initially experience gentle or occasional breaking due to blockage of these higher 
frequency waves, with correspondingly increased wave steepness. The higher frequency 
components are reduced relative to those previously present. The total energy in the spectrum, 
however, does not decrease appreciably. According to Lai et al. (1989), the peak frequency 
may be Doppler shifted to a lower value. Suh et al. (1994), however, did not observe this 
phenomenon in their experiments. 
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60 

In a severe breaking environment, however, the spectral shape may change appreciably. 
The higher frequency components of the spectrum are often completely blocked, resulting in 
violent breaking and drastic change in the spectral shape. The high-frequency half of the 
spectrum above the spectral peak may be reduced an order of magnitude relative to its wave- 
only condition. The peak frequency may be reduced as well. 

Figures 5 and 6 are semi-log plots of the measured frequency spectra for wave-only and 
wave-current conditions for wave periods of r=1.57 and J=2.24s, respectively. Gage 
positions 1 through 6 are shown for x/w equivalent to (a) 5, (b) 10, (c) 15, (d) 20, (e) 25, and 
(f) 30. The incident wave height is H= 15 cm in all plots. In each plot, the dotted line corres- 
ponds to the wave-only condition at x/w=55 (i.e., gage 11), the solid line to the wave-current 
condition with 17= 11.2 cm/s current, and the dot-dash line to the [7=44.7 cm/s case. 
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For the T=1.57 s cases, the U-ll.2 cm/s ebb current has little effect on the spectral 
shape. The wave celerity is much stronger than the current velocity, on the order of 
t//Ca=-0.06 (see Table 5 and Figure 3). The larger current (U/Ca =-0.23), however, does 
have an effect on this wave. Initially, there is little effect, but atxAv=20 the higher frequency 
components increase, reaching a maximum at x/w= 10. Gentle breaking then occurs between 
x/w=5 and 10, as evidenced by the decrease in the higher frequency components. This is in 
agreement with the H/L and U/Ca values predicted by the numerical model and the 
observations of Lai et al. (1989) that the wave blockage limit is approximately U/Ca <_ -0.25. 
There does not appear to be any obvious frequency shifting in the peak frequency, however. 

For the T=2.24 s cases, again there is no significant effect of the current on the wave 
spectrum. The U/Ca ratio is on the same order as before. The larger current £/=44.7 cm/s 
case causes a growth of higher frequency components, much like the previous case. The 
decrease in this frequency range is less than before with the most significant decrease 
occurring between 1.25 and 1.50 Hz. Occasional breaking was observed in this case between 
x/w=5 and;t/w=15. 

These increases in the higher-frequency components of the wave spectra are much like 
what was observed by Briggs and Smith (1990) and Smith and Vincent (1992) due to shoaling 
alone.  The ebb current appears to enhance this nonlinear growth of the higher harmonics. 

CONCLUSIONS 

Laboratory experiments were conducted in a flume to study wave-current interaction at 
the entrance to an inlet. Regular and irregular waves were studied with and without ebb and 
flood currents. This paper presents an overview of the experiments and results from an initial 
analysis of some of the ebb current data. Gentle or occasional wave breaking was observed 
in the larger wave height cases. A numerical wave model was used to predict the effect of 
the current on the wave parameters. The agreement with these predictions and model 
measurements with previous experiments was very good. Ebb currents tend to enhance the 
nonlinear growth of higher-harmonic components, much like shoaling on a beach. Additional 
research with this data is in progress to develop a current-induced wave breaking criterion, 
provide guidance to the field on the effects of currents on waves, and improve the predictive 
capability of numerical models for enhancing navigation in inlets. 
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CHAPTER 96 

Wave Climate of Large Reservoirs 
and a Revised Wave Hindcast Formula 

Pierre Dupuis1, Jean-Pierre Tournier1, Octave Caron2 

Abstract 
Since impounding of the various reservoirs of the La Grande Complex in 

northern Quebec, the riprap of several dams and dykes has suffered some damage 
during the fifteen-year period that followed. A mandate was given to the Societe 
d'energie de la Baie James (SEBJ) in January 1992 to review the riprap design and 
evaluate the necessary repairs. This paper focuses on the revaluation of the design 
wave with revised wave hindcast formulas based on the large amount of wind and 
wave data collected. 

Introduction 
Damage was observed to the riprap of some of the 215 embankment dams and 

dykes during the fifteen years since impoundment for the various reservoirs of the 
La Grande Hydroelectric Complex in northern Quebec. In January 1992, La 
Societe d'energie de la Baie James (SEBJ) was mandated by Hydro-Quebec to 
review the riprap design and performance and to evaluate the necessary repairs. To 
fulfill its mandate, SEBJ conducted extensive field studies, including wind and 
wave measurements from four reservoirs and large scale model testing of repair 
schemes with irregular waves. Model testing is described by Mansard et al. (1996) 
while riprap repairs and design are presented by Tournier et al. (1996). 

Wind and Wave Data Acquisition 
Extensive field measurements were made from 1992 to 1995 (SEBJ, 1996a) to 

establish the wave climate on four large reservoirs of the La Grande Complex that 
are located within the area delimited by 52 to 55°N of latitude and 67 to 79°W of 
longitude (figure 1). Wind speed and direction, wind gust and air temperature were 
monitored continuously and logged every five minutes at three nearby airports and 
six small islands on the reservoirs by Aanderaa weather stations. 

1 La Societe d'Energie de la Baie James, 500 Boul. Rene-Levesque Quest, 
Montreal, Quebec, Canada, H2Z 1Z9 

2 Hydro-Qu 
H2L4M8 

2 Hydro-Quebec, 800 Boul. De Maisonneuve Est, Montreal, Quebec, Canada, 
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1234 COASTAL ENGINEERING 1996 

Figure 1. La Grande Hydroelectric Complex 

WaveTrack buoys (0,9m diameter sphere) recorded 
wave trains for 17 minutes at the start of every hour at a 
sampling frequency of 2 Hz (figure 2). Raw data from the 
buoy accelerometer and tilt sensors were sent ashore via 
telemetry to a computer and archived for later processing. 
Over the four years, 9 different wave sites were 
monitored. In all, over 38 000 wave records were obtained 
for the ice free period that lasts from mid-June to the end 
of October. 

This paper focuses on the dyke TA-13 mooring site, 
in the northern part of the LG-3 reservoir, for which over 
9000 records cover all four years and where the most 
energetic episodes were recorded iflmo = 2,4 m in 
September, 1992). The buoy was moored a few kilometers 
south of the dyke in order to monitor various fetch length 
conditions. A weather station was erected nearby on a flat 
island to record the overwater wind. The wave 
acceleration record values are processed in the frequency 
domain to yield the significant wave height (Hmo) and the 
mean period (T02), as defined in IAHR/PIANC (1986). 
They form the basic set of variables used in further 
analysis. This is acceptable since evaluation of wave 
height ratios (figure 3) indicate good agreement with the 

Figure 2 WaveTrack 
buoy 
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Figure 3. Wave parameter ratios for site TA-13. 

Rayleigh distribution. These results are satisfactory for design purposes. 

As shown on figure 4, similarity between wind speed and wave height response 
signals is evident, and similar results are obtained for all sites. This is indicative of 
the quick response of the body of water to the wind input. It can be noted that the 
wave steepness attains a limiting value in the vicinity of 0,06 for quite different 
wave conditions when T02 is used. This indicates that the wave energy growth or 
decay, due to the wind is such that the ratio of wave height to wave length remains 
the same, when limiting conditions exists. This is very important since it will be 
used in determining the correct set of values for the various dimensional 
parameters. 
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0.00    ^^^^^^^^^^^^ 

Wave data- La Grande3 reservoir- DigueTA13 
Wind data- La Grande3 reservoir- lleTA13 
Campain of - September 1992 

Figure 4. Typical measurements 

Dimensional analysis 
Based on dimensional considerations, Bretschneider (1965) derives these 

relations: 

gp   gi 
u2' u 

[1] 
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c 
u ¥7 

ML 
u2' 

ML 
u or equivalently ML 

u ¥• 
ML 
u2 Mi 

u 
[2] 

With H the wave height, T the period, F the fetch length, U the wind speed and 
t the duration. \jfx and l//2 are functional relations that must be determined using 
wave data. Different editions of the Shore Protection Manual (CERC, 1977, 1984), 
noted SPM77 and SPM84, suggest the following: 

SPM77 

SPM84 

ML 
U2 0,00354 

y-y = 0,00160 

ML 
u2 

(it• 

gT Srr = 0,581 

gT 
jj- = 0,286 

*L 
u2 

gF 
\V] 

[3] 

[4] 

where the hyperbolic functions found in the SPM84 are linearized in order to help 
to compare values from both editions and t/a is the wind stress factor as defined in 
SPM84. Use of these formulas, however, results in poor hindcast, with over 
prediction of small wave heights and under prediction of large wave height events, 
when compared with measured waves in the La Grande Complex reservoirs. An in 
depth analysis was undertaken to eventually correct the formulas, with the objective 
being to accurately hindcast the wave hourly time series with locally measured wind 
data. The general form of the above equations is: 

gT ML 
u2 •au 

ML 
u„ 

aT 
gF 

yUaJ 

[5] 

with a power law assumed valid and therefore linear regression in the log-log 
domain of the dimensional variables yields the coefficient and exponent values for 
these equations. Duration is considered by establishing the celerity of the wave 
group in deep water, as follows: 

aT 

2K 
ML 
u2 

PT 

s     An8      " 

j'dt=j' 
Jo Jo 

FdF An 

Cg     aTg^U]
a-

2^ J° F 

i-f dF 

Jo  F^7 

1 gt _ An ML 
yU2

a 

-ft 

[7] 

[8] 

Note that equation 8 is defined when aT and fiT are found. 
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Regression analysis is performed as an iterative process (figures 5a and 5b) 
which starts by first specifying starting values for a and P in equation [5]. Equation 
[8] is then evaluated. Hourly time series are used and time duration is considered to 
evaluate the dimensional variables. Duration seldom extends beyond 3 hours due to 
the reservoir size and then      ,  

U(t),F(t),H(t),T(t) > 1 

/ {U„Ut„. 
V {F.FM... 

v.- 
(2F,Jw/n 

7^{U.,U.,-.} 
V={F.>.„...} 

n = n+l 

tf={U„,U„ 

d. = t_FU(F„,UJ 
F„ = F_tU(n,U„) 

U„ = Interp_U(l/, dj 
F„ = Interp_F(f , dj 

T, = T X 

F = Fp U = V, 

only for mild wind states. 
Only peaks of events are 
retained when performing the 
regression. Results give a 
new set of coefficients and 
exponent values that affect 
the relation between duration 
and fetch length (equation 8). 
This iterative process conver- 
ges to specific values of a 
and p. In parallel with this 
approach, multivariate analy- 
sis is performed to check the 
validity of the dimensional 
relations above. By expres- 
sing [5] in terms of H, one 
gets a relation in the form of 
[9] for which there is an 
additional constraint on expo- 
nent c which must equal: 

2-2b. 
Multivariate analysis perfor- 
med on the data set gives 
exponent values for F and U 
that do not obey the above 
constraint (SEBJ, 1996b). In 
fact exponent "c"  of U is 
found to be 1,21 for the dike TA-13 data set, which is quite close to the wind stress 
factor exponent (equation 10) given in SPM84. Based on this finding, all 
subsequent analyses are made with this wind stress factor: 

T     =Eval_T(F,U) 
H_ = Eval_H_(F,U) 
T_ = Eval_T_(F,0) 

Figure 5a. Flowchart for dimensional analysis 

H = aHgPH-1Fp"U2-2p" =aF"Uc [9] 

Ua   =   0,71  U1 [10] 

The fact that the wave steepness has a limiting value found to be in the vicinity of 
0,06 for different fetch lengths and wind speed, implies that the exponent /3H must 
be twice the value of the exponent /5T. 
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This comes, from the definition for wave steepness(see equation 11), that for S to 
be constant, F has to vanish, meaning 

•~N       H(t) = gH/U' 
'^BJ-'  T(t) = gT/U 

PH = 2/3T. The maximum wave 

steepness attainable is found to be 

theoretically equal to 2naH I a^. 

Dimensional analysis of site TA-13 
data 

Analysis is performed with a 
data set of over 9000 hourly values 
measured at the TA-13 mooring site. 
Figure 6 illustrates the body of water 
(in gray) along with the fetch 
evaluated following three different 
approaches (SPM77, SPM84 and the 
one proposed herein). Testing of 
different sector apertures were 
conducted (from 20 to 180 degrees), 
along with different weighting 
schemes (cos , cos, unity). The use of 
a 180 degree sector with a cos" 
weighting scheme, which is a Saville 
like fetch function, gave the best 
results for both regular and irregular shoreline cases 
by the following equation: 

imposed  x: 

Figure 5b. Flowchart for dimensional 
analysis 

The fetch function is defined 

F(e) = y=-')0 
cos (Y) 

[12] 

2^cosi 
y=-90 

(r) 

with        R(d)   Length of radial of heading 9 [m 
F(6)   Length of fetch of heading 9. [m 
y        Angle formed by the radial and the central radial of the sector.     [°] 

A wave height of 0,5 m is chosen, as a lower threshold,   in order to elimi- 
nate the influence of the buoy on the measurement of small waves. Analysis is first 
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performed according to the procedures given in SPM77 and SPM84 (Table 1). The 
slope (mH, mT) and intercept values (bn, bT) of the scatter graph of predicted values 
against measured values are also listed (figure 7). For the SPM77, the wind speed 
U is used. When the exponents are forced to the values proposed in the SPM, the 
difference in aH are insignificant when compared to equations 3 and 4. This 
indicates that the wave climate of the reservoir is a short crested wave regime, no 
different then elsewhere, except for the mean period which is lower. 

w «" 

SEBJ 

SPM77 

SPM84 

8 s Mn 1111 11 1111111 111 
0 5 10 15 20 
S 

Distance [km] 

Figure 6.   Fetch evaluation at mooring site TA-13 

Table 1. Dimensional analysis results from dyke TA-13 data 

Method PH ft aH           Or mH h rrij. br 
SPM77 
SPM84 

0,42' 
0,50' 

0,25' 
0,33' 

0,00363    0,462 
0,00161    0,240 

0,73 
0,84 

0,24 
0,16 

0,78 
0.78 

0,7 
0,7 

SPM77 
SPM84 

SEBJ 
SEBJ 

0,369 
0,374 

0,214 
0,187 

0,00521    0,602 
0,00374   0,628 

0,79 
1,02 

0,19 
-0,01 

0,90 
1,14 

0,3 
-0,42 

0,45' 
0,467 

0,225' 
0,238 

0,00247    0,509 
0,00225    0,467 

0,87 
0,85 

0,12 
0,14 

0,99 
0,95 

0,04 
0,15 

Exponent value forced 
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Figure 7. Example of dimensional analysis for mooring site TA-13 

When exponents are let free to adjust, results are quite different, with lower 
values for the exponent and higher values for the coefficient. The maximum wave 
steepness, according to equation 11, are 0,084 and 0,074 respectively, which is 
high. The slopes from the scatter graphs indicate a tendency to under evaluate large 
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wave episodes and over evaluate small wave episodes. Results from the analysis of 
dyke TA-13 yield exponent values of 0,467 and 0,238 respectively for which the 
ratio of exponent is near 1,96. The resulting wave steepness is found to be 0,065 
which is a bit high but acceptable when compared with the values ranging from 
[0,06-0,065] obtained from measured data (figure 4). Since use of a common 
variable (Ua) raised to a given power can have adverse effects on the quality of the 
regression (Kenney, 1993), the right set of parameters is chosen from a subset of 
results obtained by imposing the regression slope. Table 2 shows the results 
obtained, when the analysis is performed for different values of /} H imposed with 
the constraint that fiH is twice the value of ^. In fact, by forcing the exponent to a 
given value, better prediction is obtained for Hmo when /5H is in the range [0,40- 
0,45] as it is shown on figure 8. 

Table 2. Dimensional analysis results from dyke TA-13 data - fi forced 

PH Pr          «//    °r mH bH "V bT 

0,40 0,200 0,00341 0,598 0,94 0,06 1,05 -0,17 
0,43 0,215 0,00281 0,543 0,90 0,10 1,02 -0,04 
0,45 0,225 0,00247 0,509 0,87 0,12 0,99 0,04 
0,47 0,235 0,00217 0,477 0,84 0,14 0,96 0,12 
0,50 0,250 0,00179 0,433 0,80 0.18 0,92 0.17 

SEBJ uses exponents of 0,45 and 0,225 which yield good prediction for waves in 
the range of the large measured wave episodes for both regular and irregular 
shorelines. The maximum wave steepness value is 0,06 which is the expected 
value. 

Hindcast procedure 
Hindcast follows the same process used for dimensional analysis and shown in 

figure 5a, to evaluate wave height and period for a given hour. Figure 8 illustrates 
how hindcasted waves from overwater wind compare with measured waves at the 
buoy site. Both hindcasted and measured signals appear in the upper left. Shown in 
the upper right is the scatter graph and in the lower right is the ratio between 
computed and measured values as a function of direction. A perfect fit would mean 
that all values should lie on the unit circle. During the first year of measurements, 
influence of trees located in a particular sector of the island, at a greater distance 
than the recommended 10 times the height of the taller obstacle, was obvious, as the 
ratio went up. It is thus very important to locate wind stations far away from any 
obstacles, on flat land. Much of the scatter can be explained by time lag between 
signals due to the fast response of the water surface to quick change in wind state or 
to rapidly varying fetch length. This is one of the reason why a fetch defined by a 
large sector give a better results for a large variety of reservoir shoreline geometry. 
Notice that some short extreme wave episodes can be missed since the mean hourly 
wind speed is used and that the significant wave height value can change by more 
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than 10% within an hour. Any event that lasts is fairly well reproduced. All hourly 
values are retained for regression in the scatter graph, which was not the case in 
dimensional analysis, where only peak values were considered. Hindcast at eight 
other sites gives similar results. 

September 

Site : LG3_TA13   - Wave generation 
Fetch evaluated according to SEBJ method 
Meteorological station: LG3_TA13 

Hmo > 2.8 m     • 
• 2.0 <  HrM * 1.5 m    1 
7 IS < Hmo < 2.0 m    1 
_1J» Hmo < 1.6 m   1 

OS Hmo < 1.0 m   1 

Ratio (Hmo prcdtcUdVIHmo mNlurtd) 

1 333      2.000 

Figure 8. Example of wave hindcast from overwater wind data 

Wind overland and wind 
overwater 

Hindcast for lengthy 
periods of time can be 
achieved only with airport 
meteorological stations. The 
weather stations (figure 9) 
were used to better define the 
transfer function between 
wind measured overland and 
wind measured overwater, 
three of which were located 
at nearby airports. 

Figure 9. Retrieval of weather station in November 
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Figure 10. Wind overland and wind overwater 
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Records from both overland and overwater sites are visually inspected and 
punctual events are associated, to allow for the time lag between the two sites. All 
selected pairs are then plotted for further analysis. Figure 10 shows the results for 
one ice-free season. The scatter graph indicates that the wind overwater is larger 
but rarely exceeds the wind overland by more than 30 km/h. The way these points 
are distributed on the graph indicates that the ratio should decrease toward unity as 
the wind speed increases. Since there are only scarce measures for overland wind 
speed over 50 km/h, the relation can only be assumed for large values of wind 
speed. For design purposes and until sufficient data covering the upper region is 
obtained, the following relations are used to hindcast wave conditions from airport 
wind data: 

U„ = 1,5 U, for U, < 50 km/h 

Uw= 0,643  U, +42,9 

U   =U, 

for 50<U, < 120 km/h 

for U, > 120 km/h 

where Ui and Uw are respectively the wind overland and wind overwater in km/h. 

Hindcast with overland wind 
Although this empirical relation needs more data for strong wind events, it has 

the advantage of being easy to implement and should yield a proper annual extreme 
event since most years will have events with extreme wind overland speed in the 
vicinity of 50 km/h. In this region, a ratio value of 1,5 yields the envelope curve of 
measured data. Quality of such procedure is checked using data from the La 
Grande Airport located 130 km west of site TA-13 for which waves were measured 
from 1992 to 1995. Results are shown in Table 3. Except for 1994, all differences 
are within 10%, which is satisfactory. 

Table 3.   Site TA-13. Measure and hindcast of annual extreme wave event. 

Year Measure Hindcast 
[m] [m] 

1992 2,39 2,25 
1993 1,79 1,80 
1994 1,17 1,34 
1995 1,69 1,75 

Conclusion 

Measurement of winds and waves in large reservoirs give good insight into 
wave generation by wind since the wave field is not contaminated by swell. The 
fast response of the reservoir is illustrated by the striking similarity between the 
wind speed and the significant wave height time series signals. Coefficients and 
exponents cannot be blindly evaluated from regression analysis in the log-log 
domain since use of a common variable raised to a given power can lead to false 
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correlation. The fact that wave steepness, using T02, has been measured to be a 
maximum value around 0,06 enables a relationship between Ofe and fiH to be 
derived and narrows the set of valid values from which to choose the correct pairs. 
The exponent of the dimensional wave height must be twice the value of the 
exponent for the mean wave period. For these conditions, it is possible to hindcast 
wave time series accurately with a model based on dimensional analysis, provided 
good quality overwater winds are used. Good quality wind hindcast for overland 
wind is then possible for long periods of time giving an effective tool for dam and 
dyke riprap design. 
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CHAPTER 97 

SPECTRAL MODELLING OF CURRENT INDUCED WAVE-BLOCKING 

R.C. Ris1 and L.H. Holthuijsen1 

ABSTRACT 
Waves travelling against an increasing opposing current tend to dissipate energy 

and part of the energy reflects back (in blocking conditions). The kinematic 
behaviour of these waves can be approximated with the linear theory for surface 
gravity waves. This theory has been implemented for random, short-crested waves 
in the third-generation wave model SWAN with numerical schemes that are fully 
implicit. Ad hoc assumptions that are made in other, similar models for blocking 
conditions are therefore not required and the model is consistent with the underlying 
theory. To represent the dissipation of the breaking waves in these blocking 
conditions, the pulse-based model of Hasselmann (1974) as adapted by Komen et al. 
(1984) has been chosen. Computations have been compared with the flume 
observations of Lai et al. (1989) in which random waves are blocked with violent 
breaking by an increasing counter current in relatively deep water. The computations 
underestimate the dissipation considerably but the addition of the bore-based model 
of Battjes and Janssen (1978) for steep, breaking waves in deep water improves the 
agreement with the observations significantly although some discrepancy remains. 

INTRODUCTION 
Field and laboratory observations of random waves in an opposing current show 

that the wave spectrum changes considerably, often accompanied with (current- 
induced) wave breaking. These changes take place rapidly at the moment that waves 
are blocked by the current. The third-generation spectral SWAN wave model 
(Holthuijsen et al., 1993; Ris et al., 1994; Holthuijsen et al., 1996) can be used to 
simulate these wave-blocking conditions in a linear approach as it is fully consistent 
with the linear wave theory for surface gravity waves. The model includes the third- 
generation formulation for deep-water wave breaking of Hasselmann (1974) as 
adapted by Komen et al. (1984). The flume experiments of Lai et al. (1989) offer 
an excellent opportunity to test this formulation against observations. 

Delft University of Technology, Department of Civil Engineering, P.O. Box 5048, 
2600 GA Delft, Netherlands. 
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WAVE-BLOCKING 
The evolution of monochromatic surface gravity waves and surface tension 

waves in an opposing current in blocking conditions has been described by Shyu and 
Phillips (1990) and Trulsen and Mei (1993). In the linear approach for a stationary 
ambient current a wave component that travels against a (spatially) increasing 
opposing current, increases its intrinsic frequency. It therefore shortens its wave 
length and decreases its relative propagation speed in geographic space (i.e. group 
velocity relative to the current). Its absolute frequency obviously remains constant. 
If, at some location, the relative propagation speed has reduced to be equal (but 
opposite) to the current velocity, the wave component is blocked. However, its 
intrinsic frequency continues to decrease and the wave component reflects at this 
point. After this reflection it continues to travel down-current while it continues to 
increase its intrinsic frequency. When this frequency enters the capillary range, the 
relative propagation speed (still directed against the current) increases and a second 
reflection may occur that sends the wave components up-current again. This 
capillary effect is ignored here because dissipation will have reduced the energy 
levels of these components to insignificant values. 

This evolution can be readily interpreted for random waves by considering the 
wave component to travel through geographic and spectral space simultaneously. 
The evolution of the intrinsic frequency can thus be presented as propagation of 
energy (or action) over the intrinsic frequencies. If the wave direction is slanting 
across the current, the resulting refraction can similarly be modelled by propagation 
over the spectral directions. For a monochromatic wave, the wave height would go 
to infinity at the blocking point. For random waves this effect is reduced because 
of the distribution of the wave energy over the continuum of frequencies below the 
blocking frequency (analogous to reducing the effect of a caustic in geographic 
space). This does not imply that wave energy (in the gravity range) does not exist 
in the spectrum above the blocking frequency. Such energy has been generated at 
some location up-current from the blocking location and travels down-current. 

THE WAVE MODEL 
In presently operating third-generation wave models, wave-current interactions 

are commonly computed with explicit numerical schemes (e.g., Komen et al., 1994 
and Tolman, 1991) and wave energy beyond the blocking frequency is simply 
removed in these models. This is an ad-hoc approach that solves a number of 
operational problems but it is not consistent with the basic equations underlying the 
models. For instance, energy at these frequencies can still travel down-current. In 
the SWAN model, all propagation schemes are fully implicit so that the model is 
always stable and the ad hoc measure of arbitrarily removing energy at these 
frequencies is avoided. By this, wave energy is propagated in the SWAN model 
through spectral space in a manner that is consistent with the linear theory for 
surface gravity waves. The proper kinematics are retained: wave energy travelling 
against the current can propagate to the blocking frequency where it is reflected in 
geographic space. Wave energy that is travelling down-current above the blocking 
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frequency is present in the model and can propagate through the blocking frequency 
to lower frequencies. Wave-current interactions through radiation-stresses are taken 
into account by formulating the wave evolution in terms of the action balance 
equation rather than the energy balance equation (e.g. Hasselmann et al., 1973): 

JLN+JLCN+JLCN+JLCN+JLC.N   =   - (1) 
dt       dx   * dy  y da  ' 36  e a 

where N = N(a,8) is the action density with a as intrinsic frequency, 6 as wave 
direction, x and y as cartesian geographical coordinates and t as time. The first 
term in the left-hand side of this equation represents the rate of change of action in 
time, the second and third term represent propagation of action in geographical 
space (with propagation velocities cx and cy respectively). The fourth term 
represents propagation through the intrinsic frequency domain due to variations in 
depths and currents (with propagation velocity cj. The fifth term represents 
propagation in directional space due to depth and current induced refraction (with 
propagation velocity c„). These velocities are all taken from the linear theory of 
surface gravity waves. The term F (= F(a, 6)) at the right hand side of the action 
balance equation is the source term in terms of energy density E (= E(a,0)) 
representing the effects of generation, wave-wave interactions and dissipation. This 
spectral action balance equation is the basic equation of the SWAN model. 

To investigate the effect of current-induced breaking in blocking conditions, a 
third-generation formulation for whitecapping is used. It is the pulse-based model 
of Hasselmann (1974) as adapted by Komen et al. (1984): 

Fbr(a,6) = ~Ta^E(a,e) (2) 
k 

where a is an average frequency, k is the wave number, k is an average wave 
number and 

4 

r = rK = a, (3) 

where s is an overall wave steepness and sPM is the value of J for the Pierson- 
Moskowitz (1964) spectrum (so that s I sm is a normalized overall steepness). 
Details of the model are given in Komen et al. (1984). 

The proportionality coefficient a, has been calibrated by Komen et al. (1984) 
to attain the Pierson-Moskowitz (1964) limit situation of fully developed seas in 
deep water. This formulation has been implemented in the third-generation WAM 
model (Cycle 3, WAMDI group, 1988) to compute whitecapping. With the same 
coefficient and with the same formulations for the wind generation and the 
quadruplet interactions as in the WAM model, the SWAN model also attains the 
Pierson-Moskowitz limit (as interpreted by Komen et al., 1984, Fig. 1). It also 
reproduces well the evolution of the wave energy and the peak frequency in the 
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idealized deep water case of a constant wind blowing perpendicularly off a straight 
upwind coast (no ambient current). This is evident from the agreement shown in 
Fig. 1 with the compilation of several data sets by Wilson (1965) and Kahma and 
Calkoen (1992; derived for 5.104 <X' < 4.106, E'' is the total wave energy,^,* 
is the peak frequency and X* is the fetch, all normalized with gravitational 
acceleration and wind friction velocity, assuming «, = £/10/24? for the Wilson 
data). 

10' 

SWAN 

10' 
10' ioJ ur 10' 10 * 10' 103 10' 

Fig. 1 The evolution of the dimensionless wave energy and the dimensionless peak 
frequency as function of the dimensionless fetch in the idealized deep water 
case according to the compilation of Kahma and Calkoen (1992; K&C) and 
of Wilson (1965, envelope), Pierson-Moskowitz (1964; P&.M, as 
interpreted by Komen et al., 1984) and as computed by the SWAN model 
with the dissipation model of Komen et al. (1984; TK), with and without the 
supplementing model of Battjes and Janssen (1978; TBJ). 

THE EXPERIMENT 
A well documented experiment with waves travelling against a current in 

blocking conditions with violent breaking has been carried out in a laboratory flume 
by Lai et al. (1989). The waves with incident significant wave height Hs - 0.019 
m and a mean wave period Tm0l = 0.51 s are blocked in the flume by an opposing 
current that increases in down-wave direction (Umax = - 0.22 m/s). This variation 
in the current speed was obtained with an elevated bottom over part of the flume in 
relatively deep water, see Fig. 2. The wave conditions have been computed with the 
SWAN model with a very narrow directional distribution of the wave energy 
(directional standard deviation 2.5°) and with all formulations for generation, 
dissipation and wave-wave interactions disabled except the above described 
whitecapping formulation. 
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In Fig. 2 the observed and computed evolution of the significant wave height 
along the flume are shown. It is obvious that the computed wave height reduction 
is considerably underestimated. In fact, the significant wave height increases some 
distance down the flume where the observations show a decrease. The whitecapping 
formulation of Komen et al. (1984) apparently permits a wave steepness that is 
considerably larger than observed. As noted above, the coefficient a, in this 
formulation has been calibrated for deep water wave generation where the wave 
steepness is rather limited. In the present experiment it is apparently used for higher 

H/m) 
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*    *    *   Lai et al. 
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SWAN r^ + r^ 
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0. 

/~\ ,              , , 
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. 0.45 Current direction 

- 
"°  

M 
~\ 
\° 1.5 m 

Fig. 2 The observed evolution of the significant wave height and the mean wave 
period in the opposing current experiment of Lai et al. (1989) and the 
computational results of the SWAN model with the dissipation model of 
Komen et al. (1984; TK), with and without the supplementing model of 
Battjes and Janssen (1978; TBJ). 

values of the wave steepness. It therefore seems that either another value for the 
coefficient is needed for higher wave steepness or that another formulation is 
required. We speculate that the total dissipation of the steeper waves can be better 
modelled with the bore-based model of Battjes and Janssen (1978). If this total 
dissipation is distributed over spectral space as in the pulse-based model, then the 
formulation of T becomes: 
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r = rB, = <*2a (4) 

in which Qb is the fraction of breaking waves and smax is the maximum steepness 
of an individual breaker (so that sm$tX I s is a normalized maximum steepness of an 
individual breaker). The maximum steepness is set at smax = 0.14 and the value of a 2 

is taken from Battjes and Janssen (1978). The fraction of breakers Qb increases very 
quickly as function of the overall steepness s above s = 0.08 so that the dissipation 
is relatively large for steep waves. This is shown in Fig. 3 with TK and TBJ as a 
function of overall steepness s. In the SWAN model this bore dissipation of Battjes 
and Janssen (1978) is added to the whitecapping dissipation of Komen et al. (1984). 

.015 

r 

.010- 

.005- 

.0 

Komen et al. <r,) 
 —  Battjes & Janssen  ( r..) 

r    / 

0. .02 .04 .06 .08 .10 
Overall steepness s 

Fig. 3 The coefficient of whitecapping as a function of overall wave steepness 
according to Komen et al. (1984) and the expression of the present study that 
is based on Battjes and Janssen (1978). 

The evolution of the waves in the idealized fetch-limited conditions is hardly 
affected by this addition of the bore-based model except for very short fetches where 
the SWAN results now agree slightly better with the compilation of Wilson (1965) 
for X" < 104 (Fig. 1; not considered by Kahma and Calkoen, 1992). In the 
experiment of Lai et al. (1989) the agreement between the computed and observed 
evolution of the waves has improved (see Fig. 2) but the observed continued 
reduction in wave height up-current from the location where the current speed 
attains a constant speed (at the down-current end of the elevated bottom), is not 
reproduced. This continued reduction is unexpected since the wave steepness 
decreases to rather low values and breaking is expected to be insignificant. This 
continued dissipation needs further investigation. 

CONCLUSIONS 
The numerical schemes in the third-generation spectral wave model SWAN allow 

a treatment of the kinematic characteristics of wave-blocking and wave reflections 
against an opposing current that is consistent with the linear theory for surface 
gravity waves without any ad hoc assumptions. Numerical simulations of wave- 
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blocking experiments in a flume show that the pulse-based whitecapping formulation 
of Hasselmann (1974), adapted by Komen et al. (1984) is not adequate in 
representing the process of energy dissipation in the blocking situation that was 
considered. Supplementing this formulation with the bore-based model of Battjes and 
Janssen (1978) shows an improvement but the observed continued reduction in wave 
height in the region of constant current has not been resolved. 
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CHAPTER 98 

Uncertainties in the Validation of Harbor Wave Models 

Zeki Demirbilek1, Bingyi Xu & Vijay Panchang2 

Abstract 

Various sources of uncertainties contributing to the difficulties in the 
validation of harbor wave models with field measurements are discussed in this paper. 
Some aspects of a new theoretical formulation for removing these uncertainties for 
estimates of waves in harbors are presented. Implementation of the new formulation 
is illustrated for waves incident on a planar beach by comparing numerical model 
predictions to the closed-form analytical solution for normal incident waves and to 
the results from an one-dimensional Helmholtz equation for oblique waves. 

Introduction 

Reliable modelling of coastal hydraulic phenomena is vital for commercial and 
military activities, including harbor design, shoreline evolution, navigation, ship 
motion during loading/unloading operations, dredging, design of structures, harbor 
wave agitation, contaminant transport, just a few to name. Military coastal hydraulics 
deals with amphibious operations, mooring forces, mine movement, and others. 
Computer models presently play an important role in the ever-increasing coastal 
activities in some countries, and in the past two decades, industrial activity in the 
coastal and offshore environment worldwide has witnessed a phenomenal growth. 
Many nations have quite liberal policies to promote the development of new ports and 
harbors to meet the need for growing exploration and transport of petro-products, 
aquaculture, and commerce by shipping. Ongoing and future investment by 
governments, international participants, and the private sector will further accelerate 
the use of numerical wave prediction models for coastal projects and design studies. 

Although a number of mathematical models have been successfully developed 

'U.S. Army Engineer Waterways Experiment Station, Coastal and Hydraulics Laboratory, 
3909 Halls Ferry Road, Vicksburg, MS 39180-6199 

department of Civil and Environmental Engineering, University of Maine, 
Orono, ME 04469-5706 
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worldwide for coastal hydraulics, wave modelling confronts us with numerous 
complexities in the physics and the, numerics. Many available models have been 
developed in a somewhat ad-hoc manner with the immediate needs of a project in 
mind, and time and budgetary constraints have often taken priority over rigorous 
model evaluation and systematic development. In fact, many model solutions are 
perforce accepted at face value, even though model sensitivity to grid resolution, open 
boundary conditions, parameters associated with various mechanisms, model 
assumptions, etc. are almost never tested. 

This paper addresses a general discussion of some of the key uncertainties in 
the validation of harbor wave models. Using a state-of-the-art wave model called 
"CGWAVE", model uncertainties are discussed for a simple application, waves 
transforming over a plane sloping beach. The CGWAVE model is developed by the 
US Army Corps of Engineers and the US Navy in collaboration with the University 
of Maine, for civil and military applications. CGWAVE is a comprehensive and 
sophisticated finite-element nearshore wave prediction model that can be used for 
predicting wave climate either in open-coast type applications or in harbors of 
irregular bathymetry which are surrounded by complex land boundaries and protective 
structures such as jetties, breakwaters, or islands. 

The model CGWAVE is based on the elliptic mild-slope wave equation and 
can simultaneously simulate the effects of refraction, diffraction, reflections by 
bathymetry and structures, dissipation due to friction and breaking, and nonlinear 
amplitude dispersion. The computational capabilities of CGWAVE model permit the 
modeling of large coastal regions. The model has been compared to several academic 
test-cases and laboratory data for complex bathymetries (e.g. Panchang et al. 1990, 
1991, 1996; Xu and Panchang 1993; Panchang et al. 1993; Panchang & Xu 1995; Xu 
et al. 1996). The governing equations of CGWAVE pass, in the limit, to the deep 
and shallow water equations, making this model applicable to a wide range of 
frequencies, including short wind waves, swell, and infra-gravity waves. 

Harbor Models and Applications 

The three most widely-known elliptic wave models are HARBD (Chen and 
Mei 1974; Mei 1983; Chen & Houston 1987), PHAROS (Kostense et al. 1986), and 
CGWAVE (Panchang et al. 1991; Xu, Panchang & Demirbilek 1996). These steady- 
state models may either use finite-element or finite-difference schemes for solving the 
governing equations and associated boundary conditions for calculating the linear 
wave oscillations in harbors of arbitrary configuration and variable bathymetry. 
Effects of bottom friction and boundary absorption (reflection) are included. 
Boundary reflection is based on a formulation similar to the impedance condition in 
acoustics, expressed as a function of the wavenumber and reflection coefficient. 

For modeling waves over an arbitrary depth, these models divide the water 
domain into near- and far-regions. The near-region, also known as the model domain 
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(Fig. 1), that includes the actual harbor, is bounded by an offshore boundary, in the 
form of a semi-circle for HARBD and PHAROS models, and a semi-circle or 
rectangular-box boundary for CGWAVE. The offshore boundary is a mathematical 
artifice and typically is located some distance offshore of the harbor entrance. The 
near-region encompasses the entire harbor area and all its protective marine 
structures, and part or all of the entrance and approach navigation channels. Water 
depth in the near-region is generally variable, overlaid with a finite-element 
triangular-mesh whose grid resolution is determined by the project-specific design 
wave conditions. Element attributes such as water depth and bottom friction are 
specified at the centroid of each element. For those elements along the solid 
boundaries (land or structure), a reflection coefficient is assigned to each element. 

Exterior 

l.iiud 

"i 

Model Domain ijv_   u 

j 

Definition Sketch - Harbor Problems | 

Figure 1. Near- and Far-regions (Model & Exterior Domain) & Open Boundary, T. 

The far-region, also known as the exterior domain (Fig. 1), of the elliptic 
wave models covers the domain outside the offshore boundary of the near-region, and 
is bounded by the coastline and deepwaters of the sea, extending to infinity (Fig. 2). 
Water depth in the far-region is assumed to be constant for HARBD and PHAROS 
models, whereas it is treated as variable depth in the CGWAVE model (Fig. 3). 
Bottom friction and reflection are neglected in the far-region. The constancy of water 
depth in the far-region for HARBD and PHAROS models permits a simpler analytical 
solution of waves at the expense of introducing some undesirable depth- 
discontinuities at the interface between the near-region and the coastlines on either 
side of the harbor entrance. These discontinuities are one of the major source of 
difficulties in the validation of elliptic wave models. CGWAVE avoids this problem 
by considering the water depth in the far-region to be piece-wise continuous by 
allowing the water depth to change in the cross-shore direction as waves approach the 
coastlines and the harbor.  This is one of the major differences between CGWAVE 
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and all other existing elliptic models. In CGWAVE, the wave field in the far- and 
near-regions is obtained by solving the one-and two-dimensional Helmholtz equations, 
respectively. These two solutions are mathematically coupled along the offshore 
boundary of the modeling domain to obtain the complete wave field estimates in the 
combined regions. 

$ ext = $ i + <l> r + $ ; 81 
Incident y~ 

Dl 

Figure 2. Collinear and Fully-reflective Exterior Coastlines. 

Elliptic wave models require a wave period and direction as input, as well as 
the three-dimensional coordinates for the near-region finite-element mesh. For 
CGWAVE, grid coordinates for the far-region are also required. In addition, models 
may require certain parameters for their numerical solvers, which vary from model 
to model depending on the specific numerical algorithms used to solve the linear 
system of equations. CGWAVE model uses a Galerkin formulation for dicretizing 
its equations. The resulting matrix equations are solved iteratively using the so-called 
conjugate gradient method (CGM). The CGM (Panchang et al. 1991; Li 1994) is a 
powerful, iterative scheme for solving system of equations without any matrix 
inversion. The iterative solution scheme of CGWAVE significantly improves our 
wave modelling capabilities in the nearshore when large domains have to modelled 
using highly refined grids. While the basic model developed so far incorporates all 
the nearshore wave transformation mechanisms noted earlier and also includes a 
graphical user interface, a number of important questions remain. These remaining 
issues introduce uncertainties into the predictions of models as described in the 
following sections of this paper. 
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Uncertainties due to Model Assumptions 

Traditional elliptic harbor wave models such as HARBD and PHAROS are 
based on the assumptions that the exterior sea region outside the computational finite- 
element grid is of constant depth and that exterior coastlines are collinear and fully 
reflecting (Figs. 2 & 3). These assumptions are generally not true for most practical 
applications and their effects on model predictions are substantial (Xu, Panchang, and 
Demirbilek 1996), resulting in unreliable simulations. This is not surprising since the 
exterior geometry varies arbitrarily, and the unrealistic bathymetric representation 
used by modelers should invariably has an adverse influence on model predictions. 
 d5  

d4 

F-E GRID 

d3 

^\                     d2 

\               d1 

o oas itll ine 

Bathymetry 

Figure 3. Exterior Domain Bathymetry Representation for CGWAVE model. 

A solution to this problem has been to extend the near-region as far as 
possible to minimize the effects of these assumptions. But, this practice in turn 
introduces some prohibitive computational resource demands that are difficult to 
meet. An alternative solution has been developed (Xu, Panchang, and Demirbilek 
1996) that eliminates such demands by invoking the use of parabolic approximation 
as the open boundary condition for the scattered waves. Theoretical details and 
implementation of this innovative method are omitted here since several illustrations 
of it practical applications have been presented in that paper. 

The requirement that exterior coastlines are fully reflecting is particularly 
troublesome, almost always giving rise to extremely large wave amplitude estimates 
and rapidly varying wave patterns in the exterior region of the modeling domain. 
This has been illustrated by the authors (see Fig. 2 in Xu, Panchang, and Demirbilek 
1996), in which CGWAVE predictions for Toothacher Bay, Maine were obatined by 
forcing CGWAVE to mimic a HARBD-like solution. In this application, using full 
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reflection from exterior coastlines of low reflectivity did clearly lead to erroneous 
model results, and made the said assumption very problematic. The parabolic 
approximation treatment of the scattered waves developed by Xu, Panchang, and 
Demirbilek (1996) does in deed overcome this requirement and allows the modeler 
much greater flexibility for tackling realistic applications. 

In fact, there are a number of sources that give rise to uncertainties in the 
predictions of elliptic models, including: 

• model set-up/open boundary location 
• coastal reflectivity 
• grid resolution 
• parameters (dissipation, etc.) 
• forcing (input) 

These uncertainties make the validation and comparison of models to field 
measurements difficult. A brief discussion of the role played by the open boundary 
in these uncertainties is presented next. 

Uncertainties due to Open Boundary 

Figure 2 depicts the open boundary T, shown as a semi-circular boundary that 
separates the near-region Q from the far-region Q'. The solution of problem, 
expressed in term of the velocity potential 4>, in the far-region (exterior region) 
consists of the incident (<!>;), reflected (Or), and scattered (Os) components, 
respectively. Both HARBD and PHAROS make use of the Bessel-Fourier series for 
representation of <1>S. This traditional approach for determining Os requires (1) depths 
in the exterior-region Q' be constant, (2) exterior coastlines A,Dj and A2D2 be fully- 
reflecting, and (3) exterior coastlines A,Dj and A2D2 be collinear. All three 
requirements which are unrealistic for practical applications, can be avoided using the 
parabolic representation of Os (Xu, Panchang, and Demirbilek 1996). Advantages of 
this new approach are that it eliminates requirements (2) and (3). A novel approach 
for eliminating requirement (1) has also been developed by the same authors and was 
presented in the ICCE'96. Their proposed solution for eliminating the requirement 
#1 was to represent the bathymetry in the far-region by a piece-wise continuous one- 
dimensional (1-D) bathymetry (Fig. 3) to solve the 1-D Helmholtz equation for O0 

= Oj + Or in the exterior domain. This 1-D solution for <£>0 and the parabolic solution 
of Os are then used along the open boundary T for coupling of the solutions of the 
near- and far-regions. Figure 4 presents an illustration of this method for predicting 
waves on a 3-km long planar beach with a slope of about 1:50 and offshore depth of 
54 m. CGWAVE predictions for this problem are next discussed for different 
incident wave conditions, for both normal incident and oblique waves, and model 
predictions are compared to the closed-form analytical J0-solution (Mei 1983) of this 
problem. 
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Figure 4. CGWAVE Model Setup for a Planar Beach of About 1:50 Slope. 

Discusssion of Waves on a Sloping Beach 

In the comparison of CGWAVE to the analytical solution, we examine the 
performance our model CGWAVE for different sizes of the semi-circle and the cross- 
shore extent of the exterior domain. Due to space limitations, model results will only 
be presented at three on-offshore cross-sections. We choose cross-sections 1 and 3 
at 500 m from the left- and right-edge of the semi-circle, respectively, and cross- 
section 2 at the center of the semi-circle. Since the open-boundary related effects 
manifest themselves mainly near that boundary, the greatest differences between the 
model predictions and the analytical solution should occur at cross-sections 1 and 3, 
and the least difference at cross-section 2. In addition, as the size of the semi-circle 
decreases, the effect of the boundary should become more dominating throughout the 
entire domain. Conversely, for a larger semi-circle, these effects should be localized 
in the vicinity of the open boundary. 

Figures 5 and 6 represent model versus the analytical solution results for a 3- 
km domain (i.e. diameter of the semi-circle is 3 km) for normal and oblique incident 
waves, respectively, of 260 sec period. The agreement between the model and J0 

solution in all three cross-sections is excellent for both normal and oblique incident 
waves. Since the J0-solution is for normal incident waves, we provide in Figure 6 
a true comparison of the CGWAVE model estimates to the solution from a one- 
dimensional Helmholtz equation, the exact solution of this problem for 30-degrees 
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Figure 5. Comparison of CGWAVE Model Predictions versus Analytical 
Solution at Three Cross-sections for a 3-km Planar Beach (Normal Incident). 
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Figure 6. Comparison of CGWAVE Model Predictions versus 1-D Solution 
(Helmholtz Equation) at Three Cross-sections for a 3-km Planar Beach 
(Oblique Incident). 
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oblique waves from left of the normal to the boundary. Model compares extremely 
well to this solution also at all three sections. 

3000 

Distance from Shoreline 
Figure 7. Comparison of CGWAVE Model Predictions versus Analytical 
Solution at Three Cross-sections for a 2-km Planar Beach (Normal Incident). 

The results of CGWAVE model for a 2-km domain are presented in Figs. 7 
and 8. For this smaller domain, model estimates still compare exceptionally well to 
the predictions from the J0-solution and 1-D Helmholtz equation even though the 
modeling domain has been reduced by 30 percent. This shows that CGWAVE results 
are robust and do not vary as the domain size varies. 

6.0r 

soo 1000 1500 2000 2500 3000 

Figure 8. Comparison of CGWAVE Model Predictions versus 1-D Solution 
(Helmholtz Equation) at Three Cross-sections for a 2-km Planar Beach 
(Oblique Incident). 
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Lastly, model results at cross-section 1 are shown for a domain size ranging 
from 1.5 to 6 km in Fig. 9. We can clearly see a slight change in the model results 
when the domain size is varied four-fold, but overall, CGWAVE predictions do riot 
show any strong dependence to the size of the modeling domain. 
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Figure 9. Comparison of CGWAVE Model Predictions versus Analytical 
Solution at Cross-section 1 for Varying Widths of Beach (Normal Incident). 

Conclusions 

Elliptic wave models that use the traditional mathematical formulation for 
wave estimates in the offshore and inside the harbors impose some unrealistic 
demands as described earlier in this paper. Exterior depth variations in the outside 
areas of the harbor neglected by these models and the position of the semi-circular 
open boundary become rather problematic in the field application of these models. 
Presented here is a discussion of some solutions for eliminating the effects of these 
undesirable demands. We have demonstrated here the implementation of the 
proposed solutions for waves on a plane sloping beach by providing a comparison of 
the model predictions and analytical and approximate solutions. 

Our proposed solutions are compromises between an account of the effects of 
the field bathymetry and radiation boundary condition. The presented model results 
show that the proposed solutions work very well and that a negligible contamination 
occurs due to relaxation of the open boundary condition. The suggested solutions 
eliminate the need to select a constant depth in the exterior region. Our new 
formulation of the scattered waves greatly reduces the sensitivity of model predictions 
to the position of the open boundary. Efforts are underway now to evaluate these 
new ideas implemented in the CGWAVE model for Kahului, Barbers Point, and 
Oceanside harbors using field measurements. 

This work was carried out under the Coastal Research Program of Civil 
Works Research and Development. The Office of the Chief of Engineers, U.S. Army 
Corps of Engineers is acknowledged for authorizing publication of this paper. 
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CHAPTER 99 

FIELD MEASUREMENTS AND NUMERICAL MODELING OF 
HARBOR OSCILLATIONS DURING STORM WAVES 

W. M. Jeong1, J. W. Chae2, W. S. Park1, and K. T. Jung2 

Abstract 

A series of simultaneous field measurements for long and short-period waves un- 
der storm and calm wave conditions were made to understand harbor resonances 
in a partially enclosed harbor. During storm condition the frequency spectra show 
peaks of considerable magnitude around the wave period of 1 ~ 5 minutes, which 
are bounded long waves and their harmonics. They are strongly related with storm 
waves but longer period (free long) waves are not in the harbor. Numerical tests 
were also carried out by using the hybrid element model including entrance sep- 
aration losses in a simple rectangular harbor to validate the model for a mostly 
constricted entrance case. Further the model was used to simulate the long period 
oscillation in Muko harbor. Comparisons were made between field data and numer- 
ical results to discuss the effect of storm waves on the long period oscillations. Tests 
demonstrate the effect of input parameters on model results and proper choice of 
them are stressed. 

INTRODUCTION 

Long-period wave oscillations in a harbor could create unacceptable vessel motions, 

excessive mooring forces and fender reactions leading to the breaking of mooring lines 

and fender system. The typical natural periods of a reasonable sized harbor or a moored 

vessel are of the order of magnitudes of minutes (Nagai et al, 1994). One of the sources 

that generate the long-period waves of 2 ~ 3 minutes in the offshore side is the wave 

set-down travelling with the wave groups. In a partially enclosed harbor attacked by 

short waves through the narrow entrance, free long waves can be generated, and the 

waves further resonate the natural modes of the harbor basin (Mei and Agnon, 1989; 

Wu and Liu, 1990). Recently Girolamo (1996), and Okihiro and Guza (1996) showed 

that irregular short waves generate bounded long waves and free long waves which 

excite harbor resonance with extensive analyses of experimental and field measured 

data, respectively. 

'Senior Research Scientist, Coastal Engineering Division, Korea Ocean Research & 

Development Institute, Ansan P.O. Box 29, Seoul 425-600, KOREA 
2Principal Research Scientist 
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Figure 1: Location map for field measurements around Muko harbor. 

Most of previous studies are restricted to theoretical analysis with limited number 
of narrow frequency waves, and a few experimental and field measurement works taking 
into account irregular frequency-directional waves during storm conditions. As actual 
wind waves do not lie in a narrow frequency band, the resonance process is different. In 
order to investigate the effect of storm short waves to long-period harbor oscillations, 
a series of field measurements were conducted for both random sea waves and long- 
period waves inside and outside a small harbor. Harbor amplifications were calculated 
using HARBD linear model (Chen, 1986) including entrance loss and directional effects 
(Sand, 1982). 

FIELD MEASUREMENTS AND ANALYSIS 

Such phenomena of long-period oscillations were observed in the Muko harbor lo- 
cated at the east coast of Korea where north-eastern storm waves are dominant in 
winter season. The harbor is of a partially-enclosed rectangular shape with dimensions 
of 1 km long, 410 m wide, and entrance width of 250 m as shown in figure 1. The 
averaged water depth in the harbor is about 8.5 m. 
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Figure 2:   Time series of water level variations measured around Muko harbor; (a) 
Storm sea; (b) Calm sea. 

Table 1: Characteristics of short- and long-period waves. 

Data 
set 
no. 

Starting time 
of measurement 
period in 1993 

Periods of seiche 
at each station (min.) 

Characteristics of 
measured 

short-period waves 

SI S2 S3 #1/3 
(m) 

Mean 
direction (sec) 

1 03/18 15:10 23.1-28.2 11.1-28.2, 4.5, 
3.6 

11.1-12.2, 4.6, 
3.4-3.6, 1.5-1.9 

1.67 9.0 N55 °E 

2 03/20 01:18 28.2 13.4 13.4, 3.3-3.7 0.77 8.0 N56°E 

3 07/07 15:00 18.0-27.8 12.3-20.4 (14.6) 11.4-14.6 (12.3) 0.35 4.0 N83 °E 

4 07/09 01:08 18.0-27.8 13.3-14.6, 5.8 13.3 0.43 4.4 N19°E 

5 07/10 11:16 20.4-27.8 20.4, 13.3 11.4-13.3 0.37 5.2 N54°E 

* Each record length is 34.1 hr. 
** Shaded numeral denotes peak period corresponding to peak spectral density. 
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NORMALIZED   DIRECTIONAL   ENERGY   DENSITY    SPECTRUM 
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Figure 3: Typical directional spectrum of a short-period wave condition. 

To investigate the relationship of short-period storm waves and long-period waves 
in a harbor, field measurements were performed at three reference stations as shown in 
figure 1. Using a Datawell directional waverider buoy short-period waves were measured 
at offshore stations WW and SW for 26.7 minutes at every hour in the interval of 0.78125 
second. The frequency of the waves is in the range from 0.04 Hz (25 sec) to 0.25 Hz (4 
sec). Using pressure-type wave gauges long-period waves were simultaneously measured 
at three stations SI, S2 and S3 (figure 1) for March 18 ~ 21 and July 7 ~ 12, 1993. 
Five sets of data (Table 1) were chosen for the analysis which show typical storm and 
calm wave conditions. Each set was recorded at 5 second intervals and recording length 
is approximately 34 hours. Typical time series of measured long-period waves for storm 
and calm sea conditions are presented in figure 2. It can be clearly found that the long 
period waves are amplified in a harbor and modulated with tide. 

Directional-frequency spectra were obtained from the short-period wave analyses 
using Maximum Entropy Method (Kobune and Hashimoto, 1986), which show spread- 
ing of wave energy in both frequency and directional bands (figure 3). They are different 
from the narrow frequency banded waves used in the theoretical analysis. After filtering 
low-frequency waves from long-period wave signals using Butterworth high-pass filter 
in MATLAB, spectral analyses were made for each record of 4096 data points (at 30 
second intervals averaged over 6 raw data). Standard spectral analysis based on FFT 
provides wave parameters and frequency spectrum that was herein obtained averaging 
over 16 raw harmonics. Two typical frequency spectra of storm and calm seas corre- 
sponding to time series of figure 2 in 128 frequency bands are shown in figure 4. Several 
peak frequency bands can be found around the wave period of 1 ~ 5 minutes in the 
frequency spectrum for the storm wave condition, which may be resulted from group- 
bounded long waves and their harmonics resonated in the harbor (refer to Girolamo, 
1996). 
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Figure 4: Power spectra measured around Muko harbor; (a) Storm sea; (b) Calm sea. 
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LONG-PERIOD WAVES AND HARBOR RESONANCE 

Several resonant peaks are clearly seen in the frequency spectrum of long-period 
waves in the harbor when the storm waves occurred outside the harbor (figure 4(a)). 
However, only primary resonant peak can be seen in the calm sea condition (figure 4(b)). 
The observations reveal that long-period waves in the harbor are excited due to the 
nonlinear resonance by the groups of short waves. 

On the basis of case studies of Wu and Liu (1990), it is possible to analyse ap- 
proximately the characteristics of the oscillations. A little difference in the bounded 
long waves across the harbor mouth could generate free long waves of small amplitude 
in the neighbourhood of the first mode. But bounded long waves could be dominant 
at frequencies beyond the first mode because the harbor entrance is relatively large 
in comparison with the dimension of the harbor basin. The bounded long waves are 
mainly affected by short waves (swell) and resonated in the small harbor, but the first 
resonant mode and free long waves are not dependant on them. It is may be because 
of nonlinear energy dissipation in the harbor entrance even with the increase of the 
bounded long wave energy. 

NUMERICAL MODELING 

Mild slope equation of Berkhoff (1972) was adopted for simulating the harbor oscilla- 
tions. There are three major energy dissipating processes in harbor resonance problem, 
i.e., bottom friction, energy absorption at solid boundaries, and entrance separation. 
Chen (1986) considered first two terms in his hybrid element model by introducing fric- 
tional loss parameter in governing equation and partial absorbing boundary condition. 
The governing equation and boundary conditions of Chen's model are summarized in 
figure 5. In the figure, <j> is the complex-valued velocity potential in finite element 
region; (j>s is the velocity potential for scattered waves in the far field region; A is the 
frictional parameter; a is a coefficient related to the wave reflection characteristics on 
solid boundaries; and C and Cg are celerity and group velocity, respectively. 

Harbor Entrance Energy Loss 

In this study, entrance separation losses were considered by introducing two match- 
ing conditions at the harbor mouth depicted as a dashed line in figure 6 as follows. 

Continuity equation: 

Dynamic equation: 

«i = M2 = «e (1) 

p       p      2J     '    '       dt w 

in which u\ and «2 axe water particle velocities in open sea region, A\ and inner harbor 
region, A2, respectively; ue is the velocity of water particle at harbor entrance; fe is 
loss coefficient; and I is the length of the jet flowing through the harbor mouth. 
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imVW-f- -ik)$' = lim =   0 

v^s + k'4>s =  0 

•fj  =   ika* 
Figure 5: Hybrid element model, HARBD (Chen, 1986). 

The second term of right hand side of equation (2) is generally nonlinear. To solve 
the boundary value problem efficiently in frequency domain, it should be linearized. 
Using Lorentz's transformation and averaging power along the water depth, it can be 
linearized as 

1 
/eUe|«e| ~ 7Me (3) 

in which 7 is the linearized loss coefficient including amplitude of water particle velocity 
at the interface of A\ and A2, which is given by 

4 sinh kh   2(5 + cosh 2kh) 
7 ~ 3TT JeUe cosh kh 3(2kh + sinh 2kh) (4) 

in which ue is the amplitude of ue; k is the incident wave number; and h is the depth 
of water. 

Using complex valued velocity potential, the linearized matching conditions can be 
rewritten as 

dn dn 
(5) 
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Figure 6:   Variation of amplifications varying with incident wave heights;  (a) fully 
opened case; (b) partially opened case. 

h = 4>2+[ — + 
d<j>2 
dn (6) 

The entrance loss coefficient, fe, are determined from the empirical formulation 
developed by Lepelletier (1980) given by 

fe 
CS      for 5 < 1 
C for S > 1 (7) 

in which S is Stroul number (=ue/aoj); C is empirical coefficient, 0.8 for fully opened 
harbor(a/6 — 1.0) and 1.15 for partially opened harbor (a/b < 0.8); a is the width of 
entrance; and 6 is the width of harbor. 

Comparison with Experimental Data 

With reference to Lepelletier's (1980) laboratory tests a simple rectangular harbor 
was chosen for numerical calculation of amplification factors. The harbor bottom is flat 
and widths of the entrance gap are 0.2 (partially open) and 1.0 (fully open) times the 
harbor width. Using the values of Kr and /3 (discussed in Thompson et al., 1993), the 
modified Chen's model was run for the two cases (figure 6). The amplification factor is 
half as big as Lee's (1969). As shown in the figures the amplification factors taking into 
account of harbor entrance loss effects are resonably in good agreement with the data 
for the most constricted entrance case (figure 6(b)). It can be said that the linear model 
(HARBD) with linearization of nonlinear dissipation term due to flow separation in the 
harbor entrance will be a good tool for the estimation of the amplification of a restricted 
harbor. In case of Muko harbor the entrance energy loss may be not significant because 
the harbor is relatively wide opened. 
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Figure 7: Finite element mesh for Muko harbor. 

Model Application 

The modified model was applied to calculate the harbor amplification due to group 
bounded and free long waves generated during the storm wave condition and resonated 
in the Muko harbor. Model boundary was taken large enough to cover offshore mea- 
surement station SI as shown in figure 7. The water depth of far field area (analytic 
solution region in HARBD model) is assumed to be constant. Reflection coefficients 
vary from 0.95 (natural beach) to 0.99 (vertical sea wall) and also vary depending on 
the magnitude of frequency (i.e., from 0.4 for 15 sec to 0.98 for 180 sec waves at en- 
ergy absorbing boundary). The numbers of triangular elements are 14379 and its size 
is small in order to resolve 30 sec period wave in water of 8.5 m depth. Numerical 
computation has been made for the 54 component waves of period range from 60 sec to 
1400 sec Some comparison was made with experimental data. The amplification ratio 
is \/Si(f)/S(f), where Si(f) is spectral density at the i-th point in the domain and 
S(f) at offshore station. Figure 8 shows the amplification ratio at C7 (measurement 
station S3), and computation results are in reasonably good agreement with measured 
data, where water depth is chosen as mean depth of 17.2m. The water depth effects 
are dominant on the waves around the first resonant peak. The incident wave direction 
is also very important on the estimation of harbor amplification especially in high fre- 
quency range below 350 sec in Muko harbor (figure 9). Those wave periods are related 
with bounded long waves. Upon the test results of partial wave reflection (figure 10) 
the coefficient should vary depending on the wave length up to a certain wave period. 
With proper choice of parameters the modified numerical model performs reasonably 
well in relation to field data. 
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Comparison with Measurement 
(St. C7; Data Set No. 1) 
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Figure 8:   Comparison of normalized amplification ratios obtained by measurements 
and numerical calculation with various water depths in far field region. 
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Figure 9: Variation of normalized amplifications with incident wave directions. 
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Comparison with Measurement 
(St. C7; Data Set No, 1) 

Measurement 

Conventional reflection coeff. 
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Figure 10:   Comparison of normalized amplification ratios obtained by measurement 
and numerical calculation with different reflection coefficients. 

CONCLUSIONS 

Field measurements of short- and long-period waves were made to understand long- 
period oscillations generated by storm waves in a partially enclosed harbor. In a storm 
wave condition the frequency spectrum shows several resonant peaks, which are free 
long waves in the neighbourhood of the first mode, and bounded long waves and har- 
monics in the other modes. The bounded long waves are strongly dependant on short 
wind waves but the longer waves may be not. Chen's linear model was modified to 
cope with entrance energy losses due to flow separation. The model provided a good 
approximation to the harbor amplification of major resonant modes in the Muko harbor. 
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CHAPTER 100 

PERFORMANCE OF A RESONATOR DESIGNED BY THE WAVE 

FILTER THEORY- APPLICABILITY TO A HARBOR 

Takayuki Nakamura1, Hitoshi Mochizuki   and Satoshi Morita3 

ABSTRACT 

A wave resonator, which has a comparatively wide opening and still keeps 
effectiveness for a wider range of wave frequency, is newly developed 
based on the Wave Filter Theory. Applying this resonator both to a long 
channel and a harbor entrance, the sheltering effect for incoming waves was 
examined by the numerical and physical experiments. It was confirmed that 
the Wave Filter theory is very effective to design a wave resonator for 
required conditions, such as an effective band width of wave frequency. 

INTRODUCTION 

In the 1950s, Valembois(1953) has already presented an idea of resonators 
to reduce incoming waves to harbors and canals by installing resonators at 
the entrance. In this attempt, the shape of a resonant basin is fixed to the 
definite one; the ratio of a length to a width of the resonant basin is 2:1. It 
was reported that the effective range of a wave frequency is comparatively 
narrow. In order to expand the effective range, he has proposed a series of 
resonators with different dimensions instead of a single resonator. However, 
in his study, the influence of an opening length between the two facing 
resonators on the sheltering effect has not been clarified. Consequently, it 
may be very hard to out find the total geometry of a resonator-type 
breakwater. 

1) Associate Professor, Department of Civil and Ocean Engineering, Ehime 
University, 3 Bunkyo-cho, Matsuyama City, Ehime 790, Japan 

2) Professor, Department of Electronic Engineering, Meisei University, Japan 
3) Researcher, Technical Research Institute, Kumagai-gumi, Japan 
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Recently, Mochizuki et al.(1990) have developed a new method to design 
a resonator that is effective for wider frequency range based on the electric 
filter theory, which is called the Wave Filter Theory. Nakamura et al.(1994) 
may be very hard to out find the total geometry of a resonator-typehave 
conducted a series of experiments on a resonator designed by the theory in 
a long wave flume. However, applicability of the resonator to a fully three- 
dimensional wave field, such as harbor tranquility problems, has not been 
verified sufficiently. 

In this study, using the Wave Filter Theory, a resonator that is effective 
for a wider range of wave frequency is first obtained. Especially, intending 
the resonator at harbor entrances, a resonator with a wider opening is 
presumed for passing ships. Experimental verification of this resonator was 
carried out in a long wave channel to check the principal validity of the 
Wave Filter Theory. Finally, for protecting a harbor from incoming waves 
of wider frequency range, the designed resonator is installed at the entrance. 
Numerical experiments on the wave height distributions in the harbor were 
carried out to examine the effectiveness of the resonator. Some additional 
case studies were also given to compare with th : result of a resonator case. 

(a) V^ave resonators in series. 

(b) Equivalent electric circuit to the wave 
resonators. 

Fig. 1 Analogy between the wave resonators 
and the electric filter. 
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RESONATOR DESIGNED BY THE WAVE FILTER THEORY 

Mochizuki et al.(1990) have presented a rational way to determine a 
geometrical shape of the resonator that is effective for a specified wave 
frequency range. The basic idea is to consider the analogy between a wave 
resonator and its equivalent electric filter. In the field of an electric filter, 
filter actions of various electric filters are well known. Consequently, 
considering the corresponding parts between the resonator and its equivalent 
electric filter, we can easily find out the geometrical shape of the resonator. 

In the theory, a resonator model as shown in Fig. 1(a) is assumed. The 
corresponding electric filter to the resonator is given in Fig. 1(b). In the 
latter figure, La and Lb=inductance, R0=resistance, and Cb=capacitance. This 
equivalent electric circuit is known as a derived m-type low-pass filter. By 
considering the analogy between the two models and also the frequency 
characteristics of the electric filter, we can derive design equations of a 
wave resonator for required conditions. 

Here, we made some simplifications for convenience of practical designs. 
At first, we assume that the long wave approximation can be used. Secondly, 
a longitudinal length of the first and third resonant basin in Fig. 1(a) is equal 
to a half of that of the center one, i.e., b2=b3/2. By use of these assumptions, 
the following equations are given (Mochizuki et al.  1990) 

mbn 

*3 = 

/,= 

\J2(l-m2) 

1 

*N 
gh(l-mz) 

2 

'1    m Jgh 

*i   2lt/c*o 

(1) 

where g=gravitational acceleration, A=water depth, and m is a function of 
the critical frequency /c and the pole frequency/„ of an effective frequency 
band (fc<f<f„)of a wave resonator and is defined by 

1- (2) 

The pole frequency /„ is a frequency at which wave transmissions through 
a resonator become the lowest. 
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Fig.2 shows a typical result by use of Eq.(l), which is designed under the 
required conditions given in Table 1: In the figure, however, only the center 
part of a series of resonators is adopted. Nakamura et al.(1994) have 
reported that such a single resonator has similar filter actions to a series of 
resonators as seen in Fig. 1(a). They also pointed out that the aligned 
resonators have a sharper cutoff feature of filtering actions than the single 
resonator. For economical and practical designs, it might be said that a 
single resonator is much more acceptable than the aligned resonators. 
Therefore, in the followings, we will use the single resonator as shown in 
Fig.2 as a model. 

i 

WAVE 

WATER DEPTH 
h=15m 

E o m 
o 
_Q 

Jh±d] 

Table 1 Design conditions for 
a resonator 

Critical frequency fc 1/20 Hz 

Pole frequency /„ 1/11 Hz 

Opening length b„ 50 m 

Water depth h 15 m 

Fig.2 A resonator designed by the Wave Filter Theory. 

EXPERIMENTAL RESULTS IN A CHANNEL 

Experimental setup 
In order to check the validity of the Wave Filter Theory, we carried out 

a model test in a long channel with a width of lm, a height of 1.2m and a 
length of 26m. Using the 1/60 model of the resonator shown in Fig.2, wave 
transmission and reflection characteristics were examined. In the experiment, 
as shown in Fig.3, we built a half of the single resonator in the channel. 
There are two different types of model structures with the same dimensions, 
but having different reflection characteristics. One model is made of 
plywood and shows a high reflective nature. The other model is made of 
steel nets and pebbles and shows a low reflective nature. 

Considering the mirror image effect of side walls of a channel, the wave 
field in the channel described above is equivalent to the one around an 
infinite array of identical resonators. In the above case, an allocation pitch 
length A of arrayed structures is equal to double of a channel width. 

According to the recent studies (Darlymple et al. 1990; Nakamura 1994), 
it has become known that the wave pattern around an arrayed bodies is 
short-crested, especially under the condition in which a wave length L is less 
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than a pitch length X of the array. This is due to the generation of obliquely 
transmitted and reflected wave trains about the arrayed bodies in addition 
to the usual scattered waves as seen in a vertical two-dimensional wave field. 

In order to be able to analyze the short-crested wave pattern in the 
channel, we set a linear array of five wave gauges in the transverse direction 
to measure transmitted waves through a resonator. Wave conditions used in 
the experiment are as follows; a wave period Tm ranges from 0.9 sec to 
2.6sec (in prototype scale T=7~20sec) and a wave height Hm is fixed at 
about 4cm (in prototype scale H=2.4m). Above conditions of a wave period 
Tm correspond to the dimensionless parameter A/L being from 0.5 to 
1.8. 

(UNITxm) 

««**«sssKS8«««sssai!^^ 

SIDE WALL 

MIRROR 
IMAGE 

WATER DEPTH 
h-25cm 

f\\\\\\\\\\\\\V 

Fig.3 Experimental setup (model scale 1/60). 

20 T(sec) 25 
I—I—I 1— 

2.01.5       1.0 0.5    M-      ' 

Fig.4 Ratio of a RMS transmitted wave height to an incident wave height. 
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Wave transmission characteristics 
Fig.4 shows typical results, where the dimensionless transmitted wave 

height KT is plotted as a function of a wave period T in the prototype scale. 
A parameter A/L is also specified as the second horizontal axis. 

Where KT is defined by 

(ffrU,H (3) 

(HT)rms is a root-mean-square(RMS) value of transmitted wave height along 
the array direction, which is consistent with the transverse direction of a 
channel. The RMS value is necessary to account for the short-crested wave 
pattern in the transmission side of the channel, especially under the 
condition A/L>1. In other condition where A/L<1, the definition of KT 

coincides with that of a well known transmission coefficient. 
In the figure, two different experimental results are shown. One is for the 

resonator consisting of high-reflective walls. Other is for dissipative walls 
made of steel nets and pebbles. Further, in the figure, the calculated result 
by the Green's function method is also plotted. Nakamura(1992) has 
developed a method of numerical analysis to analyze wave transformations 
about an infinite array of vertical bodies by the wave source distribution 
method. 

From this figure, we can see reasonable agreements between the 
calculated and experimental results, except near the condition A/L=l. The 
spike-like variation of KT is caused by the wave resonance in the transverse 
direction. It is seen that there is little influence of the different wall types 
on the wave transmission. As an important point, we can say that the Wave 
Filter Theory is useful to design a resonator for required conditions, such 
as a target band width of wave frequency (fc<f<f„) and a necessary opening 
length. A small discrepancy of the pole frequency /„ between the Wave 
Filter Theory and the calculated and experimental results may be due to the 
assumption of the long wave approximation as described in the Wave Filter 
Theory. 

Wave height variations in a resonator 
Figs.5 and 6 show typical measurement results of wave height 

distributions in a resonator, in which the wave height is normalized by the 
incident wave height. These two figures correspond to the two different 
wall-type cases, i.e., a high-reflective wall case and a low-reflective wall case, 
respectively. The condition of a wave period T used in these figures is 
approximately consistent with that where KT becomes minimum as seen in 
Fig.4. 

From these figures, we can see that KT becomes comparatively small 
when a node of two-dimensional standing waves appears at the transmission- 
side mouth of a resonator. It is also seen that the maximum wave height in 
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-0.3 0.0    X/L    0.3 

Fig. 5 Wave height distributions in a 
resonator of high-reflective walls 

-0.3 o.o   X/L    0.3 

Fig.6 Wave height distributions in a 
resonator of low-reflective walls 

the resonator becomes about two times as high as the incident wave height 
when the wall-type is high reflective. By changing the wall-type of a 
resonator to the low reflective one, it is possible to reduce the maximum 
wave height effectively, say by one half. For the practical use of a wave 
resonator at a harbor entrance, it may be required to reduce the maximum 
wave height in a resonant basin to the order of an incident wave height for 
safety operation of ships. Therefore, a resonator consisting of low- 
reflective walls is highly recommended, especially for the use at a harbor 
entrance. 

NUMERICAL EXPERIMENT ON THE HARBOR TRANOUILITY 

Numerical method 
In order to check the applicability of the resonator described above to a 

harbor, numerical experiments were carried out for a harbor with a typical 
shape in Japan. The vertical line source Green's function method developed 
by Isaacson (1978) was mainly adopted. Nakamura et al. (1985) precisely 
examined singular functions included in the wave source function and modified 
the numerical method so that a thin-walled structure can be treated as 
compared to a wave length. In the numerical analysis, reflection 
characteristics from harbor boundaries can be treated generally by using 
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partially absorbing boundary conditions (Engguist et al. 1977) instead of 
well-known no-flux conditions. 

CR-0.4 50m CR-0.4 

t WAVE 

Fig. 7 Layout of a harbor and wave reflection characteristics of the boundary. 

INSIDE HARBOR 

29.5m 

10m 

1 
39.5m        50m 

OUTSIDE HARBOR 

Fig. 8 A harbor entrance with a resonator. 

INSIDE HARBOR 

CR-0.8 

CR=0.4 

r 
OUTSIDE HARBOR CR=0.4 

50m 

DETACHED BREAKWATER 

Fig. 9 A harbor entrance with a detached breakwater. 
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Model harbors 
Fig.7 shows a layout of an original harbor used in the numerical 

experiment. It is assumed that a water depth h inside and outside a harbor 
is constant and equal to 15m. Reflection characteristics of harbor boundaries 
are specified in the figure by using reflection coefficients CR. We presume 
that the boundary outside the harbor of CR=0.4 is covered with dissipative 
concrete blocks. Further, the boundary inside the harbor with the same 

x(m) 

Fig. 10 Wave height distributions around the original 
harbor (T=9sec). 

x(m) 

Fig. 11 Wave height distributions around the harbor 
with a resonator of high-reflective walls(T=9sec). 
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Fig. 12 Wave height distributions around the harbor 
with a resonator of low-reflective walls(T=9sec). 

x(m) 

Fig. 13 Wave height distributions around the harbor 
with a detached breakwater(T=9sec). 

CR is an inclined quay. Other boundaries of CR=0.8 are vertical sea walls. In 
the experiment, three different models are examined; an original harbor as 
shown in Fig.7, a harbor with resonators at harbor entrances (Fig.8) and a 
harbor with detached breakwaters outside harbor entrances (Fig.9). 
Regarding the resonator case, we have adopted the same shape specified in 
Fig.2. Two different reflection characteristics from inside walls of a 
resonator are again used, a high reflective wall case of CR=1.0 and a low 
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reflective wall case of CR=0.6, respectively. In all cases, an opening length 
of each harbor entrance is fixed at 50m. 

Inter-comparisons of wave height distributions among different cases 
described above are shown in Figs. 10 to 13 by the use of normalized wave 
height contours. A normal incidence of plane waves to harbor entrances is 
presumed. Further, the wave period T is fixed at 9sec, which corresponds 
to the condition of minimum wave transmission for the case of arrayed 
resonators as shown in Fig.4. 

-Original   harbor -©- Resonator(CR=1. 0) 
- Resonator(CR=0. 6)      -•-Detached breakwater 

Fig. 14 Averaged wave height ratio in a harbor for 
various types of breakwaters. 

Fig. 15 Averaged wave height ratio in a harbor for 
obliquely incident waves; 60-degree incidence. 
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We can see that the resonator with high-reflective walls is the most 
effective breakwater to reduce wave heights in the harbor. The resonator 
with low-reflective walls is also very useful as compared to the detached 
breakwater case. However, it must be noted that the maximum wave height 
in a resonant basin reaches more than twice as high as an incident wave 
height for the resonator case with high-reflective walls. Therefore, it is again 
confirmed that a resonator with low-reflective walls is highly recommended. 
In this case, the maximum wave height in a resonant basin is reduced to the 
order of an incident wave height. 

Fig. 14 shows the variation of a representative wave height ratio 
(Kd) av in a harbor with a wave period T for each case described above. 

Where (K^) av is a spatially averaged wave height ratio in a harbor. It can be 
seen that a resonator designed by the Wave Filter Theory is very effective 
to reduce incoming waves for a comparatively wide range of wave period. 
It is also seen that the resonator with low-reflective walls has a wider 
effective range of wave period than the one with high-reflective walls, 
especially for longer waves. 

Fig. 15 also shows the variation of (Kd) av with T, but under the condition 
of obliquely incident of waves (incident angle of waves is 60-degree from 
the x axis). From this figure, it is confirmed that the resonator is still 
effective for obliquely incident waves to harbor entrances. The reduction of 
a wave height in a harbor is almost the same for the case of normally 
incident waves as shown in Fig.  14. 

CONCLUSIONS 

The Wave Filter Theory is very useful to design a resonator for required 
conditions, such as an effective range of wave frequency (fc<f<f„) and a 
necessary opening length. It was confirmed that the resonator designed by 
the Wave Filter Theory plays an effective protector for reducing incoming 
waves to harbors and canals. 

A resonator consisting of low-reflective walls is highly recommended for 
the use at a harbor entrance because of safety operations of ships. It is also 
possible to expand the effective range of wave frequency of a resonator by 
the use of low-reflective walls. 
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CHAPTER 101 

The Generation of Waves by a Landslide: Skagway, Alaska—A Case Study 

Fredric Raichlen1, Jiin Jen Lee2, Catherine Petroff3, and Philip Watts4 

1.    Introduction 

On November 3, 1994, at about 7:10 p.m. Alaska time, a combined aerial 
and sub-aerial landslide, which was not seismically induced, occurred at a railway 
dock on the eastern side of the harbor at Skagway, Alaska. A small portion of the 
landslide, consisting in part of rip-rap, was initially above water. The submerged 
landslide material was composed of loose alluvium accumulated along the eastern 
side of the harbor on an underwater slope with an average angle between 0 deg. and 
30 deg. Witnesses reported waves 30 ft to 36 ft high at the eastern side of the 
harbor. The slide and the generated water waves claimed the life of one construction 
worker and caused an estimated $21 million damage. A map of the Skagway 
Harbor is presented in Fig. 1 showing the location of the landslide and the 
surrounding area including the Taiya Inlet which is an arm of the much longer Lynn 
Canal. 

A floating dock used as an Alaska state ferry terminal is located in the middle 
of the harbor at the end of a 660 ft long jetty, and a small boat harbor is located near 
the east side of the harbor. The chains which moored the floating dock were broken 
during the event. 

At the time of the landslide the tide elevation was at about -4 ft MLLW; the 
tide range at Skagway varies from about 9.8 ft to about 24.6 ft over a month. The 
record from a tide gage located at a dock on the west side of the harbor is presented 
in Fig. 2 showing the waves generated by the landslide. The tide gage trace is 
truncated for extremely low water surface elevations because, for those readings, the 
travel of the gage recording pen was stopped by the chart paper guide. 

The purpose of the study reported in this paper was to more fully understand 
the wave events which could have taken place in Skagway Harbor after the landslide. 
The interest is not in precisely modeling the landslide, but in defining the response of 
the harbor and of the moored floating ferry dock to waves generated by a moving 
boundary which is used as an analogy to the landslide for purposes of wave 
generation. 

xProf. C.E., Calif. Inst. of Tech., Pasadena, CA 91125; 2Prof. C.E., Univ. of So. Calif., 
Los Angeles, CA 90089; 3Asst. Prof. C.E., Univ. of Wash., Seattle, WA 98195; 4Grad. 
Stud., Calif. Inst. of Tech., Pasadena, CA 91125 
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Three aspects of the problem will be investigated and will be discussed in 
subsequent sections. The first deals with the dynamics of a gas-purged nitrogen 
bubbler tide gage which was of the same type as used in Skagway. The dynamics of 
the tide gage were determined experimentally in the laboratory, and the response is 
presented in this discussion. The second aspect is the response of Skagway Harbor 
to the waves generated by the transient motion of a section of the harbor boundary. 
This was investigated primarily to simplify the problem of the generation mechanism 
for landslide induced waves. The transient waves generated by the moving 
boundary have a similar ability to induce oscillations in the harbor as waves 
generated by an aerial and a sub-aerial landslide. With the harbor connected to a 
large open region, i.e., the Taiya Inlet, the questions are how energy generated by a 
moving boundary (representing the landslide) propagates across the harbor and into 
the inlet and what is the frequency content of this energy at various locations within 
Skagway Harbor. The third portion of the overall problem deals with the failure of 
the floating ferry dock mooring chains. An analytical model was developed for the 
response of the moored-floating dock to incident waves, and combined with wave 
spectra determined from the harbor response model, the parting of the mooring 
chains which was observed at Skagway was investigated qualitatively. 

2.    The Landslide Event 

In this section the characteristics of the landslide and the generated waves will 
be discussed along with some observations made by witnesses of the event (see 
Watts and Petroff (1995)). There were four major docks in Skagway Harbor prior 
to the landslide: an Ore Loading Dock situated adjacent to a jetty that forms the west 
side of the harbor and is the site of the tide gage location; the Ferry Terminal Floating 
Dock located in the middle of the harbor at the end of a 660 ft long landfill jetty; the 
Broadway Dock immediately west of the Ferry Terminal Dock and jetty; and the 
White Pass Company Railway Dock located along 1312 ft of the eastern shore of the 
harbor and immediately south of the small boat harbor. (These can be seen in the 
map presented as Fig. 1.) 

The underwater landslide on November 3, 1994 destroyed the southern 
984 ft of the White Pass Company Railway Dock. Construction work was 
underway at the White Pass Company Railway Dock, and the northern quarter (328 
ft) of the dock had been cut away from the southern three quarters (984 ft) to replace 
wooden piles with steel sheet pile cells. Several construction workers standing on 
the northern quarter of the dock watched the landslide and the southern part of the 
dock disappear into the water. The job superintendent estimated the total time from 
the beginning of the slide to the total loss of ground at between 15 to 20 seconds. 
The wave generated by the landslide was described as a "wall of water" by the 
survivor who escaped from one of the sheet pile cells that disappeared in the 
landslide. At about the same time it was observed by two of the three witnesses that 
a barge alongside the White Pass Company Railway Dock appeared to be level with 
the remaining northern portion of the dock, providing evidence of a positive wave 
generated by the landslide and/or a wave reflecting off the shoreline. 

The Ferry Terminal Dock located at the center of the Skagway Harbor was 
moored with thirteen chains each with a scope such that it would allow for the 
relatively large vertical movement of the dock caused by the tide range. The chains 
consisted of both 1.5 in. diameter and 2.5 in. diameter chain links (a submerged 
unit weight of about 48 lbs/ft), and links were broken on all thirteen chains as a 
result of the dock movement. Observers reported that the dock was not overtopped 
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by waves. However, tall lamp posts located on the dock were all buckled at the base 
with the poles bent westward indicating that there must have been either a significant 
eastward acceleration of the dock or large westward deceleration. 

3. The Tide Gage Response 

The tide record shown in Fig. 2 was measured using a gas-purged nitrogen 
bubbler gage (see Young, 1977). The gage records the change in water level by 
sensing the change in hydrostatic pressure at the open end of a gas filled tube, termed 
the orifice chamber, which is secured beneath the still water level. For the case of a 
steady water surface the pressure of the gas throughout the tube is approximately 
equal to the pressure of the water at the gas-water interface at the end of the tube. 
For example, as the pressure increases with the rising tide, the gas in the tube 
compresses to reach equilibrium and shifts the gas-water interface. By supplying a 
regulated flow of gas the interface is kept at the end of the tube throughout the tidal 
range. The other end of the tube is connected to a bellows and through a mechanical 
linkage to a pen recorder. A needle valve located between the end of the tube and the 
bellows can be adjusted to damp out pressure fluctuations due to normal short period 
wave activity. The adjustment is subjective and is determined on-site by the gage 
operator depending on the ambient wave conditions. Thus, as the pressure at the 
open end of the tube changes the bellows expands or contracts thereby providing a 
tide record or marigram. The tube length for the Skagway bubbler tide gage was 
about 150 ft. Due to effects of compressibility, the bellows arrangement, the 
linkages, and especially the setting of the damping valve this type of transducer has a 
dynamic response which varies as a function of the frequency of the pressure 
fluctuation at the open end. To correctly interpret the tide gage record presented in 
Fig. 2 for waves with periods much shorter than the tide, it was necessary to 
independently calibrate the bubbler tide gage. 

A calibration system was designed to determine the dynamic response of the 
nitrogen bubbler tide gage to an imposed sinusoidal pressure. The orifice chamber 
was immersed in a partially water-filled pressure chamber which could have a time- 
varying air pressure impressed above the water surface. The air pressure was varied 
sinusoidally with an adjustable period from 10 sec to about 1200 sec. The dynamic 
response of the gage obtained with this calibration system is presented in Fig. 3. 
The ratio of the maximum wave amplitude indicated on the chart to the imposed wave 
is the ordinate and the period of the oscillation is the abscissa. Based on information 
that the ambient wave condition on the day of the landslide was 3 to 4 foot waves of 
10 sec, the gage was adjusted so that the response from this wave condition was 
barely observable. This corresponded to a needle valve opening of 3/4 turns. 
Additionally, the responses at other valve positions were tested including 1/2 and 3/8 
turns as suggested by NOAA field personnel. For excitation periods greater than 
about 1,000 sec (16 min) the response is nearly unity, but as the excitation 
frequency increases, i.e. the wave period decreases, the signal is damped 
dramatically. For example, at a period of about 3 min, the response, a/a0, varies 
from 40 % to 75 % depending on the needle valve setting. At a wave period of 
approximately 20 to 30 sec the response is between 5 % and 25 %. 

4. A Numerical Model for Harbor Response 

A finite element model based on the depth averaged equations of motion was 
developed to determine the wave response of Skagway Harbor to a moving a section 
of the boundary corresponding to the region of the observed landslide.   This 
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somewhat simplified numerical model was chosen, since it was believed that the 
important elements of the landslide-induced waves could be generated in this 
manner. Indeed the object of this study was to investigate the wave motions induced 
by a transient disturbance in this harbor and to develop wave spectra at various 
locations. These results will help to explain how the floating ferry dock mooring 
system was damaged. 

As a guide to the concept of using a boundary motion to represent a material 
landslide, simple experiments were conducted in a laboratory channel (with depth 
h = 28.2 cm) by a two-dimensional triangular solid block (with horizontal and 
vertical edges 12.4 cm long) moving on a 45° slope. The horizontal face was 
initially 3 cm above and submerged 3 cm below the still water surface. The water- 
surface time histories recorded at the toe of the slope are presented in Fig. 4 with the 
nondimensional wave amplitude plotted as a function of nondimensional time. 
Offshore of the generation region, a lead positive wave is followed by a negative 
wave with the part-aerial landslide producing a larger positive wave than the 
sub-aerial one. The positive wave is generated by the forward advancing vertical 
front face of the block while the negative wave is generated by the downward 
moving horizontal face. For both model landslides the wave has some similarity to 
one cycle of a sinusoid. Therefore, in the numerical model, a boundary motion was 
chosen that would generate a similar wave near the source. 

Three motions were considered for a 984 ft section of the east boundary of 
Skagway Harbor corresponding in length to the section of the White Pass railway 
dock's foundation which failed. The motions were: a combined positive and 
negative motion with a period of 20 sec and an amplitude of 20 ft/sec, and 
separately, a positive motion and a negative motion alone each with a maximum 
amplitude of 20 ft/sec and a duration of 10 sec. The maximum velocity was based 
on the both the estimated time of the landslide event and the thickness of the slide. 
Since the equation of motion was depth averaged, the boundary generator moved as 
a piston. 

The governing equations used for the present finite element model are similar 
to those used by Leendertse (1967). (Leendertse (1967) used a finite difference 
method for his solution.) The equations of motion used in the two propagation 
directions are as follow: 

for the x-direction:        — = - g— + 2Q(sin<E>)v ^— (1) 
Dt       fc3x p(h+Ti) 

Dv dr\ ^by 
and for the y-direction: — - - g 1- 2Q(sin<I>)u — (2) 

Dt 3y p(h+ri) 

where u and v are the velocity components in the x and y directions, g is the 
acceleration of gravity, r| is the amplitude of the wave, Q. is the earth's rotational 
speed, O is the latitude, xb is the bottom shear stress with direction indicated by the 

subscript, and p is the fluid density. The second term on the right in Eqs. 1 and 2 
is termed the Coriolis acceleration. The last term is the bottom friction expressed in 
terms of the shear stress along the bottom. The continuity equation for a long wave 
in the x and y directions is: 
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g + |-[(h + T,)u] + ^[(h + T,)v] = 0 (3) 

These equations have been solved using a finite element technique with finite 
difference in time. The grid used is shown in Fig. 5. For this model, the shoreline 
is considered perfectly reflecting. The portion of the shoreline which was 
impulsively moved to represent the landslide is shown. Along the region of the 
model denoted as ABCDE the boundary of the numerical model is non-reflecting and 
represents the so-called "open sea". Wave energy can pass through this boundary 
but will not be reflected back to the harbor. However, at the limit of the modeled 
Skagway Harbor, due to the change in width of the harbor entrance compared to the 
width of the outer region, reflection occurs. This "mis-matching" at the entrance is 
one reason for the "ringing" which was seen in the tidal record presented in Fig. 2. 
An open harbor entrance acts to some extent like a leaky closed boundary allowing 
energy to escape and some to be reflected back into the harbor; this is the basis for 
resonance. Although the model is three-dimensional the velocities are depth- 
averaged. Thus, it is expected that the information obtained from the model may be 
more qualitative than would be obtained from a more general set of equations 
developed from the equations of motion incorporating a moving sediment mass. A 
velocity time history imposed along a section of the grid which corresponds to the 
location of the moving boundary was used as the forcing function for the model. 

In Fig. 6 water surface contours corresponding to the ratio of the wave 
amplitude to the boundary motion are shown in the harbor at two different times after 
generation by the combined positive and negative boundary motion. An outline of 
the planform of Skagway Harbor is incorporated so that one can better appreciate the 
general outward spreading of the wave from the generation source; the ordinate is 
oriented north-south and the abscissa east-west. The upper plot corresponds to the 
time of the completion of the boundary motion. It is seen that the waves generally 
propagate toward the north-northwest as a spreading cylindrical wave. The positive 
maximum wave can be seen propagating toward the site of the Floating Ferry Dock 
while the negative wave is still relatively close to the generation boundary. As the 
wave spreads the wave amplitude decreases. The lower portion of the Fig. 6 
corresponds to 40 seconds after motion begins. Toward the western side of the 
harbor, near the site of the tide gage, the waves propagate into the Ore Dock slip 
moving generally northward. Near the entrance to Skagway Harbor the wave 
amplitudes become very small; wave energy will propagate north and south in the 
inlet reducing further the wave energy which may reach the far shore of Taiya Inlet. 

Three water surface time histories corresponding to three locations are 
presented in Fig. 7: at the Tide Gage (Location 8), at the Floating Ferry Dock 
(Location 6), and at the head (landward end) of the Ore Dock slip (Location 2). At 
Location 6, both the wave amplitude and the wave frequency are larger than at either 
Locations 2 or 8. Apparently at the head of the Ore Dock slip the impulsive wave 
generated excites a mode of oscillation with a frequency much smaller than at 
Location 6. This also appears near the site of the Tide Gage (Location 8). The 
proximity of Location 6 to the boundaries must influence the frequency of the 
waves. Skagway Harbor does not reach steady state due to the leakage of energy 
past the entrance. The difference between the tide gage record presented in Figs. 2 
and 7 is probably due to several factors. First, the boundary motion used in this 
model is a highly simplified; some features are reasonably represented while others 
are not. In addition, during the movement of the slide, the bathymetry within the 
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harbor changes and the numerical model does not incorporate these time-varying 
changes. Finally, and perhaps most important, the numerical model is depth 
averaged, and although some aspects of the waves are well represented by shallow 
water wave theory others are not. Therefore, the results from this model can only be 
considered an approximate representation of the events observed on November 3, 
1994. It is believed that they do show the frequency characteristics of the waves in 
the harbor. 

The energy spectra obtained at Locations 2, 6, and 8 are presented in Fig. 8 
with frequency as the abscissa, and the energy normalized by the area under the 
spectrum is the ordinate. At each location, spectra corresponding to each of the three 
different boundary motions are presented. At the head of the Ore Dock slip and at 
the location of the Tide Gage, Locations 2 and 8, respectively, the major component 
is at about 0.007 Hz (wave period of 143 sec). It is recalled from Fig. 3 that the 
dynamics of the nitrogen bubbler tide gage will attenuate most high frequency energy 
so that only low frequencies will be present in the tide gage record. The most 
important feature of Fig. 8 is that in the vicinity of the floating ferry dock the 
predominant frequency is much larger than that observed at either Location 2 or 8. 
The frequency of the peak energy is about 0.045 Hz (a period of 22 sec). This 
change in frequency as a function of location will be shown to be important with 
regard to the excitation of the floating dock. 

5.    The Response Of The Floating Ferry Dock 

A schematic is presented in Fig. 9 showing the Floating Ferry Dock moored 
by chains, each with a submerged weight of approximately 48 lbs/ft. As shown in 
the lower portion of Fig. 9 these chains are arranged so the dock can rise and fall 
with the tide. The dock and the chains form a dynamic system with the chains and 
their catenary shape defining the restraining and restoring force associated with dock 
motion. As the chain lifts up from the seabed or is laid down the changing weight 
and resultant tension in the suspended portion of the chain provide a non-linear 
restoring force. This is shown in Fig. 10 for one typical chain. The abscissa is the 
horizontal displacement of the mooring point on the barge, and the ordinate is the 
restraining force associated with this displacement. 

A simplified analytical model of the moored Floating Ferry Dock was 
developed primarily to determine the important range of frequencies for the excitation 
of the dock. These could then be compared to the spectrum corresponding to 
Location 6 in Fig. 8 to assist in inferring the cause of the observed chain failure. 
The method used to develop the equation of motion of the dock was presented by 
Raichlen (1965). The floating body was excited by a volume averaged acceleration 
and velocity, i.e. the average over the displaced volume of the dock of the 
acceleration and velocity in a small amplitude long wave. It was assumed that 
viscous damping and wave damping were small and could be neglected, and that 
dock motion was controlled primarily by inertial forces. Resistance to motion was 
due to the varying weight of the mooring chains. Although waves approach the 
barge obliquely in the harbor model, for the motion analysis, it was assumed that 
waves approach from an easterly direction and that the barge's motion would then be 
east-west and defined as the x-direction. Considering the shape of the curve of 
restoring force vs. displacement, the simplified equation of motion in the absence of 
damping is as follows: 
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d2x a  3      dU ... —T + ax + pV = — (4) 
dt2 dt 

The constants a and f$ in Eq. 4 which define the restoring force are based on a total 
of five chains acting simultaneously. The volume averaged acceleration dU/dt is 
determined from small amplitude wave theory as: 

dU      ag 
dt     kLD 

sinhkh - sinhks 

cosh kh 
sinkL cos at (5) 

where a is the amplitude of the wave, k is the wave number, L is the length of the 
barge in the direction of wave propagation, i.e. 120 feet, D is the draft, h is the 
depth, s is the distance from the bottom to the keel of the barge, and a is a circular 
wave frequency. For long waves Eqs. 4 and 5 become: 

dx „ %        [g~ ... 
—~- + ocx + pV'»a, — ccosot (6) 
dr Vh 

This equation has the form of the Duffings equation with the exception that the 
forcing function is linearly proportional to the circular frequency, o. This equation is 
evaluated by assuming a motion for the horizontal displacement of the vessel from 
the at-rest-position of: 

x = Xcosat (7) 

as discussed by Stoker (1963). Although this may be a significant simplification, the 
assumption of Eq. 7 leads to the development of the response curves to show the 
important forcing frequencies for this problem. 

The response curves for this non-linearly moored body obtained in this 
manner are presented in Fig. 11 where the amplitude of motion of the dock is plotted 
as a function of excitation frequency for given wave amplitudes. A so called 
"backbone" curve represents a zero wave amplitude. The response to the right of 
this curve is out-of-phase with the excitation and to the left it is in-phase. Referring 
to Fig. 8, the important wave frequency present at Location 6 (the location of the 
floating ferry dock) is approximately 0.045 Hz (o = 0.283 rad/sec), i.e., a wave 
period of 22.2 sec. The response curve in Fig. 11 shows that this excitation 
frequency is near the resonant frequency of the moored dock. For a wave amplitude 
of one foot and a circular frequency of 0.283 rad/sec, the response of the barge is 
approximately four times the forcing function. Perhaps more important, as the wave 
height increases from zero at this frequency the motion increases until a minimum of 
the response curve is reached for the given excitation amplitude. The motion will 
jump to the higher branch of the curve changing suddenly from out-of-phase to 
in-phase. This can create significant dynamic chain stresses. Thus, it is believed 
that although the observed wave periods at the tide gage were relatively large, 
because of the influence of the geometry and the proximity of the dock to the harbor 
boundaries, the higher frequency which is observed at the site of the floating ferry 
dock might have led to the mooring line and lamppost failures. 
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An example of the motion time history of the dock is shown in Fig. 12 for 
an excitation based on the spectrum presented in Fig. 8 using Eq. 6 to represent the 
excitation spectrum by the superposition of forcing functions : 

d2x a 3      £ —T + ax + PxJ = X 
dr i=i 

g 
— a, cosa;t 
h    '        ' 

(8) 

where i is the frequency component of the forcing function varying from i = 1 to N, 
and the phase angles have been arbitrarily set equal to zero. The frequencies and the 
amplitudes of the components are shown in the table accompanying the figure. 
Significant motions approaching amplitudes of ± 10 ft can be seen for the assumed 
waves. This corresponds to an amplification factor, i.e., the ratio of the amplitude of 
the horizontal dock motion to the average of the amplitudes of the wave components, 
of approximately fifteen. Thus, the dynamics of the mooring system could have 
been a major contributor to the failure of the mooring chains at Skagway. 

5.     Conclusions 

The following major conclusions can be drawn from this study: 

1. The gas-purged pressure recording (bubbler) tide gage with normal operating 
settings has a response (measured amplitude/actual amplitude) of 40 % to 75 % for 
waves with periods of 3 min and 5 % to 25 % for waves with periods of 20 sec. 
2. An impulsive wave generated in Skagway Harbor by the simple motion of a 
section of the coast can induce groups of complex waves composed of a wide range 
of frequencies. 
3. The frequency content of the transient waves generated by the boundary motion is 
strongly dependent on location. 
4. Different forms of the boundary motion tend to generate similar spectral energy 
distributions at the same location in the harbor. 
5. The damage to the floating ferry dock observed at Skagway may have occurred 
due to the combined effect of the mooring dynamics of the dock and the frequency 
content of the waves at that location. 
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CHAPTER 102 

Laboratory experiment on long wave generation 
by time-varying breakpoint 

Satoru Nagase1 and Masaru Mizuguchi2 

Abstract 

Laboratory experiment is conducted to investigate the long waves 
generated by time-varying breakpoint. We focus our attention on the 
variation of plunging point as well as the variation of breaking point. 
The results show that free long waves (BFLW) are really generated by 
the variation of the starting point of wave set-up which coincide with the 
plunging point and that the BFLW observed can be quantitatively 
evaluated by Mizuguchi(1995) model, which is more direct and realistic 
model. The generation mechanisms of long waves of other origins, such 
as bound long waves to wave groups and free long waves generated 
during shoaling process of wave groups, are also discussed. 

1. Introduction 

Some lively discussions have been going on concerning the origins of 
the free long waves (of typical time scale 1 to 3 minutes) observed in the 
nearshore zone. It is well known that the generation of long waves is 
closely related with wave groups. However the characteristics of long 
waves, which may be free or bound, are still not well understood because 
of the difficulty of detailed measurements. One of the possible 
mechanism for the generation of free long waves is that the breaking of 
wave groups generates free long waves. 
Longuet-Higgins and Stewart (1962) suggested that the bound long 

wave to a positive wave group is freed as a set-down wave when the 
wave group disappears by wave breaking. This concept has been used 

iEngineer; Taisei Corp., Nishi Shinjuku Shinjuku-ku, Tokyo 163-06, 
JAPAN (Formerly graduate student, Chuo Univ.) 
2Professor; Dept. of Civil Eng., Chuo Univ., Kasuga, Bunkyo-ku, Tokyo 
112, JAPAN 
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for a long time without any physical or mathematical explanation. In 
fact, little is known about the behavior of the bound long waves when 
the primary waves break. Symonds et al.(1982) showed theoretically 
that time-varying breakpoint generates free long waves by playing a 
role of time-varying forcing term in the long wave equation. 
Schaffer(1993) extended their approach by including both the effect of 
bound long waves to wave groups and the behavior of wave groups in 
the surf zone. This topic has been studied mainly in a theoretical 
manner. Most studies have concluded that the model of Symonds et 
al.(1982) is in qualitative agreement with experimental results. For 
example, Kostense(1984) in laboratory experiment, Nakamura and 
Katoh(1992) in field observation. However they have neither measured 
the variation of breaking point nor the behavior of long waves around 
the breaker zone. More direct experimental measurements are needed to 
support or to reject the theoretical modeling. 
Here we report a carefully conducted experiment, where the long 

waves generated by time-varying breakpoint can be quantitatively 
estimated. Based on the experimental results, we show that the 
modeling proposed by Symonds et al.(1982) is really valid and the 
analytical solution for bound long waves by Longuet-Higgins and 
Stewart (1962) is still correct even in shallow water. Then we show 
another treatment applicable to non-periodic wave group for the 
generation of free long waves in the nearshore zone, proposing a simple 
formula to estimate the magnitude of the free long waves generated by 
time-varying breakpoint. 

2. Experiment 

Figure 1 shows our laboratory flume. The wave flume is 20m long and 

Wave 
maker 

Wave  gages 
Wave  gages 

Wave 
*• absorber 

630 200 

unit: [cm] 

Fig.l Experimental setup and the origin of x coordinate 
The location of water depth 13.5cm is taken to be the origin of x coordinate. 
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30cm wide. It is equipped with a flap-type wave maker controlled by a 
personal computer. The slope of 1/20 with a constant depth area in the 
shoreward is set in a wave flume so that all waves can break on a 
uniformly sloping beach and then reform on a constant depth area in the 
shoreward. The wave absorber is installed at the end of the wave flume 
in order to dissipate the energy of reformed waves. Incomplete 
absorption of reformed waves at the shore end may cause unstable 
breakpoint variations due to wave reflection. The water depths at 
location A in the offshore, location B on a sloping beach and location C 
on a constant depth area in the shore are 33.5cm, 10.0cm and 2.0cm, 
respectively. The wave gages and current meter are moved in the 
nearshore zone so that detailed measurements of the process of long 
wave generation may be possible. 
In order to investigate the simplest case of long wave generation in as 

much detail as possible, a single hump-type grouping waves are selected. 
A single wave height variation signal is given by Eq.(l). 

HM(1+£(1-COS(2 7r(t-to)/Tg)))    to^t^to+Tg 
H(t)= < (1) 

HM t<to,to+Tg<t 

where HM is the steady wave height, Tg is the wave group period and j8 
is the wave height ratio. The experiments are conducted on the following 
conditions. Both T=1.0s for the wave period of the primary waves and 
Tg=8.0s are fixed in all cases. The steady wave height at location A in 
Fig.l, HM=5.5cm, 4.5cm, 4.2cm, 3.7cm, 2.8cm and the wave height ratio, 
/3=0.2, 0.1, -0.2, -0.1, which introduce the variation of breaking point, 
are varied. Total of experimental cases are fourteen. 
Figure 2 shows examples of a single hump-type grouping waves, a 

positive wave group and a negative wave group. For generating stable 
grouping waves, first, the amplitude of the wave maker board is 
increased very slowly, then the steady uniform waves are maintained 
for a while (about 40s) and finally a single hump-type grouping waves 
are added. However, we did not apply the control method either to 
suppress the generation of the second-order free long waves or to absorb 
free long waves coming back from the shore. At each location, waves are 
measured during 180s from the start of wave making with a sampling 
time of 0.02s. 

3. Experimental results 

Figure 3 shows the wave height variation of individual waves when a 
positive single hump-type grouping waves are incident into the surf 
zone. In this study, individual waves are defined by applying the zero- 
down crossing method. The breaking point clearly moves offshoreward 



1310 COASTAL ENGINEERING 1996 

90 100 110 120   [S] 

(a)   A positive wave group (HM=4.5cm,  /3 =0.2) 

90 100 110 120   [S] 

(b)   A negative wave group (HM=5.5cm,  £ =-0.2) 

Fig.2   A single hump-type grouping waves (measured at location A) 
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fW 

100 200 
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Fig.3   Wave height variation of individual waves in the positive wave 
group shown in Fig.2(a) 
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as the wave height increases gradually. As a wave starts to break, its 
height decreases very rapidly while maintaining an approximately 
constant ratio of wave height to water depth, in other words, the wave 
group tends to disappear in the surf zone. 
The time variation of the breaking position of individual waves is 

visually measured using a high-speed video camera. The solid squares 
in Fig.4 denote the measured variation of breaking position. The 
variation shows good correspondence with the wave height variation 
measured outside the breaking zone. Spilling breakers are observed in 
all cases. 
Figure 5 shows the measured wave group structure and the generated 

long waves for a positive wave group. The long wave components are 
obtained by applying a numerical filter, by which the short-period 
components less than 4 second are removed perfectly. The wave group 
shows stable propagation up to the breaking zone and then disappears 
or shows slightly negative wave group during the breaking process 
(between x=90 to 130cm). Low-pass filtered long waves show that the 
set-down wave propagates at the group velocity of primary waves 
without significant amplification with a slight delay to the wave group 
up to the breaking point. Since the wave maker is not controlled to 
suppress the generation of the second-order free long waves, a free wave 
(a positive single hump) generated at the wave maker travels just ahead. 
See the data at location A. As the wave group disappears while breaking, 
a set-up wave is formed in the surf zone and propagates in the 
shoreward direction. A set-down wave also appears to be generated and 

120 

110- 

t[s] 

100 

H [cm] 
8       6       4 

150 

Fig.4   Time variation of breaking position of individual waves in the 
positive wave group 
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travel offshoreward outside the breaking zone. 
When a negative single hump-type grouping waves is generated, the 

bound long wave as a set-up wave is observed in the offshore shown in 
Fig.6. When the primary waves in a negative wave group break, a set- 
down wave is observed in the surf zone and propagates in the shoreward 
direction. 
These two experimental results are just opposite in the phase of the 

long waves as are expected. This shows the reliability of the experiment. 

Propagation at the group velocity Cg 
Propagation at the long wave celerity c=/gh 

Fig.5 Low pass filtered data (solid line) and time history of wave 
height (broken line) in the positive wave group 

Reference level for long waves is the mean water level of steady state at each 
location. Wave heights are nondimensionalized by mean wave height of steady 
state at each location. Scales of vertical axis for long waves and 
nondimensionalized wave heights are 0.2cm and 1.0, respestively, for an 
interval of two horizontal lines. 



LONG WAVE GENERATION 1313 

Propagation at the group velocity cg 

Propagation at the long wave celerity c=/gh 

Fig.6   Low pass filtered data (solid line) and time history of wave 
height (broken line) in the negative wave group shown in 
Fig.2(b). (See Fig. 5 for explanation.) 

4. Discussion 

4.1 Generation of long waves 

The generation mechanism of long waves in the laboratory experiment 
may be illustrated schematically as shown in Fig. 7. 
Long waves in this experiment consist of, (D free long waves generated 

at the wave maker, (2) bound long waves to wave group, ©'bound long 
waves being freed at the breaking point, (D free long waves generated 
during the shoaling process of wave group and © time-varying 
breakpoint forced (free) long waves (BFLW). Wave groups are assumed 
to disappear after their breaking. 
Free waves generated at the wave maker ((D) can be identified as the 

leading positive hump on a sloping beach. Then a point to be noted is 
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that the transforming wave group due to wave shoaling does accompany 
free long waves ((D) in addition to the bound long waves (©). Any 
change of wave group may result in the generation of free long waves, 
simply because the new bounded solution is different from the old one 
and free waves are needed to satisfy the old condition. This free waves 
have the opposite sign to the bound waves and travel only a little faster 
as schematically illustrated in Fig. 7(b). This is the reason why in 
shallow water the long waves appear to lag behind the wave group, as is 
also pointed out by List(1992) and Van Leewen(1992), and why its 
magnitude is not so large as the analytical solution by Longuet-Higgins 
and Stewart (1962). 

(a) On a constant depth 
in the offshore 

(b) On a sloping beach 
(Before breaking) 

Vy 

(c) On a sloping beach or on a constant depth 
(After breaking) 

Disappearance of wave group\ 

Fig.7   Schematic illustration of generation and propagation of long 
waves(time profile) in the positive wave group 

Solid lines denote the observed long waves, which can be resolved into, 
® Free long waves generated at the wave maker 
© Bound long waves to wave group 
©' Bound long waves being freed at the breaking point 
© Free long waves generated during the shoaling process of wave group 
® Time-varying breakpoint forced (free) long waves (BFLW) 
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It has been quoted in various studies that the LHS solution predict 
unreasonably large wave heights in shallow water and cannot be 
applied in the nearshore. The fact is that the LHS solution is a 
particular solution and the physical situation must include general 
solutions, which nearly cancel the particular solution. For more detailed 
discussion, see Mizuguchi and Toita(1996). In addition to these long 
waves, free outgoing long waves (set-down waves) generated by time- 
varying breakpoint may have an effect on both the phase and the 
magnitude of long waves observed in the offshore. However this free 
waves were difficult to evaluate separately and are neglected in Fig.7. 
At the breaking point, bound long wave (©') to a positive wave group 

is freed as a set-down wave due to sudden disappearance of the wave 
group, and the free wave generated while shoaling (®) continues to 
propagate as a free wave. In addition to these waves, the BFLW is 
generated. The shoreward propagating BFLW has the same phase with 
the wave group, that is, a positive wave group produces a set-up wave. 

4.2 Magnitude of the BFLW 

We discuss the generation mechanism of the BFLW, trying to evaluate 
its magnitude. First, in Fig.8 we plot the change of mean water level of 
individual waves in the nearshore zone when the positive wave group is 
generated. Figure 8 shows the starting points of the rise of mean water 
level, that is, the plunging points of individual waves move 
offshoreward corresponding to the offshoreward movement of the 
breaking points. The mean water level rises in the shoreward region 
with approximately constant gradient. This is what the generation of 
the BFLW really is. Thus the variation of the plunging point is essential. 
In Fig.8 the theoretical results (Bowen et al.,1968) on wave set-down 
and wave set-up for regular waves are also shown. The value of the 
wave height to water depth ratio, r , is typically taken to be 0.8. Here 
the gradients of mean water level of individual waves in the transition 
region between the breaking point and the plunging point are neglected. 
The gradient of the measured set-up shows good agreement with the 
predicted value. As mentioned later, the vertical difference shown in 
Fig.8 is taken to be the magnitude of the BFLW traveling shoreward 
measured just after breaking. 
Symonds et al.(1982) first proposed the model for the long waves 

generated by time-varying breakpoint. Figure 8 supports their modeling. 
However their approach assumes the periodicity in time of the breaking 
point variation and cannot be applied to a single hump-type grouping 
waves employed with this experiment. Recently, Mizuguchi(1995) shows 
more direct and realistic modeling with much simpler solution in the 
time domain. The modeling may be illustrated as shown in Fig.9. 
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Magnitude of BFLW 

(Wave set-down) 
Longuet-Higgins and Stewart(1962) 
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Fig.8   Change of mean water level of individual waves in the positive 
wave group 

Region 1 Region 2 I Region 3 

F(x, t) I 

XB(t) XBM 
-> x (onshore) 

Constant slope of K s 

g(t) 
;       i         —> c 

c *— :    i 
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Fig.9 Schematic illustration of forcing term (top) and local profiles of 
long waves (bottom) after Mizuguchi(1995) 
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The well-known linear long wave equation with a forcing term is solved 
analytically on the following assumptions. First, the water depth 
around the breaking point is taken to be constant as far as the long 
waves are concerned. Second, a bounded solution for region 2 may be 
given by the steady version of the momentum equation, as is observed in 
this experiment. 
The solutions obtained are so simple as shown in Eq.(2). 

g(t) = K s(XBM-XB(t))/2 
at X=XBM (2) 

f(t)= -Ks(xBM-xB(t))/2 

where g(t) and f(t) are the functional form of the long waves propagating 
toward the shore and that propagating toward the offshore, respectively, 
XB(t) is the time-varying breaking point, XBM is the mean (or steady) 
breaking point, K is the constant given by y , wave height-water depth 
ratio in the surf zone (Bowen et al.,1968) and s is the local bottom slope 
around the breaking point. Therefore, the magnitude of the BFLW, 
which radiate both shoreward and offshoreward, can be expressed as 
follows. 

A y = K s A XB /2 (3) 

where A XB is the width of breaking variation. 
In order to evaluate the magnitude of the BFLW with Eq.(3), it is 

necessary to estimate the variation of breaking points. Here a very 
crude model for the variation of breaking points is employed. That is, by 
assuming that the structure of wave group incident on a shallow water 
region can be expressed by Eq.(l), and by applying Green's formula for 
shoaling up to wave breaking, A XB, is simply given by Eq.(4). 

A XB = 1.6 0 hBM /s (4) 

where hBM is the mean ( or steady) breaking depth. In Eq.(4)  £ « 1 is 
assumed. 
Figure 10 shows the comparison of the width of breaking point 

variation predicted by Eq.(4) with that measured. In spite of a crude 
approximation, the model predicts the width of breaking point variation 
reasonably well. The measured width of plunging point variation are 
also compared in Fig. 11. The measured values show surprisingly good 
agreement with the predicted ones. 
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Fig. 10   Comparison of width of breaking point variation 
predicted with that measured 
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As was already discussed using illustration in Fig. 7, one needs cares to 
evaluate the BFLW separately. Here, as marked in Fig.8, the maximum 
height of long waves measured just after breaking is simply assumed to 
correspond to the magnitude of the BFLW. Because, around the 
breaking zone, the new free waves due to wave shoaling((l))and the new 
bound waves being freed((2)') may cancel each other and may not exceed 
the old bound waves in the offshore(d)), which may be negligible 
compared to the BFLW, as shown in Fig.7. Thus evaluated magnitude of 
the long waves traveling shoreward is plotted in Fig. 12 with solid lines 
which denote Mizuguchi(1995) model. Good quantitative agreement 
between the experimental values and theoretical ones is observed. The 
experimental values show linear dependency on the mean breaking 
depth, hBM, and the wave height ratio, j8, as is also predicted by the 
model. 
The quantitative discussions on free long waves in the offshore 

direction is rather difficult as the separation between the incoming 
bound waves and the outgoing free waves was not possible in the 
nearshore area. However the data at location A in Fig.5 and 6 shows 
long period motion with the opposite sign for the first motion of reflected 
mode, supporting the results in Eq.(2) at least qualitatively. 
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"i 1 1 1 1 1 r 

0 Symbol 

0.2 
0.1 

-0.2 
-0.1 

• 
A 
• 

Mizuguchi(1995) 

(7=0.8) 

Fig. 12   Magnitude of the BFLW traveling shoreward 
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5. Conclusions 

In this study the main conclusions are as follows. 

(1) Careful experiments with both detailed measurements and elaborate 
data analysis reveal that free long waves, which radiate both shoreward 
and offshoreward, are really generated by time varying breakpoint. 

(2) The generation of the BFLW result from the variation of the starting 
point of wave set-up which coincide with the plunging point. 

(3) The BFLW observed in this experiments can be quantitatively 
evaluated by Mizuguchi(1995) model, although the measured data may 
be contaminated with long waves of other origins. 
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CHAPTER 103 

LABORATORY EXPERIMENTS ON GENERATION OF 
LONG WAVES IN THE SURF ZONE 

Akio Okayasu1, Teruki Matsumoto2 and Yasuyuki Suzuki3 

Abstract 

Laboratory experiments were performed to investigate generation of 
long waves in the surf zone. Amplitude of long waves generated by time- 
varying breaking points was found to be nearly same as that of incoming 
bounded long wave. The generated long waves showed phase difference 
with the incoming long waves. The difference of the phases reached to 
3/4 7r through 7r at the shoreline. 

1. Introduction 

In order to predict the sediment transport in the nearshore area, the mech- 
anism of generation and propagation of long period waves in the surf zone must 
be clarified. Long waves observed in the surf zone consist of three major com- 
ponents. The first component is free long wave (FLW) coming from outside of 
the surf zone which includes both of wave group bounded long wave (BLW) re- 
leased at the breakpoint and free long waves generated by the wave maker. The 
second component is breakpoint forced long wave (BFLW) which is generated 
by moving breakpoint due to wave group. The third one is outgoing long wave 
which is formed by reflection of the former two components at the shoreline. 

Long wave outside the surf zone can be basically explained by the mechanism 
proposed by Longuet-Higgins and Stewart (1962) (see e.g. Sato et al, 1989, 
Nagase and Mizuguchi, 1996). Long wave generated by moving breakpoint was 
also theoretically investigated by Symonds et al. (1982), Schaffer (1993) and 
others. On the qualitative description of long wave sources in the surf zone, 
Mizuguchi (1982) wrote that the long wave coming from outside of the surf zone 

1 Associate Professor, Department of Civil Engineering, Yokohama National University, 
79-5 Tokiwadai, Hodogaya, Yokohama 240, Japan. E-mail: okayasu@cvg.ynu.ac.jp. 

2Tokyu Construction Co.Ltd., Tokyo, Japan. 
3Graduate Student, Department of Civil Engineering, Yokohama National University. 
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was predominant among observed onshore propagating long waves in the surf 
zone. On the other hand, Nakamura and Katoh (1992) considered that BFLW 
should be predominant. 

Nagase and Mizuguchi (1996) observed BFLW by putting a single packet of 
wave group into stable regular wave field in a wave flume. However, quanti- 
tative analysis for generation of BFLW should be difficult by the single packet 
experiment. Shibayama et al. (1992) pointed out that phase relation between 
wave group and long waves in the surf zone is important for suspended sediment 
movement due to low-frequency velocity change. Statistic analysis of phase shift 
also requires the measurement under usual random wave condition in the surf 
zone. 

In the present study, generation and propagation of long waves in the surf 
zone are investigated on a step, 1/30, 1/20 and 1/10 uniform beaches in a flume 
under irregular wave conditions. Amplitude and phase variation of the long 
waves in the surf zone are quantitatively investigated. The experimental results 
are compared with a theory proposed by Mizuguchi (1995). 

2. Experimental Procedures 

2.1 Experimental setup and condition 

The experiments were performed in a wave flume which was 17 m long and 
0.5 m wide. A random wave generator with absorption control for reflected 
waves was equipped at one end of the flume. Beach topography were a step, 
1/30, 1/20 and 1/10 uniform beaches. The step beach consisted of the first 2 m 
of 1/10, the next 1 m of 1/20, 6 m of flat bed and the last 2 m of 1/10 slopes. 
The 1/30 and 1/20 slopes had an 1 m of 1/10 slope at the toe. The beaches 
were made of 15-mm-thick plywood on stainless steal base. 

Surface elevation and cross-shore velocity were measured by wave gages and 
a optic-fiber laser Doppler velocimeter (FLV). A wave gage was set 3 m onshore 
of the wave paddle in the offshore constant depth region. Seven (step and 1/30) 
or eleven (1/20 and 1/10) measuring stations were located from the offshore side 
of the breaking point to the shoreline. The elevation of the velocity measuring 
point was 1 cm from the local bottom of the slope. Figure 1 shows the setup of 
the flume with the step and 1/30 beaches. The a>axis was set to be onshoreward 
from the shoreline at the still water level. 

The experiments were performed for total 14 wave conditions. Random in- 
cident waves were designed to have the Bretshneider-Mitsuyasu spectrum. The 
experimental conditions are listed in Table 1. In the table, hi is the still water 
depth in the offshore region, hs the still water depth on the step, H1/3 is the 
significant wave height offshore, T1/3 is the significant wave period. Hi/Z and 
Ti/3 were obtained by using the zero-down cross method. The "breaking point" 
in the table shows the mean location of wave breaking denoted by the measuring 
station (St.) numbers. The positions on the x-axis of the measuring stations 
are listed in Table 2. 
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Figure 1: Experimental setup in wave flume 

Table 1: Experimental Conditions 

case 
beach 
type 

hi 
(cm) 

hs 

(cm) 
#1/3 
(cm) 

Ti/3 

(s) 
breaking point 

1-1 
1-2 
1-5 
1-6 

step 
31.0 6.0 

5.81 
4.87 

1.03 
0.88 

St.3 
St.3 
St.3 
St.3 

29.0 4.0 
5.69 
4.69 

1.03 
0.89 

2-1 
2-2 
2-5 
2-6 

1/30 
31.0 - 

3.98 
3.32 

1.01 
0.86 

St.5 - St.6 
St.5 - St.6 
St.5 - St.6 
St.5 - St.6 

29.0 - 
3.91 
3.25 

1.01 
0.86 

3-1 
3-2 
3-3 

1/20 40.0 - 
6.20 
7.88 
9.11 

0.90 
1.03 
1.05 

St.9 - St.10 
St.8 - St.9 
St.8 - St.9 

4-1 
4-2 
4-3 

1/10 40.0 - 
6.19 
7.92 
9.28 

0.89 
1.03 
1.03 

St.8 - St.9 
St.7 - St.8 
St.6 - St.7 
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Table 2: Location of Measuring Stations 

case 
measuring location on x-axis (cm) 

St.l St.2 St.3 St.4 St.5 St.6 St.7 St.8 St.9 St.10 St.ll St.12 
1-1 & 2 -1260 -820 -710 -600 -480 -360 -240 -120 - - - - 
1-5 & 6 -1240 -800 -690 -580 -460 -340 -220 -100 - - - - 
2-1 & 2 -1030 -460 -380 -300 -240 -180 -120 -60 - - - - 
2-5 & 6 -970 -400 -320 -240 -180 -120 -60 0 - - - - 

Series 3 -1100 -440 -400 -360 -320 -280 -240 -200 -160 -120 -80 -40 
Series 4 -1260 -240 -200 -180 -160 -140 -120 -100 -80 -60 -40 -20 

2.2 Data acquisition 

Since only one FLV was used, the velocity measurement was repeatedly done 
for each measuring station with the same incident wave signal. Wave generation 
was started with still water condition at each time. Preparatory generation of 
wave was done for 600 seconds which was considered to make the wave field 
enough stable. Measurements of velocity and water surface elevation were con- 
ducted after this moment. 

The wave profile data were sampled at the rate of 20 Hz and were stored in a 
digital data recorder. The velocity signal was also acquired more than 20 valid 
data par second. Since the time intervals of velocity records are not equal, the 
data were resampled every 50 ms. 300 seconds of cross-shore velocity and water 
surface elevation data were used for analysis. 

3. Experimental Results 

3.1 Extract of BFLW 

Long wave components of velocity and water surface elevation of long waves 
were extracted by a numerical filter with the cut-off frequency of 0.25 Hz. 
Then the long wave components were separated into incident and reflected low 
frequency components by using the water surface elevation and velocity after 
Mizuguchi (1991). 

Figure 2 shows a result of incident and reflected wave separation on the step 
beach for Case 1-2. In the figure, t is the time-axis, the origin of which was 
the start of data acquisition, and r\ is water surface elevation change around 
the mean water level. The incident component is given by the solid line and 
the reflected component is shown by the dotted line. The chain and the chain 
with 2 dots lines respectively show paths of incident and reflected free long wave 
calculated by the shallow water wave theory. The separation of incident and 
reflected long waves are found to be fairly good on the step part. 

In Case 1-2, the breaking point was around St. 3 (x — —710 cm). By 
following a prominence along the incident wave path in Fig. 2, significant change 
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Figure 2: Incident and reflected long waves in the surf zone (chain line: path of 
free incident long wave, chain with 2 dots line: path of free reflected long wave) 
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of the amplitude and phase of the incident long wave can be seen between St. 2 
and St. 4. This should be caused by generation of free long wave due to moving 
breakpoint. 

In the present study, incoming long wave is given at a measuring station just 
offshore the breaking point after the separation of onshore propagating compo- 
nent. Onshore propagating free long wave in the surf zone can be calculated 
by using the shallow water wave theory from the coming long wave from the 
offshore-side of the boundary, the breaking point. In the present study, this cal- 
culated onshore propagating FLW is termed as "predicted free long wave (in the 
surf zone)". It can be considered that the deviation of observed onshore propa- 
gating FLW from this "predicted FLW" is caused by long wave generated at the 
breaking point. Therefore, the "measured BFLW" was obtained by "observed 
onshore propagating FLW" - "predicted FLW". 

The dotted line in Fig. 3 shows predicted FLW for Case 1-2. This free long 
wave is calculated from the observed incoming long wave at St. 2. The solid line 
gives BFLW evaluated by subtracting the predicted FLW (dotted lines in the 
figure) from the observed onshore propagating long wave at each station (solid 
lines in Fig. 2). 

The random wave field in a flume is not the same as that on the natural 
beach, because the seiche and multi-reflection of long waves at the flume ends 
as well as the unexpected free long wave generated by the wave maker affects 
the wave field. However, all incoming long waves from outside into the surf 
zone can be considered as free long waves at the breaking point. On the other 
hand, BFLW should be essentially the same as that on the natural beach, if 
the incident short wave component can be regarded as the same. Therefore, 
by excluding the incoming free long waves (with any origin) from the onshore 
propagating free long waves observed in the surf zone, the breakpoint generated 
long wave can be extracted with basically the same condition in the field. 

The figure shows generation of relatively large long wave between St. 2 and 
St. 4. This generated long wave propagates onshoreward on the step as free long 
wave. The form of it doesn't change so much after St. 4. 

3.2 Estimation of BFLW amplitude 

The amplitude of BFLW was investigated quantitatively with a model pro- 
posed by Mizuguchi (1995). The displacement of water surface A77 caused by 
onshore propagating long wave generated by the moving breakpoint is given by 

A?] = -Ks[xb(t) - xbm}/2 (1) 

in the model. K is a constant and given by 0.194 with wave height to water 
depth ratio at breaking point = 0.8. s is the mean bottom slope around the 
breakpoint and [xb(t) — x^m] the moving distance of breakpoint. 

By giving 0.85(1 — n)hbm/s for the moving distance of breakpoint after 
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Figure 3: Predicted free long wave and generated long wave which obtained from 
the difference between the predicted and observed long waves 
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Table 3: 
(1995) 

Observed r.m.s. values of BFLW and those predicted by Mizuguchi 

bottom breakpoint estimated measured measured r.m.s. 
case slope water depth r.m.s. value r.m.s. value for incident wave 

s hbm (cm) Icrms  (cm) Vmrms (cm) ffams (cm) 
1-1 8.30 0.228 0.283 0.205 
1-2 

1/20 
6.96 0.191 0.215 0.172 

1-5 8.13 0.223 0.317 0.179 
1-6 6.70 0.184 0.216 0.192 
2-1 5.69 0.156 0.188 0.224 
2-2 

1/30 
4.74 0.130 0.149 0.169 

2-5 5.59 0.153 0.196 0.256 
2-6 4.64 0.127 0.154 0.160 
3-1 8.86 0.243 0.276 0.299 
3-2 1/20 11.3 0.309 0.328 0.370 
3-3 13.0 0.357 0.346 0.395 
4-1 8.84 0.243 0.260 0.267 
4-2 1/10 11.3 0.310 0.509 0.343 
4-3 13.3 0.364 0.392 0.359 

Mizuguchi (1994), Eq. 1 is obtained as 

Arj = 0.8K6(1 - K)hbm (2) 

where 6 is modulation parameter for the short waves and K the degree of trans- 
mission of short wave grouping which are taken to be here as 0.5 and 0, respec- 
tively. hbm is the mean water depth at breaking point which is approximately 
given by Hi/3/0.7 in the present study. 

Amplitude of BFLW was calculated with above described conditions. Root- 
mean-square (r.m.s.) value of variation is l/\/2 of the amplitude, if sinusoidal 
change can be assumed. Comparison between l/\/2 of the calculated BFLW 
amplitude and observed r.m.s. value of BFLW are listed in Table 3 together 
with measured r.m.s. values of onshore propagating FLW (including BFLW) in 
the surf zone. The observed value in the table shows the mean value through 
the surf zone. The value 1/20 of s in Series 1 is the local bottom slope at St. 3 
which was the breakpoint for the cases. 

The calculated values for BFLW shown in the table are slightly smaller than 
the measured values. However, it can be considered that the Mizuguchi's model 
can predict the BFLW variation fairly well. The table also shows that the 
amplitude of BFLW is comparable to that of FLW coming from outside the surf 
zone. 
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Figure 4: Phase delay of observed and generated long waves from predicted free 
long wave for Case 1-2 

3.3 Phase shift between BFLW and incoming FLW 

Cross-shore variations of phase shifts between the long wave components in 
the surf zone for Case 1-2 are shown in Fig. 4. 9 in the figure is the phase delay 
from the predicted FLW (dotted line in Fig. 3) in the surf zone. The solid line 
in the figure gives phase delay of the observed onshore propagating long wave 
(solid line in Fig. 2). The broken line shows phase delay of the observed BFLW 
(solid line in Fig. 3). 

The phase shifts were defined as mean value of Fourier components around 
the frequency of 0.1 Hz in spectrum analysis. The right end of the figure shows 
the shoreline on the beach. The phase of the observed long wave delays ir/2 on 
the step and that of the generated long wave reaches to 7r. The result supports 
the theoretical value of phase shift -n given by Mizuguchi (1995). The figure 
shows that the phase shifts change between St. 2 and St. 4 and quite stable on 
the flat bed. 

Figure 5 shows phase shifts between the observed BFLW and the predicted 
FLW for other 3 cases on the step beach. The phase shifts are stable on the step 
and take values around ir in all cases. 

Figure 6 shows phase shifts between the observed onshore propagating long 
wave from the predicted FLW for Series 2, 3 and 4 which were the measurements 
on 1/30, 1/20 and 1/10 constant slopes. The horizontal axis in the figure is non- 
dimensionalized by the surf zone width x&. The straight bold broken line in the 
figure shows 9 = OAirx/lxb]. Although the deviation of the phase shifts near the 
shoreline is large, this bold broken line shows good agreement with the phase 
shift variations in the surf zone for all cases. 

Figure 7 shows phase shifts between the observed BFLW from the predicted 
FLW on 1/30, 1/20 and 1/10 constant slopes. The phase shift just onshore the 
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Figure 5:  Phase delay of generated long waves from predicted free long waves 
on the step beach 

% 

0 

0 
x/ Ixbl 0 

Figure 6: Phase delay of observed long waves from predicted long waves on the 
constant slope bottoms 
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Figure 7: Phase delay of generated long waves from predicted long waves on the 
constant slope bottoms 

breaking point takes various value.    However, the value near the shoreline is 
within the rage of 0.6 - 0.9 it. The average is around 3/4ir. 

As mentioned before in this section, the theoretical phase shift between 
BFLW and bounded long wave at the breaking point which should be trans- 
ferred to free long wave in the surf zone is 7r (Mizuguchi, 1995). Near the 
breaking point, the measured values in the figure show wide variation and is far 
smaller than ir . In the case of large short wave modulation, the generated long 
wave (BFLW) is relatively small near the mean breakpoint. This causes poor 
separation of generated long wave, then results in a large error in the phase 
calculation. Since the generated long wave becomes enough large, the stable 
phase shift close to 7r can be obtained near the shoreline. On the step, where 
the generation of BFLW is almost finished, the phase shifts show values close to 
7r as seen in Fig. 5. 

4. Calculation of BFLW by a Numerical Wave Model 

It is considered that BFLW can be numerically simulated by presenting mo- 
mentum flux change due to wave breaking in time and space. The concept is 
basically the same as Symonds et al. (1982) or Mizuguchi (1995) did in their 
theoretical models. 

Watson et al. (1994) numerically simulated propagation and run-up of BFLW 
caused by a single wave group with a non-linear shallow water equation. In the 
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Figure 8: Comparison of r.m.s. values of calculated and measured long waves in 
the surf zone (Case 2-1) 

present study, numerically simulated long waves in the surf zone were compared 
with the observed waves under random short wave conditions. Information on 
phase shifts can be examined with the random waves. 

Boussinesq-type nonlinear dispersive wave model was used for the numerical 
simulation. Wave energy dissipation was expressed by a surface roller model 
which had been proposed by Deigaard (1989). Advantages for using the surface 
roller model in the simulation is: 1) Breakpoints are determined for individual 
short waves. Characteristics of wave groupiness can be reflected in the numerical 
calculation. 2) Momentum flux of surface rollers is included in the calculation. 
3) Since the surface roller area is determined from the surface geometry, catching 
up of a wave crest to the previous wave crest can be simulated in the calculation, 
etc. 

An example of the results of numerical simulations is shown in Fig. 8. Com- 
parisons of r.m.s. values of the simulated and measured long waves for Case 2-1 
are given. The solid line in the figure shows calculated onshore propagating 
long wave and the chain line gives measured onshore propagating long wave. 
The broken line is calculated BFLW and the chain with 2 dots line is mea- 
sured BFLW. The calculated values at the shoreline show good agreement with 
measured values. 

Figure 9 gives calculated and measured phase shifts between onshore prop- 
agating long wave and BFLW for Case 2-2. The solid line in the figure is cal- 
culated phase delay of onshore propagating long wave (including BFLW) from 
incoming long wave. The broken line is calculated phase delay of BFLW from 
incoming long wave.   The chain line shows observed phase delay of onshore 
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Figure 9: Comparison of phase shifts of calculated and measured long waves in 
the surf zone (Case 2-2) 

propagating long wave and the chain with 2 dots line is observed phase delay of 
BFLW. Calculated phase shifts near the shoreline are slightly smaller than the 
observed values. However, it is considered that the numerical simulation can be 
used for evaluation of BFLW with phase information. 

5. Conclusions 

In the present study, laboratory experiments were performed for long waves 
observed in the surf zone under random incident wave conditions. Breakpoint 
forced long wave (BFLW) was evaluated from the measured cross-shore velocity 
and surface water elevation. Phase relation between incoming long wave and 
BFLW was also investigated for various wave conditions and beach topography. 

The conclusions of this study are as follows: 

1. With propagation of random waves onshore in a flume, long wave generated 
near the breaking point was observed in the surf zone. This long wave is 
considered to be generated by time-varying breakpoint. 

2. Root-mean-square value of the generated long wave was comparable to that of 
incoming long wave propagating from outside of surf zone. Predicted ampli- 
tude of generated long wave calculated after Mizuguchi (1995) showed good 
agreement with the observed value. 

3. Phase shift was found between the observed long wave in the surf zone and 
predicted free long wave which was calculated by using shallow water approx- 
imation. The phase delay of the onshore propagating long wave was roughly 
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evaluated by 0 — QAirxf\xi,\. Phase delay of the generated long wave from 
that of the incoming free long waves was around 3/4 7r (for constant slopes) 
through ix (for step-type beach) at the shoreline. 

4. Boussinesq-type nonlinear dispersive wave model with the surface roller model 
can quantitatively simulate BFLW. The phase information can be also eval- 
uated by the numerical model. 
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CHAPTER 104 

Generation of Infragravity Waves 

A.R. Van Dongeren, I.A. Svendsen and F.E. Sancho1 

ABSTRACT: In this paper the deptz-integrated, short wave-averaged 
nearshore circulation model SHORECIRC is used to study the generation 
of infragravity waves due to normally incident short wave groups on a 
plane beach. After linear separation of the incident and reflected long 
waves, it is shown that the incoming long wave shoals faster than Green's 
Law predicts for free waves. This indicates that energy is transferred 
from the short wave groups to the long wave. However, it does not shoal 
as quickly as Longuet-Higgins & Stewart's (1962) steady state theory for 
bound waves suggests. The outgoing long wave deshoals according to 
Green's Law but it is shown that energy is traded back and forth with 
the incoming short wave groups. Different shoaling and deshoaling curves 
can be found for different parameter choices. The work term in the long 
wave energy equation is used to explain these differences and ratio of the 
number of short wave groups to the surf zone width is confirmed to be 
an important parameter. As a consequence, the energy of the outgoing 
long wave can be larger or smaller than that of the incoming long wave, 
depending on the value of that parameter. Finally, the nonlinear version 
of the model shows the importance of the mean set-up on the generation 
of long waves, in particular very close to the shoreline. 

INTRODUCTION 

It is well-known that a forced long wave propagates with short wave groups 
at the group speed (Longuet-Higgins & Stewart, 1962) [LHS62 in the remainder]. 
When these groups propagate onto a beach, the short waves shoal and break. In 
the shoaling process the incoming, bound long wave gains energy and is released 
from the groups. The incoming long wave propagates shoreward, interacts with 
the breaking process, eventually reflects off the beach and propagates seaward 
as a free wave. The principle of this process is generally agreed upon, but the 
precise mechanisms by which energy is transferred to the long (or infragravity) 
waves are not. 

For the case of normally incident waves, two different infragravity wave gen- 
eration mechanisms have been proposed for the interaction with the breaking. 
Symonds et al.  (1982) assumed that the groupiness which existed outside the 

'Center for Applied Coastal Research, Ocean Engineering Lab, University of Delaware, 
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breaker zone is destroyed by the breaking and that the short waves inside the 
surf zone will decay with a saturated wave height. This implies a time-varying 
break point which generates long waves while no long wave generation takes 
place inside the surf zone. 

Schaffer & Svendsen (1988) [SS88] examined the other extreme where all 
short waves regardless of their height are assumed to break at a fixed break 
point. This means that the groupiness outside the surf zone is transmitted into 
the surf zone where long wave generation can take place. 

It is likely that neither mechanism is exclusively responsible for long wave 
generation but that it is due to a combination of both effects. Therefore Schaffer 
(1993) [S93] merged the two extreme mechanisms into one hybrid analytical 
solution and showed the effects of parameter variations. 

Some field studies suggest that there is more energy in the free (outgoing or 
trapped) waves than in the incoming bound waves (Munk, 1949; Tucker, 1950; 
Elgar et al, 1992; Herbers et al, 1995 to name a few). This indicates that in the 
nearshore region energy has been transferred from the short waves to the long 
waves. However, other observations (Guza & Thornton, 1985; Kostense, 1984) 
show that the energies of the in- and outgoing long waves are about equal, which 
means that no net long wave energy was gained. 

In this paper the nearshore circulation model SHORECIRC (Van Dongeren 
et al., 1994) is applied to study the generation of infragravity waves on a plane 
beach with normally incident short wave groups. In the next section, the gen- 
eral governing equations of nearshore circulation are stated. Then, the linearized 
version of the model is used to study the growth of the amplitude of the incom- 
ing and outgoing long waves for different parameter choices. The linear long 
wave energy equation is used to explain the characteristics of the shoaling and 
deshoaling curves. It is shown that net energy can either be gained or lost de- 
pending on the values of certain parameters. Finally, the nonlinear version of 
the model reveals the importance of the nonlinear terms, in particular the mean 
set-up of the surface elevation. 

GOVERNING EQUATIONS 

The depth-integrated, time-averaged mass and momentum equations read 
(Van Dongeren et al, 1994; Svendsen & Putrevu, 1996): 

d(        d       f< 

dt'dXa\L
v»dz+Q-)=() (1) 

-xr    +     a—    —i +  a- /       yiaVip dz + -— /    uwaV1/3 + uwPVla dz 
at Oxa  \      h     j        OXa J-h0 OXa J(, 

+   g(h0 + C)^- + ~ (sa0 - fC Ta0dz)-T-t + T-l = o       (2) 
OX/3        poxa \ J-ho j        p p 

where the total current has been split into depth uniform and depth varying 
components: 

V« = T~ + Vla(x,y,z,t) (3) 
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which implies 

Jh0 

V\a dz = —C (4) 

It turns out that in this formulation the radiation stress Sap is defined as by 
Mei (1983). For a discussion of the details see Svendsen & Putrevu (1996). 

In (1) and (2), Va and ( represent the horizontal current velocity and the 
mean surface elevation, respectively. uw is the short wave velocity defined so 
that uw = 0 below through level, Qa represents the total volume flux and Qwa 

is the volume flux due to the short wave motion. & is the elevation of the wave 
trough, Talj is the Reynolds stress, h0 is the still water depth, while rf and Tp 
represent the surface and the bottom shear stress, respectively. The overbar 
denotes short wave averaging and the subscripts a and /? denote the directions 
in a Cartesian coordinate system. Fig. 1 shows the definitions. 

MWS 

^77777777777777777" 

Figure 1: Definition sketch. 

For the present purpose we will consider depth-uniform long waves in the 
shore-normal x-direction, which reduces the set of equations to: 

dt      dx 
(5) 

d_Q 
dt   + ox \ h I ox      p 

ld,Sx 

da P 
(6) 

These equations correspond to the forced nonlinear shallow water equations 
where the radiation stress gradient provides the forcing on the long waves. The 
equations are solved by finite differences using a second-order predictor-corrector 
method for time and horizontal space on a fixed rectangular grid. On the sea- 
ward side we specify an absorbing-generating boundary condition as derived by 
Van Dongeren & Svendsen (1996). In the linear version of the model a no-flux 
boundary condition is specified at the still water line while in the nonlinear 
version a moving shoreline condition is used (Van Dongeren et al., 1995). 
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LINEAR ANALYSIS 

The simplest possible case to analyze is a plane beach with a shelf and forcing 
generated by a bichromatic short wave group while using the linearized version 
of the model. This case provides valuable insights into the long wave generation 
mechanisms. 

Following SS88 and S93 we can write the radiation stress forcing as: 

( al(l + 26cos(f^-dx-Aut)), h > hb 

Sxx = ~pg(2n -hi ^ (7) 

( 7
2
/J2 (l + 26(1 - K) COS(/ ^-dx-Aut)),       h< hb 

where K is the parameter controlling the generation mechanism: K — 0 corre- 
sponds to the case of a fixed break point, while K = 1 represents the time-varying 
break point case, n — cg/c where cg is the group speed. a\ is the amplitude of 
the primary short wave in the group while the groupiness 6 — a<ifa\ is the ratio 
of the amplitude of the secondary wave and the primary wave. Au> = LOX — u>2 

is the difference frequency between the two short waves which is also the long 
wave frequency, j — 2ai/h is the saturated wave height over water depth ratio. 
hb is the breaking depth. It is important to notice that the forcing consists of 
a steady part - which causes a steady set-up - and a time-varying part which 
forces a long wave. In our analysis we are only interested in the latter and in 
the rest of the paper we show only the time varying part of the solution. 

It is assumed that the shelf is wide enough so that at the toe of the beach 
the incoming long wave corresponds to the equilibrium bound long wave for the 
flat shelf: 

1      sw 
0 = - -,   ,   sx r2, (8) 

where the subscript s corresponds to conditions on the shelf and S£) is the 
time-varying part of the forcing of (7). The outgoing wave is absorbed using the 
absorbing-generating boundary condition referenced above. 

Case 1: fixed breakpoint 

The first case considered is that of a fixed breakpoint (K = 0) corresponding 
to the mechanism proposed by SS88. In the example studied, the following 
parameter values are used: forcing frequency Aw = 0.422 s-1, primary wave 
amplitude oi(S = 0.4415 m on the shelf, groupiness 6 = 0.1, saturated breaking 
parameter 7 = 0.7, beach slope hx = 1/30 and shelf depth hs = 3 m. 

The solid line in Fig. 2a shows the envelope of the long wave versus the depth, 
nondimensionalized by the shelf depth. The surface elevations are normalized 
by a\ s 8/hB, so that the incoming bound long wave of (8) is 0(1) at the offshore 
boundary. In the Figure, the still water line is on the left-hand side while the 
toe of the beach is on the right-hand side. Notice the agreement of the model 
with the dashed line which corresponds to the analytical solution by SS88. The 
break point is located at h/hs = 0.45 and is indicated in the Figure. 

The long wave can be separated into an incoming and an outgoing long wave 
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Figure 2:   Case 1:   (a) Envelope of the total long wave motion vs.    depth : 
present model ( ) and analytical solution (- -); (b) Envelope of the incoming 
long wave:  present model ( ), Green's Law (—) and LHS62's steady state 
solution (- •); (c) Envelope of the outgoing long wave: present model ( ) and 
Green's Law (- -); (d) Reflection coefficient. 

using linear superposition of the surface elevation and the flux 

C = ? + (i + (r and Q = Qi + Qr (9) 

where £ is the steady set-up, subscript ; denotes the incoming wave and sub- 
script r denotes the outgoing wave. Also, we know the following relationships 
between the surface elevation and the flux of the incoming and outgoing wave, 
respectively: 

Vi — cg Q and *vr —        y y ^o S>r (10) 

which implies that the incoming wave essentially propagates with group speed 
cg and the free outgoing wave propagates with the shallow water wave speed. 
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This is confirmed by the computations.   Solving for Q and (T from these four 
equations yields 

6 = VTOc-?) + g       and       & = *(c-a-g     (11) 

The solid line in Fig. 2b shows the envelope of the incoming long wave. Note 
that the long wave shoals faster than as predicted by Green's Law ((" tx ft-1/4, 
the dashed line), which means that energy must have been transferred to the 
long wave. Also shown is the shoaling curve according to LHS62's steady state 
theory, Eq. (8) (the dash-dotted line, ( oc h~5/2 outside the surf zone), which 
grows much faster than the actual wave. This indicates that on a sloping beach 
the bound long wave does not have "time" to attain local equilibrium but that 
it depends on its history. Therefore, on the slope the forced long wave does not 
increase with depth as h~~5l2 as is assumed in the analysis of field data in some 
papers (e.g., Elgar et al., 1992; Herbers et al, 1995). 

In Fig. 2c the outgoing long wave (solid line) closely follows Green's Law 
(dashed line) which indicates that this wave is a free long wave. There are some 
oscillations noticable around the dashed line because energy is traded back and 
forth with the incoming short wave group, as will be explained below. 

Figure 2d shows the ratio of the amplitude of the outgoing wave and the 
incoming wave (the "reflection coefficient"). This ratio is by definition equal to 
unity at the shore. For the chosen parameter values, the ratio is larger than 
unity everywhere else, meaning that there is more energy in the outgoing wave 
than in the incoming wave, which indicates that energy has been transferred 
from the short waves to the long waves. 

As a tool to study this energy transfer in more detail we can use the linear 
long wave energy equation 

f + fi + ff, = „ (12) 
ot        ox        h0   ox 

where E is the long wave energy, Ef = pg( Q is the energy flux and the 
third term represents the work the short waves do on the long wave through 
the radiation stress. Averaging over the IG-wave period (denoted by the double 
overbar) eliminates the temporal variation and yields a balance between the 
energy flux and the work 

dx        h0   dx 

The two terms can be each split into an incoming and outgoing part 

9Eftj      dEf<r      Qi dSxx      Qr dSxx _ 

dx dx h0   dx        h0   dx 

Figure 3a shows the balance between the energy flux term (dashed line) and 
the work term (solid line) in (13) accross the domain for the same parameter 
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Figure 3: Case 1: (a) Work done on total long wave ( ) and energy flux (- -); 
(b) Work on incoming long wave; (c) Work on outgoing long wave; (d) Energy 
flux of incoming wave ( ), energy flux of outgoing wave (- -), and energy flux 
of total long wave (- •). 

values as in Fig. 2. Both terms are normalized by pg\Jghs8
2a\ g/h%. Figure 3b 

shows the work done on the incoming wave which is the third term in (14). It is 
negative accross the whole domain, which means that energy flux is gained. This 
is consistent with the finding of Fig. 2 that the incoming long wave increases 
faster in amplitude than a free long wave. Conversely, Fig. 3c reveals that 
the work done by the short waves on the outgoing long wave oscillates around 
zero, which means that energy is traded back and forth but that over the whole 
domain the long wave loses or gains very little energy. It essentially deshoals as 
a free long wave as was already seen in Fig. 2c. 

In Fig. 3d the energy fluxes of the incoming, the outgoing and the total 
long wave motion are shown, normalized by pgy/ghs8

2a\ s/h
2

s. Notice that the 
incoming wave already gains about 30% of energy flux seaward of the break 
point. The incoming long wave reaches its maximum energy flux at the shore- 
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line where it is fully reflected. The outgoing wave shows an oscillating energy 
flux. The total energy flux therefore becomes increasingly negative seawards as 
a consequence of the net transfer of energy from the short waves to the long wave. 

Case 2a: moving breakpoint 

The second case considered is that of a moving breakpoint (K = 1) cor- 
responding to the mechanism proposed by Symonds et al. (1982). The same 
parameter values as in case 1 are used. 
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Figure 4:  Case 2a:  labels as Fig.   2.   The breaking region is indicated by the 
vertical lines. 

Figure 4a shows the comparison of the long wave envelope as predicted by 
the model and the analytical solution by S93. The differences are due to the fact 
that in the analytical solution the breaking region (ranging from 0.41 < h/hs < 
0.48) is contracted into a point at h/hs = 0.45 wheras the model is capable of 
reproducing the breaking region itself. 
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Up to the point where breaking starts, the incoming long wave in Fig. 4b 
gains energy flux as before. Over the breaking region, however, the energy flux 
is now decreasing, a feature which is investigated in more detail below. Inside 
the surf zone (h/hs < 0.41) a standing long wave occurs due to the absence of 
forcing in that region, see Figs. 4b and c. Figure 4c shows that outside the surf 
zone the long wave again deshoals according to Green's Law. 

Finally, the ratio of the amplitudes of the outgoing wave and the incoming 
wave is shown in Fig. 4d. Though the long wave energy is reduced through the 
breaking region the amplitude of the outgoing wave is still about equal to or 
larger than that of the incoming wave. 
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Figure 5: Case 2a: (a) Work on incoming long wave; (b) Work on outgoing long 
wave; (c) Energy flux of incoming wave ( ), energy flux of outgoing wave (- 
-) and energy flux of total long wave (- •); The breaking region is indicated by 
the vertical lines. 

This is further illustrated by the direct analysis of the energy transfer in Fig. 
5. Panel (a) shows that in case 2a the work done on the incoming wave by the 
short waves in the breaking region itself is positive, which indicates an energy 
flux loss. This is consistent with the loss of amplitude shown in Fig. 4b. Inside 
the surf zone no forcing occurs, so the work is zero. 

Fig. 5b shows that through the breaking region the work done on the outgo- 
ing wave is negative so that energy flux is gained (in magnitude) when the wave 
propagates out. Seaward of breaking the work is oscillating around zero as in 
case 1. The according energy fluxes of the incoming, outgoing and total wave 
are plotted in Fig. 5c. 
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Case 2b: moving breakpoint with halved forcing frequency 

The results of case 2a are valid only for the chosen set of parameters. It turns 
out that a profound change occurs when the forcing frequency or the beach slope 
are varied. Either of these parameters control the number of wave groups in the 
surf zone, which is an important parameter, as will be shown below. 
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Figure 6:  Case 2b: labels as Fig.   2.   The breaking region is indicated by the 
vertical lines. 

The conditions of case 2a are repeated except that the forcing frequency 
is halved, Au> = 0.211 a-1. Again the deviation between the model and the 
slightly simpler analytical solution is negligible (Fig. 6a). Fig. 6b shows that 
the amplitude of the incoming wave increases outside of the breaking region and 
decreases in the breaking region itself, similar to the previous case. Inside the 
surf zone forcing is absent and a standing wave occurs, see Figs. 6b and c. In 
this case, however, the outgoing long wave loses amplitude when propagating 
out through the breaking region (Fig. 6c). This results in a reflection coefficient 
less than unity outside the surf zone, i.e. the long waves have lost energy in the 
breaking process (Fig. 6d). 
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Figure 7:  Case 2b:  labels as Fig.   5.   The breaking region is indicated by the 
vertical lines. 

Analysis of the energy transfer using the terms in (14) confirms this result. 
Figure 7a is similar to Fig. 5a, but Fig. 7b shows that contrary to the previous 
case the work the short waves do on the outgoing long wave is now positive, which 
means that the energy flux decreases in magnitude as the long wave propagates 
out through the breaking region. 

The reason for this different behavior is the phase difference between the 
short wave groups and the incoming and outgoing long waves. As the short waves 
propagate onto the beach, the phase shift between the associated incoming long 
wave and the groups grows from 0.5 x to about 0.6 x. This phase shift causes 
the work (which is the time-averaged product of the radiation stress gradient 
and the incoming long wave) to be negative so energy is transferred to the long 
waves. In the breaking region the forcing is varying in time (when the short 
waves in the group are smaller and break closer to shore) or constant (when the 
waves are larger and break further offshore). This causes the long wave-averaged 
work done on the incoming long wave to be positive in the breaking region. This 
behavior is independent of the period of the incoming wave groups. 

With the destruction of the wave groups by the varying break point, the long 
wave is released in the breaking region and propagates shoreward as a free wave, 
where it is reflected and propagates seaward. The sign of the work that the short 
waves do on the outgoing wave is then dependent on the relative phase between 
them, which is a function of the time it takes the long wave to propagate through 
the surf zone and back.   For a plane beach this time lag can be calculated as 
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twice the propagation time from the shore to the mean break point hi: 

fhi>     dh 4 

fgh 
where A T = 44.5 s in the cases considered here.   In case 2a the ratio of the 
time lag AT to the group period Tg = 2W/ALO is 

AT 

Ar = »rra_-f^ (is, 
Jo    hT \la h       hT V a 

T 
(16) 

This integer value means that the outgoing long wave is "in phase" with the 
incoming long wave in the breaking region (which is short relative to the long 
wave length). Because these waves propagate in opposite directions, the signs 
of the work terms are opposite as well. In case 2b the ratio A T/Ta is 1.5, which 
means the incoming and outgoing waves are in "anti-phase", which causes the 
work on the incoming and outgoing waves to have the same sign. The ratio 
A T/Tg essentially specifies the number of wave groups in the surf zone. As can 
be seen from (16) it depends on the forcing frequency, the beach slope and on 
the short wave amplitude at breaking. Instead of changing the forcing frequency, 
an equivalent variation of the beach slope would yield the same result. 

This ratio is equivalent to the parameter X which was already found by 
Symonds et al. (1982) and the slope parameter Sb = hxL),/hb used by SS88 
where L/, is the length of the surf zone and hi is the depth at breaking. Rewriting 
those parameters yields 

AuSh_ TT
2
 (AT)2 _ 

IMPORTANCE OF NONLINEAR TERMS 

To investigate the importance of nonlinearities on the results, the model is 
rerun with the parameters of case 2a but now using the nonlinear Equations 
(5) and (6). In this case it is impossible to linearly separate the incoming and 
outgoing long waves. Therefore, we will examine the terms in the nonlinear long 
wave equation, averaged over the IG-wave period 

d (I    Q3 .    \       Q dS: 

dx\2
P^ + P9CQ)+h^ + Un'° = ° (18) 

which is the nonlinear extension of (13). The work that the bottom friction is 
small and is neglected in the following. The energy flux and the work balance 
each other, as can be seen in Fig. 8a. It turns out that for the particular set 
of parameter values used here the same case run with the linearized equations 
(Fig. 8b) shows a change of sign of the terms. This is due to the fact that in 
the nonlinear version of the model the travel time A T is dependent on the still 
water depth h0 as well as the set-up (. In short, the set-up effectively changes 
the beach slope in the surf zone experienced by the long waves. Artificially in- 

cluding the mean set-up ( in the linear model reverses the sign of the terms, see 
Fig. 8c. In fact, it can be seen that Figs. 8a and c agree well, which indicates 
that the mean set-up is the most important nonlinear term. 
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CONCLUSIONS 

The SHORECIRC model has been used to study infragravity wave genera- 
tion. In the linear version of the model, the incoming and outgoing long waves 
can be separated. As expected, the incoming long wave already gains energy 
flux outside the surf zone due to the changing forcing but not nearly as fast as 
the local value of the LHS62 steady state theory for bound waves suggests. In 
the case of a fixed break point the energy flux gain continues inside surf zone, 
whereas in the case of a moving break point, it is found that the incoming wave 
loses energy flux in the varying break point region. 

In the case of a fixed break point the outgoing long wave is seen to exchange 
energy flux with the short waves with very little net gain over the domain, so 
that it essentially deshoals according to Green's Law. When the breakpoint is 
allowed to move, however, the outgoing wave either gains or loses flux depending 
on the phase between the short wave forcing and the outgoing wave. This gain 
or loss is dependent on a parameter which represents the number of wave groups 
in the surf zone. This result may explain the variation in the ratio of outgoing 
to ingoing wave energy found in field data. 

Extending the model to include the nonlinear terms shows the importance 
of the steady set-up over the other nonlinear terms. 
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CHAPTER 105 

RESPONSES OF COASTAL TOPOGRAPHY 

TO SEA-LEVEL RISE 

Nobuo Mimura1, Member ASCE and Eiichi Kawaguchi 

ABSTRACT 

The impacts of sea-level rise induced by global warming on sandy beaches and sediment 
deposition around the river mouth are assessed. The exacerbated erosion by sea-level 
rise is evaluated in a national scale for Japan, on the basis of the Bruun Rule assuming 
the existence of the equilibrium beach profile. The eroded area reaches 56.6, 81.7, and 
90.3% of the total area of the existing beaches for the sea-level rises of 30, 65, and 
100cm, respectively. The effects on sandy beaches is extremely large, since such erosion 
superposes on the already existing erosion. The effect of sea-level rise on the river 
mouth is also examined by a numerical model. The place of sand deposition changes 
from the river mouth to the upper reaches along the river as the mean sea level rises 
higher. Higher risk of flooding is anticipated because of the rise of river floor and the 
backwater effect of sea-level rise. 

INTRODUCTION 

It is anticipated that global warming will bring about accelerated sea-level rise through 
thermal expansion of ocean water and melting of land-based glaciers, and climate 
change such as changes in precipitation and tropical cyclones. IPCC(1990) projected that 
the mean sea level would rise 65cm by the year 2100, with an uncertain range of 30 to 
110cm in its first report. The best estimate for the sea-level rise has been revised to 
50cm by 2100 in the second assessment report(IPCC, 1996), as shown in Fig.l. If 
climate change and sea-level rise occur in future as estimated, they can impose a variety 
of impacts on the natural environment and human society in the coastal zones. Since most 
coasts in the world consist of natural geographic features, such as sandy beach, dune, 
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1349 



1350 COASTAL ENGINEERING 1996 

100 

E 80 o 

-i 1 r- 
196 

Including changes in aerosol beyond 1990   ,' 
Constant 1990 aerosol 

j i i i_ 

HIGH 

MID 

$LOW 

2000   2020   2040   2060   2080   2100 
Year 

Fig.l Projections of global sea level(IPCC, 1996) 

delta and river mouth, wetlands and coral reef, a concern has arisen about what and how 
serious the impacts of sea-level rise and climate change on them will be. As the natural 
geographic features show particular adaptive responses to the changes in external 
conditions, it is necessary to estimate such responses of the coastal topography in order 
to evaluate the impacts of sea-level rise and climate change. This paper is an attempt 
toward this direction focusing on sandy beaches and river mouth. 

IMPACTS ON SANDY BEACHES 

Outline of the predictive model 

Topographic changes of sandy beaches are caused by cross-shore and longshore 
sediment transport. Sea-level rise due to global warming acts uniformly on the world 
coasts, though the amount of the rise relative to the land differs place to place because 
of the uneven distributions of sea temperature rise, plate movement, and local land 
subsidence, etc. Therefore, it is assumed, as the first step of assessment, that local factors 
for the beach topographic change, such as sources of sediment supply and the longshore 
transport, can be neglected. Under such assumption, the response of sandy beaches to 
the sea-level rise is considered to take place only in the cross-shore direction, i.e. as beach 
profile change. 

A sandy beach is eroded by sea-level rise more than simple inundation. If there is an 
equilibrium form of the beach profile, the sandy beach changes toward forming a new 
equilibrium profile for the increased sea level, as shown in Fig.2. This concept is known 
as the Bruun Rule (Bruun, 1962), and a number of predictive models have been developed 
on its basis. The Bruun Rule-based models has been calibrated by Mimura et al.(1995) 
by correlating the land subsidence due to pumping up ground water, i.e. relative sea-level 
rise, and the resultant retreats of the shoreline in Niigata, Japan. Equation (1) is often 
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Shoreline 
retreat  A y 

After sea-level rise 

Before sea-level rise 

Fig.2 Response of the beach profile to sea-level rise 

used to represent the equilibrium beach profile. 

h=Ay 0) 

where, h is water depth at an offshore distance y from the shoreline, and A is a shape 
coefficient determined for the individual beach. The amount of shoreline retreat, A y, 
can be calculated by balancing the sediment volumes eroded in the foreshore and 
transported offshore(Dean, 1991; Mimura et al., 1993). The formula derived by Dean 
is as follows. 

5   B   1      W. 5   B      U (2) 

Mimura et al.(1993) took into account the foreshore slope in the calculation, whereas 
Dean(1991) assumed that the foreshore above the mean sea level was vertical. However, 
as there were no significant difference in the shoreline retreat calculated by the two 
formulas, Eq.(2) was used in this study. 

Data and Calculation 

In order to apply the Bruun Rule-based model, it is necessary to know the height of 
berm, B, critical depth of sediment movement in the offshore region, h„ and the median 
diameter of sand to determine A. The first two parameters, i.e. B and h„ can be estimated 
by the existing studies such as Takeda and Sunamura(1983) and Hallermeir(1981) if the 
wave conditions and the average slope of the beach are given. Therefore, the necessary 
data for the calculation are at least the dimensions of incident waves, the sediment 
diameter and the average beach slope. 
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Fig.3 Nation-wide average of erosion rate with sea-level rise 

Table 1 Present situation of Japanese coasts and impacts of sea-level rise 

Total coastline 

Sandy beaches 

Length 

Area 

Ave. Width 

34,386 km 

5,508 km 

191 km2 

35 m 

Sandy beaches eroded 
(past 70 yrs) 

125 km2 

Impact of SLR 

0.3 m 

0.65 m 

lm 

108 km2 

156 km2 

173 km2 
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The Japanese coastline of about 34,000 km in length is divided into 9,688 segments for 
the purpose of management by four governmental ministries and agency. About one sixth 
of the total length is occupied by sandy beaches as indicated in Table 1. It was fortunate 
for us to be able to use the results of a national coastal survey carried out by the related 
ministries in 1993. The coastal survey covered the length, width and average slope of 
the beach. The data of incident waves were collected from this survey, Sugahara et 
al.(1986), and field measurements where available. These data were used to determine 
the height of berm, B, the critical depth of sediment movement, h„ and the shape-factor, 
A. Then the amounts of shoreline retreat, A y, was calculated for each sandy beach 
using Eq.(2). 
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Regarding the sea-level rise, three scenarios of 30, 65, and 110cm rise were used 
according to IPCC(1990). The best estimate of sea-level rise by the year 2100 has been 
revised from 65 cm in IPCC(1990) to 50cm in IPCC(1996) as mentioned above. However, 
the scenarios used in this study are still useful to examine the possible range of the impacts. 

Sea level rise-induced erosion estimated for the Japanese beaches 

The results of the estimation for the area of erosion are shown in Fig. 3 and 4. Figure 3 
shows the national summary of the percentage of eroded area, which is called the erosion 
rate here. A 30 cm sea-level rise would erode 11,775 ha or 56.6% of the present sandy 
beaches in Japan. The total area eroded for the past about seventy years was 12,880 ha, 
which was estimated by the comparison between old and the present topographic maps 
by Tanaka et al. (1993). Therefore, the area to be eroded by a 30 cm sea-level rise is 
comparable to that occurred for the past several tens years. It is surprising that even a 
30cm rise of mean sea level would cause such sever erosion. If the sea-level rise becomes 
65cm and 100cm, 81.7% and 90.3% of the present sandy beaches will disappear by 
erosion, respectively. Table 1 shows a summary of the present situation of the Japanese 
coasts and the estimated impacts. 

In Fig. 4, the distributions of the estimated erosion rate are shown with coastal prefectures 
which are thirty-nine out of forty-seven prefectures in total. The areas eroded by 30cm 
sea-level rise range from 24 to 95% of the existing beaches. If the sea-level rise reaches 
1 m, most prefectures would lose more than 90% of their beaches. Large differences in 
the erosion rate can be seen among prefectures in Fig. 4. Figures 5 and 6 show the 
relationships between the erosion rate, and the significant wave height of the incident 
waves and beach width of the coastal segments. There is no apparent correlation between 
the erosion rate and the significant wave height, while it decreases clearly with the beach 
width. Such tendencies indicate that there are no large differences in the amount of the 
shoreline retreat among beaches for the same sea-level rise, and that narrow beaches tend 
to disappear early as the sea-level rise proceeds. 

It is quite natural that beach erosion due to sea-level rise will superpose on those by 
other mechanisms such as lack of sediment supply and imbalance of the longshore 
transport. Therefore, the role of sea-level rise is to exacerbate the present trend of beach 
erosion. 
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IMPACTS ON RIVER MOUTH 

Applied model 

The topographic change of river mouth consists of complicated interactions of river and 
marine forces, and topography, so the response to sea-level rise must vary widely from 
place to place. Therefore, it seems more appropriate to take a simple case to study the 
basic phenomena related to the sea-level rise. In this study, a small-scaled and simplified 
model of the river mouth was studied on a basis of the numerical simulation. 
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The numerical model developed by Sawai et al.(l 993) was used, since it has been verified 
to simulate the results of laboratory experiments well. The model consists of two sub- 
models; one is to calculate the flow field based on the equations of continuity and 
momentum, and the other the sediment transport and topographic changes. The 
equations are as follows. 

1) Flow field 

f4[(^)u] + ![(t + h),] = 0 (3) 

du       du       du     r        dC  Yu l-v—- Jv + g —2- — Ah 
dt       dx       dy dx 

dv       dv       dv      ,        dC      . 
— + u — + v — + fu + g—-Ah 
dt       dx       dy dy 

d2u . d2u | , gusu2 + v2 _ M\ 

= 0      (5) 

dx2 + dy2)' (C + h)C2 

d2v    d2v 
\dx2     dy2)     (C+h)C 

gvyju2 +v2 

where, C is elevation of water surface, u and v components of velocity, h local water 
depth,/ the Coriolis factor, Ah vertical eddy viscosity, C Cezy's coefficient of friction, 
and g the gravitational acceleration. 

2) Topographic change 

= 0 (6) 
dt    l-X{dx      dy 

where, qx and q are sediment transport rates, and X is the void ratio of the sand layer. 

Regarding the sediment transport rate, the longitudinal and transverse components are 
given separately for bed and suspended loads. In the calculation of topographic change 
by bed load, the effect of gravity was taken into account to prevent the slope of the local 
topography from becoming too steep. 

The model of river mouth consists of a straight river and rectangular sea as shown in 
Fig. 7. The conditions of flow rate and sediment discharge were given at the uppermost 
boundary of the river, and were kept constant for all the calculations. Three scenarios 
of sea-level rise were assumed as shown in Fig. 8, i.e. no sea-level rise, slow and fast rise 
scenarios. 

Results of calculations 

The calculated profiles along the river channel are indicated in Fig. 9 (a)~(c), while 
three-dimensional pictures of the results are shown in Fig. 10. Figure 9 (a) is for the case 
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Fig.7 Model of river mouth 

Scenario 1 Scenario 2 Scenario 3 
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Fig.8 Assumed scenarios of sea-level rise 

case of no sea-level rise, showing that a terrace is forming around the river mouth as time 
proceeds. After the terrace reached some length in the cross-shore direction, it stopped 
growing in that direction and started to expand in the longshore direction. In the case of 
no sea-level rise, little deposition of sand takes place on the river floor. 

Figures 9(b) and (c) show the results for the cases of slow and fast sea-level rise. The 
water surface of the river tends to increase due to the backwater effect as the sea level 
rises. The significant feature of these cases is that the deposition of sediment occur along 
the river channel with the increase of river water surface, even in the upper reach. As the 
deposition on the river floor takes place, the terrace to be formed around the river mouth 
stay small compared with the no sea-level rise case. When the elevation of river floor 
is increased by sand deposition, this makes the river surface higher in addition to the 
backwater effect. According to such feedback mechanism, the area of sediment 
deposition moves further upstream. 
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Fig.9 Topographic changes of river mouth with different sea-level rise scenarios 
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Fig. 10 Three-dimensional picture of the topographic changes around river mouth 

The combined effects of sea-level rise and sand deposition along the river floor 
exacerbate the potential danger of river flood. Attention has to be paid to this phenomena, 
as a possible impact of sea-level rise. 

CONCLUSIONS 

In the present paper, responses of coastal topography to sea-level rise and related 
impacts have been examined. Regarding the beach erosion, the nation-wide assessment 
revealed that the effect of sea-level rise is extremely large; even a 30 cm sea-level rise 
may cause beach erosion comparable with that took place for the past 70 years. Keeping 
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such fact in mind that the sea level rise-induced erosion superposes on the existing 
erosion, it is necessary to pay careful attention to the future trend of sea-level rise. 

Regarding the impacts on the river mouth, sea-level rise has two effects; one is the 
backwater effect to increase the water level along the river, the other the changes in the 
place of sediment deposition. If the scale of sea-level rise is large, the deposition of sand 
transported by rivers will move upstream. Both effects act to increase the water level along 
the river, suggesting that the risk of river flooding would increase. Since the analyses 
performed in this study were rather simple, further studies are needed to evaluate the 
impacts of sea-level rise on the complicated situation of real river mouths. 

The authors wish to thank the Ministries of Transport, Public Works, and Agriculture 
and Prof. Yamaguchi of Ehime University for providing the coastal data, and Prof. Sawai 
of Setsunan University for giving advice on the calculation of river mouth topography. 
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CHAPTER 106 

Numerical Study of Low Frequency Surf Zone Motions 

H. Tuba Ozkan-Haller1 and James T. Kirby2 

Abstract 

This paper describes the application of a model of the two dimensional shal- 
low water equations to the growth of instabilities of the longshore current at 
SUPERDUCK on October 18th. Simulations are carried out using two initial cur- 
rent profiles. In the first case the initial longshore current profile results from a 
balance between bottom friction, the radiation stress gradient and lateral mixing 
due to turbulence. In the second case lateral mixing is neglected. The shear wave 
climates resulting from both simulations are analyzed and compared to data. In 
the first case the energy in the shear wave band is underpredicted whereas in 
the second case, it is overpredicted. In both cases, the initial longshore current 
profile changes due to lateral mixing induced by the shear instabilities. The 
resulting longshore current profile after shear instabilities have reached finite 
amplitude is found to be very similar for both cases. 

Introduction 

Surf zone current measurements from experiments such as SUPERDUCK, 
Delilah, NSTS at Leadbetter beach, and others show that a variety of low fre- 
quency motions, such as edge waves, leaky waves, surf beat, rip currents and 
shear waves exist in the surf zone. These motions coexist and interact with each 
other as well as the short wave climate. Among these low frequency motions 
shear waves have been identified most recently. They were seen in current data 
from the SUPERDUCK experiment by Oltman-Shay et al. (1989) as a meandering 
of the longshore current over time scales up to 0(1000 s). During the SUPER- 
DUCK experiment a longshore array of current meters was positioned in the surf 
zone of a predominantly north-south tending beach at Duck, NC. A storm hit 
Duck on the 15th of October and caused a fairly stationary short wave field from 
the north quadrant through the 18th of October. During this four day period 
the shear wave climate was very energetic. 

Time series of current measurements from one of the current meters in the 
surf zone for the 18th of October clearly show the meandering character of the 
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longshore current (Figure 1). Using five current meters from the longshore surf 
zone array, frequency-longshore wavenumber spectra can be computed. Such a 
spectrum for the longshore current velocities on the 18th of October is shown 
in Figure 2. Shear waves are readily distinguishable from edge waves due to 
the low range of frequencies they occupy as well as their nearly nondispersive 
character. 
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Figure 1: Time series of longshore velocity from gage LS07, SUPERDUCK field 
experiment, October 18th. 
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Figure 2: Frequency-longshore wavenumber spectrum for longshore velocity, Su- 
PERDUCK field experiment, October 18th. 

Bowen and Holman (1989) attributed these disturbances to instabilities of 
the longshore current. Analytical and numerical linear instability analyses were 
carried out by various investigators such as Dodd and Thornton (1990), Dodd et 
al. (1992), Dodd (1994), Putrevu and Svendsen (1992) and Falques and Iranzo 
(1994). In these studies an initial current over a given bottom bathymetry 
is analyzed. Results show that longshore currents are unstable to longshore 
periodic perturbation in many cases. 
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In order to study these disturbances as they reach finite amplitude, a non- 
linear analysis needs to be employed. Such analyses were, to date, carried out 
by Dodd and Thornton (1992), Falques et al. (1994), Ozkan and Kirby (1995) 
and Allen et al. (1996). In these studies the spirit of a linear instability analysis 
is preserved since an initial current is generated and subsequently the temporal 
growth of the instabilities to finite amplitude is observed. In addition, Deigaard 
et al. (1994) performed a study where the longshore current was generated by 
ramping the short wave forcing. In their study the strengthening of the longshore 
current and the spatial growth of the instabilities were observed simultaneously. 

In this study, we seek to find out whether or not instabilities of the longshore 
current are the source of the low frequency energy observed during the SuPER- 
DUCK experiment and to assess the importance of lateral mixing caused by shear 
instabilities. For this purpose we choose to simulate the low frequency climate 
on October 18th. Linear instability calculations for this day were previously car- 
ried out by Dodd et al. (1992) assuming straight and parallel bottom contours 
and a stationary wave field. Their results showed good agreement between the 
range of linearly unstable wavenumbers with observation as well as agreement 
between the linear prediction for the speed of propagation of the disturbances 
with observation. 

Here, the analysis by Dodd et al. (1992) is taken one step further by car- 
rying out a similar analysis using nonlinear computations. The assumption of 
straight and parallel bottom contours is retained, and it is also assumed that a 
stationary wave field forces an initial longshore current profile that subsequently 
becomes unstable. The instabilities are observed to grow to a finite amplitude 
and comparisons to data are made. 

In the following, the governing equations of the model and their solution 
technique are discussed briefly. The generation of the initial longshore current 
profile is also documented along with results for the shear wave calculations 
and comparisons to data. For a detailed description of the numerical methods 
employed the reader is referred to Ozkan-Haller and Kirby (1996a) where the 
application of the model to subharmonic edge waves is also documented. 

Governing Equations 

The governing equations are the nonlinear shallow water equations with 
added short wave forcing and bottom friction terms. 

du        du       du drj 

dt        dx       dy dx 
dv       dv       dv dt] 

dt       dx       dy dy + U^z + V^r =-9—.+Tv-ny (l) 

Here, r? is the water surface elevation above the mean water level, h is the depth 
with respect to the mean water level, u and v are the depth-averaged current 
velocities in the x and y directions, respectively, where x points offshore and y 
points in the longshore direction. The parameter TV represents the effect of the 
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short wave forcing in the y direction. The bottom friction is modeled using a 
linear representation assuming a small angle of wave incidence and weak mean 
longshore currents in relation to the horizontal wave orbital velocities, such that 
na and Tby are given by 

u u ... 
Ux =  T-, U> Tiy =  7— V, (2) 

vvhere 
2 

H = -CfU0. (3) 
7T 

Here, u0 is the horizontal orbital velocity of the short waves and can be expressed 
in terms of the wave height (Dodd et ah, 1992). 

In order to estimate the term ry the short wave climate has to be consid- 
ered. The bottom bathymetry at SUPERDUCK on October 18th is depicted in 
Figure 3a. It is characterized by a steep foreshore slope, a sand bar about 
60 m offshore, and a milder offshore slope. The bathymetry on this day was 
fairly uniform in the longshore direction (Dodd et al, 1992). The incident wave 
field measured at 8 m water depth consisted of waves from the north quadrant 
at about 15° to the beach inducing a southward longshore current. The root- 
mean-square (rms) wave height was about 1 m with a peak period around 5 
sec. 

In order to simulate the transformation of these random waves into shallow 
water, the wave height transformation model by Whitford (1988) which is based 
on Thornton and Guza (1983) is used. This model assumes random waves with 
Rayleigh distributed wave heights as well as wave stationarity and straight and 
parallel contours. The applicability of these assumptions to the SUPERDUCK 
experiment is discussed in Whitford (1988). The results of this model for the 
conditions on October 18th are given in Figure 3b. The waves are predicted to 
break at the seaward side of the bar, the breaking process stops at the shoreward 
side and strong breaking occurs on the foreshore slope. 

Model Setup 

The radiation stress gradient resulting from the short wave motion can now 
be computed. In the presence of this steady forcing and in the absence of any 
fluctuating motions a steady longshore current V(x) would result, representing 
a balance between the radiation stress gradient, bottom shear stress, and lateral 
momentum mixing. The simplest formulation of the longshore balance neglects 
turbulent momentum exchange and incorporates a linearized bottom stress. The 
longshore current profile that would result from such a balance will have two 
peaks, one around the location of the bar crest and another close to the shoreline. 
This is due to the prediction that waves break as they approach the crest of the 
bar, cease to break as they travel into the trough region of the bar and break 
again on the shore. This mechanism causes two distinct areas of radiation stress 
forcing, hence the two peaks in the current which can be seen in Figure 3c. 

In reality, however, significant currents are observed in the trough regions 
of barred profiles. A mixing mechanism is required to model such a case. The 
mixing can be due to many factors such as turbulent momentum mixing (Battjes, 
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1975), the contribution to the radiation stress by the rollers of breaking waves 
(Lippman et al., 1995) and effects of depth variations of the nearshore currents 
(Svendsen and Putrevu, 1994). All of these mechanism have the tendency to 
smooth the longshore current profile. As a simple but representative case of 
the effect of such mechanisms on the shape of the longshore current profile, 
turbulent momentum mixing is considered. The addition of a lateral mixing term 
(Battjes, 1975) into the mean longshore current balance decreases the magnitude 
of both peaks and introduces a significant current in the bar trough region. The 
current profile resulting from choosing a mixing coefficient of unity is depicted 
in Figure 3c and represents a good agreement with the current maximum as 
dictated by measurements. It should be noted that the amount of turbulent 
momentum mixing introduced here is unrealistically high, but it is anticipated 
that total mixing induced by the Taylor mixing process described by Svendsen 
and Putrevu (1994) added to a realistic treatment of turbulence and wave rollers 
is of comparable magnitude. A detailed discussion of the model and parameters 
used in obtaining these results can be found in Ozkan-Haller and Kirby (1996b). 

Figure 3: (a) Bottom bathymetry, (b) Wave height transformation, computed 
(solid) and measurements (o) and (c) Current profiles for October 18th, Case 1 
(solid), Case 2 (dashed) and measurements (o). 

The short wave forcing term in the t/-momentum equation can now be ex- 
pressed as 

M 

V 
-V(x) (4) 

since the profile V(x) is computed such that it is balanced with the steady 
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radiation stress gradient and the lateral mixing. Simulations with this forcing 
function result in the generation of the current V(x) initially. It subsequently 
becomes unstable and finite amplitude shear instabilities develop. 

In the following, two distinct initial current profiles will be used. The first 
case, hereafter referred to as Case 1, involves the initial current profile V(x) 
depicted by the solid line in Figure 3c. In the second case, hereafter referred 
to as Case 2, any momentum mixing in the surf zone is neglected in the short 
wave forcing terms resulting in a V(x) profile with two distinct peaks seen in 
Figure 3c (dashed line). 

The shear wave climate for both of these forcing functions is computed for 
a given friction coefficient of c/=0.004. This value has previously been used 
by Dodd et al. (f992). Linear instability analysis gives the wavenumber corre- 
sponding to the maximum growth rate in Case I as 0.03f 5 rad/m. The length of 
the modeling domain in the longshore direction Ly is chosen to be 16 times the 
wavelength that corresponds to this wavenumber. This longshore length scale 
is used in both cases since the most unstable wavenumber for Case 2 occurs 
at higher wavenumbers due to the presence of the highly unstable shoreline jet. 
The modeling domain extends 400 m offshore. An absorbing boundary condition 
is used at the offshore boundary (Ozkan-Haller and Kirby, 1996a). Periodicity 
is assumed in the longshore direction. The current profile V(x) corresponding 
to the each case is specified as an initial condition. 

Results for Case 1 

The simulation for the forcing profile including the effects of additional mix- 
ing is presented first. Time series taken in the trough region of the bar (about 
35 m offshore) are shown in Figure 4. The longshore averaged longshore velocity 
is also shown and is defined as 

f     [Lv 
v(x,t) = — /     v(x,y,t)dy. (5) 

Ly    JO 

It can be observed that the instabilities gain energy about one hour into the 
simulation, the time series display an intermittent character where periods of 
higher frequency oscillations are followed by periods of low frequency oscillations. 
A mean longshore current already exists in the trough region; it is seen to 
increase slightly after the shear instabilities reach finite amplitude. 

The intermittent character of the motion is also evidenced by plots of the 
potential vorticity defined as 

» = TT7- <6> 
The patterns of potential vorticity shown in Figure 5 are propagating in the +y 
direction and show that features with longer longshore scales are followed by 
packets of features with shorter longshore scales. 

To aid the interpretation of the potential vorticity a plot of the circulation 
pattern in a portion of the domain depicted in Figure 5 is shown in Figure 6a. 
The shear instabilities can be observed to cause flow across the bar crest which is 
located about 60 m offshore. Also of interest are the offshore directed velocities 
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Figure 4:  Case 1 Time series of u and v in the bar trough region (solid) and 
longshore averaged longshore velocity v (dashed). 
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Figure 5: Case 1 Contour plot of potential vorticity (solid for q >0, dashed for 
q <0) at t=10 hrs. 

occurring further offshore. These features can be seen to be active up to about 
250 m offshore corresponding to about 3 times the surf zone width. 

The change in the mean longshore current profile that occurs as the shear 
instabilities reach finite amplitude is documented in Figure 7a where the initial 
current profile is shown along with the mean current profile after the instabilities 
develop. It can be noted that the value of the current maximum as well as the 
value of its slope on the seaward side have decreased. Multiplying the longshore 
momentum equation (1) by the total water depth, longshore averaging, and 
assuming stationarity of the mean quantities identifies the dominant terms and 
leads to a balance between lateral mixing induced by the shear instabilities and 
the change in the mean longshore current profile given by 

(Duv)x = -fj,(v - V), (7) 

where subscripts denote differentiation and D = h + r\ is the total water depth. 
The initial current profile is denoted by V and v is the current profile after the 
development of the shear instabilities. Any change in the longshore current pro- 
file is, therefore, directly due to lateral momentum mixing induced by the shear 
instabilities. 
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Figure 6: Circulation pattern at t=10 hrs (a) Case 1 (b) Case 2. 
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Figure 7: Initial (solid) and final (dashed) mean current profiles (a) Case 1 (b) 
Case 2. 

Results for Case 2 

Results for the simulation involving the forcing function with no mixing in- 
volved are discussed next. Time series for the velocity components (see Figure 8) 
show that the instabilities reach finite amplitude in a shorter amount of time 
than in Case 1. Higher frequency oscillations are evident but there is no evidence 
of intermittent behavior. It can be noted that there is no mean current at this 
location initially but a mean current of about the same magnitude as in Case 
1 is created after the instabilities reach finite amplitude. The oscillations also 
appear to be more energetic in this case. 

A contour plot of the potential vorticity at the end of the simulation (see 
Figure 9) shows that the organized layers of positive and negative potential 
vorticity are being mixed. Features with positive and negative potential vorticity 
can be seen to pair up. Some pairs that have previously been released are seen 
about 300 m offshore.   The resulting pattern is similar to results obtained by 
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Figure 8: Case 2 Time series of u and u in the bar trough region (solid) and 
longshore averaged longshore velocity v (dashed). 

Slinn et al. (1995) for a generic barred beach in a regime they called "eddy 
formation". 

An interesting feature can be seen in Figure 9 around y = 400 m. It resembles 
a "rip-head". A plot of the circulation pattern associated with this feature is 
given in Figure 6b and exhibits strong offshore directed velocities across the bar 
crest extending offshore, much like a rip current. Flow across the bar trough is 
also evident. 
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Figure 9: Case 2 Contour plot of potential vorticity (solid for q >0, dashed for 
q <0) at t=10 hrs 

The change in the mean longshore current profile due to the shear instabil- 
ities can be observed in Figure 7b. The peak longshore current has decreased 
significantly due to the presence of the shear waves. In addition, an appreciable 
current is introduced in the trough region of the bar. 

Comparisons with data 

The predictions for the final mean longshore current for the two cases are 
plotted in Figure 10 along with data points from sequential measurements from 
a measurement sled that was pulled onshore during an experimental run, collect- 
ing data for 35 minutes at each stop. It should be noted that the current profiles 
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resulting from the two cases are remarkably similar. They exhibit similar max- 
imum current values, the seaward slope of the current profiles are also similar. 
However, the current profile resulting from simulations for Case 2 shows a strong 
shoreline jet. The maximum longshore current is underpredicted by about 20 %. 
However, caution should be used in interpreting the data to model agreement 
in this case since the measurements were carried out sequentially and sled data 
and model data are based on very different averaging periods. 
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Figure 10: Final mean current profiles for Case 1 (solid) and Case 2 (dashed), 
measurements (o) 

Time series obtained from the model can be compared to velocity measure- 
ments from one of the current meters located in the surf zone. Three hour 
segments of computations for the two cases as well as measurements of cross- 
shore and longshore velocities are shown in Figure 11. The time scales involved 
in Case 1 are much longer than what is seen in the data. The intermittent 
character is also not repeated in the data. In turn, simulations for Case 2 ex- 
hibit more high frequency activity than Case 1, but the fluctuations have higher 
amplitudes than the fluctuations seen in the data. 

Frequency spectra for the longshore velocities confirm that the energy in 
high frequencies is underpredicted in Case 1 (see Figure 12a). The shape of the 
spectrum in Case 2 (see Figure 12b) is similar to that of data but the energy in 
the motions is overpredicted. The same trend can be seen in frequency spectra 
of the cross-shore velocities shown in Figure 13. 

In order to determine if the propagation speeds of these motions are predicted 
well, comparisons of frequency-longshore wavenumber spectra for the longshore 
velocities are made. Frequency-longshore wavenumber spectra are obtained us- 
ing the high resolution Iterative Maximum Likelihood Estimator (IMLE) uti- 
lizing time series from five sensors in the surf zone (Oltman-Shay et al, 1989) 
(see Figure 14a). Since model computations are carried out with high resolution 
in both space and time a direct Fourier Transform in both space and time is 
used to obtain the two-dimensional spectra from the computed time series (see 
Figure 14b and c). 

Results for Case 1 show that the wavenumber range in which shear insta- 
bilities are present is underpredicted as is expected after analyzing frequency 
spectra. The predicted spectra displays a nondispersive character. The two- 
dimensional spectra for Case 2 predicts a wider range of wavenumbers where 
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Figure 11: Three hour segments of time series (a) Case 1 (b) Case 2 (c) Data 
from gage LS07 at SUPERDUCK, October 18th. 

shear instabilities are present. The slight increase in the speeds with increasing 
frequency is also reproduced. The propagation speeds are similar in both cases 
and correspond to an underprediction of the propagation speed seen in the data 
by about 20 %. This is likely to be a direct consequence of the fact that the 
peak mean longshore current velocity is underpredicted by about 20 %, since 
the shear instabilities propagate at a fraction of the maximum mean longshore 
current velocity (Bowen and Holman, 1989). 

Summary and Conclusions 

In this study, a comprehensive model of low frequency motions has been 
used to study the shear wave climate on October 18th at SUPERDUCK. Two 
cases including and neglecting a simple lateral mixing mechanism, respectively, 
are simulated. Time series, frequency spectra, frequency-longshore wavenumber 
spectra and time variations of the mean longshore current profiles are analyzed 
for both cases, the results are compared to measurements where possible. 

It is seen that when intensive mixing is considered in the forcing function 
(Case 1) the mean current profile only changes slightly, therefore the lateral 
mixing caused by the shear instabilities is small. The resulting shear wave 
climate is not very energetic, underpredicting what is seen in data. In turn, if 
mixing due to mechanisms related to the short wave climate and turbulence is 
neglected entirely in the forcing function (Case 2), the initial profile undergoes 
drastic changes, therefore lateral mixing induced by the shear instabilities is 
appreciable and the shear wave climate is very energetic, overpredicting what is 
seen in data. The final longshore current profiles resulting from the simulations 
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Figure 12: Frequency spectra for v, measured (solid), computed (dashed-dotted) 
(a) Case 1 (b) Case 2. 
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Figure 13: Frequency spectra for u, measured (solid), computed (dashed-dotted) 
(a) Case 1 (b) Case 2. 

are remarkably similar regardless of the shape of the initial current profile. If the 
short wave forcing is far removed from producing this final current profile, shear 
instabilities arise, causing enough lateral mixing to redistribute the momentum 
in the surf zone. 

In conclusion, the results of this study suggest that in this model the final 
mean longshore current profile is not a function of how much lateral mixing 
is initially included into the model, but only a function of the friction factor. 
If no (intensive) mixing due to the turbulence or Taylor dispersion is initially 
considered, the shear wave climate responds by creating intensive (minimal) 
mixing. Therefore, in this model the amount of energy in the shear wave band 
is a function of how much lateral mixing due to other considerations is already 
present in the initial forcing function. Hence, it is anticipated that the accurate 
prediction of the amount of energy present in the shear wave band in data is 
strongly linked to an accurate representation of the mixing processes due to 
turbulence, depth variations in the current or additional physics in the breaking 
process. 
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Figure 14: Frequency-longshore wavenumber spectrum for the longshore veloc- 
ity v (a) Data for October 18th (b) Case 1 (b) Case 2. 
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CHAPTER 107 

NEPTUNE—AN INTEGRATED APPROACH TO DETER- 
MINING NW EUROPEAN COASTAL EXTREMES 

Jerzy Graff*) 2) and   Witold Cieslikiewicz x) 

Abstract 

NEPTUNE is an EU-research project under the MASTII framework. It involves 
seven partners: British Maritime Technology, Delft Hydraulics, Department of Mathe- 
matics & Statistics, University of Lancaster, Climate Research Unit, University of East 
Anglia, Econometrics Institute, Erasmus University, National Institute for Coastal and 
Marine Management of Rijkswaterstaat (RIKZ), and Forschungszentrum Geesthacht 
GmbH (GKSS). The purpose is to investigate a new integrated approach for mod- 
elling the statistics ofNW European coastal extremes by first characterising the 
coastal impact and then linking it through a process model chain with the causative 
storm involved. The project methodology recognises that the North-European storm 
climate is made of several different storm types which impact on the coastline in different 
ways. The project strategy is described and some of the main results are presented. 

1. Introduction 
Information requirements for modern coastal management and engineering design 

need a statistical characterisation of the impact of storms on the shoreline or coastal 
structure. The impact is related to the combined influence of waves, tides and surges 
which are the hydraulic parameter inputs into functional relationships that describe 
the loading and response of the structure. The relationships describe the limit-state 
conditions that provide for the design formulae which are the basis of the modern 
approach to structural design and risk analysis (CUR/TAW 1990). Traditionally, 
estimates of the frequency distribution of extreme sea levels are based on analysis 
of historical tide gauge measurements of still water levels. These data are always site- 
specific and cover historical periods which are rarely consistent from site-to-site. The 
principal extreme value methods used to compute the return periods are the annual 
maxima method (Wemelsfelder 1961, Lennon 1963 a, Suthons 1963, Fuhrboter 1976, 
Graff 1981) and the joint probability method (Pugh and Vassie 1980, Walden et al. 
1982, Tawn 1992). Although the statictical methods have been extensively developed 
over recent years (de Valk 1991, Smith 1994, Coles and Tawn 1994 ) they are applied 
only to sea state observations without consideration to the influence and variability of 
the causitive storm events involved. 

The NEPTUNE project originated from the conviction that an integrated approach 
allowing for storm climate influence is called for.   Changes in global weather climate 

*> British Maritime Technology Limited, 7 Ocean Way, Ocean Village, Southampton 
SOU 3TJ, England 

2) Project Co-ordinator 
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will naturally influence storm climate which will induce consequential changes in the 
severity and frequency of regional coastal extremes. This may help explain the historical 
time variation in the probability of extreme sea levels around Great Britain and along 
the German coast identified independently by Graff (1978,79) and Fiihrboter (1976,78) 
in the late 1970's. Ultimately, a stochastic description of the regional storm climate 
could form the common basis for the required joint statistics of coastal extremes, in 
which a combination of numerical models is used to parameterise the transformation 
from storm climate to local statistics. Such a description can serve as a solid basis 
for assessment of the consequences of changes in storm climate. Recently this same 
philosophy has been adopted by a number of other European research project groups 
(WASA, IMPACT) which will no doubt help to accelerate progress and development. 

2. Project Methodology 
The methodology seeks to develop an integrated approach for modelling the 

statistics of coastal extremes by first characterising the coastal impact and then linking 
it through a process model chain with the causative storm involved which in turn is 
attributed a statistical form within the global climate of storms. 

The cause-consequence process chain linking the causative storm with impact on 
a coastal structure can be summerised in the following diagram: 

Storm Weather &; Tide State 
Pressure-wind field history, phase in the tidal cycle.  

I 
Sea State Offshore 

Still water level (surge+tide), wind-wave field (given by directional spectrum or by 
selected integrated parameters describing the wave height, period, direction and direc- 
tional spread), current.  

I 
Sea State Nearshore 

Still water level (surge+tide+wave set-up), wave field and current with their interac- 
tion taken into account, and dependence on coastal exposure and bathymetry. The 
parameters describing the sea state nearshore compose a set of si hydraulic parameters 
which are usually input for the hydraulic/geotechnical and structure response model. 

I 
Loading and Response of Coastal Structure 

The loads and response depend on type of structure or system of structures and are 
described by basic functional relationships. These relationships describe the limit-state 
conditions that provide for the si design formulae and are the basis for the structural 
design and risk analysis. The design formulae have usually the form of a relation 
between the strength and load functions. The basic strength variables are determined 
by material characteristics and by the geometry of the structure which compose the 
set of design parameters. The loading variables of marine structures originate from 
the environmental boundary conditions and are either the input hydraulic parameters 
themselves or the parameters describing the hydraulic and geotechnical response (e.g. 
wave run-up, overtoping, transmission, reflection, set-up, pore pressures) which are 
determined by hydraulic input.  
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The cause-consequence chain is represented as follows: 

Wt A Xt A Yf A Dt (1) 

where Wt, Xt, Yt and Dt denote the random wind field, offshore variables, nearshore 
variables and design variable respectively, each indexed by time t. Ti is the superpo- 
sition of the offshore tide-surge model and numerical wave generation model run on 
deep water up to 20 m depth. T2 is the superposition of the tide-surge model and wave 
model that transforms the offshore variables to the nearshore environmental variables 
(hydraulic parameters). Finally, T$ is a function of the nearshore variables which gives 
the design parameter Dt, assumed to be scalar. The function T3 (design formula) is 
usually determined by a boundary function of a failure region defined as a sub-set of 
Yt space. In order to develop a statistical model integrating the Wt, Xt, Yt and Dt 

variables the simplified versions of T\ and Ti need to be developed; in the_case of T$ we 
assume that it is a known function. These are simple parametric models T\ : Wt —» Xt 

and Ti : Xt —^ Yt. The parametric models T\ and Ti are designed and calibrated 
based on the data hindcast for the storms selected for both demonstrator zones. 

NEPTUNE assumes that, on a European coastal cell scale, the extreme water 
levels generated at the shoreline are due to the impact of a particular type of storm. 
These storm types may vary for different coastal cell regions. Because wave effects play 
a critical role in maximising the water level at the shoreline it is obvious that storm 
directionality is important. It is assumed that the different coastal storm types which 
arise can be characterised into sub-classes of the overall climate of European storms. 

Two distinct demonstrator zones were established, one on the west coast of Great 
Britain and the other on the north coast of Holland as shown in Fig, 1. Each zone 
has a particular type of region-specific storm climate associated with the generation 
of extreme coastal impact events and each is characterised by different physiography 
which would be used to investigate the relative influence of regional features affecting 
the storm-wave transformation to shore. In each demonstrator zone a review was made 
of the historical coastal flood events within the period 1955-1993 and the worst 20 
events were selected independently for each region. The period 1955-1993 was chosen 
because high quality gridded digital meteorological data covering the NE Atlantic were 
available from DNMI—Norwegian Meteorological Institute. The DNMI data would 
provide a consistent set of boundary conditions both for analysing the storm weather 
directly and for modelling the sea state processes T\ and T^ associated with each of 
the 40 storm events. 

3. Structure of Project 
The project objectives span four main task areas of which three cover detailed 

research and investigation namely: 

T100 Identify and analyse extreme sea state data 
Establish a database of field measurements and information describing coastal 

physiography and sea state associated with historical coastal flood events in two selected 
coastal zones. One demonstrator zone was chosen on the west coast of Great Britain and 
the other on the Dutch coast. The extreme flood events in each zone are characterised 
by different types of storm. 
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EXTENT OE DUTCH DEMONSTRATOR 20NE WITH AREAS OF 
SPECIAL ATTENTION (ECUOND ANO FRIESCIIE ZEECAT) 

Fig.  1. (a) DNMI grid co-ordinates and study demonstrator zones; (b) UK demonstrator 
zone; (c) Dutch demonstrator zone. 
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T200 Identify and analyse storm weather data 
Investigate the local and regional storm climate associated with generation of 

extreme coastal impact in respective demonstrator zones. The aim is to develop a 
parametric representation of the storm weather for input to sea state models and 
evaluate trends in storm character and frequencies of occurrence of different types 
of storms. 

T300 Simulate extreme sea state processes and coastal impact 
Use established operational hydrodynamic models to simulate the storm generated 

sea states offshore and their transformation to shore and investigate ways to parame- 
terise the model responses and assess modelling uncertainties. 

T400 Develop methods for determining joint statistics 
The main goal is to develop, using the results from the two different demonstrator 

zones, a generic framework and associated multivariate models for describing joint 
statistics of coastal extremes allowing for relationships between storm climate and 
coastal response. 

4. Key Features and Results 

T100 Identify and analyse extreme sea state data 

For each demonstrator zone the criteria for individual storm selection differed 
between the UK and Holland. The UK events were selected on the basis of regional 
coastal tide gauge records and documented public reports of the flood impact whereas 
the Dutch coast selection was made directly from available full scale measurements 
of winds, waves and tides monitored at a number of offshore platforms. The Dutch 
storm selection procedure is described in Dunsbergen (1994) and is based on metocean 
measurements recorded near Den Helder which was selected as representative location 
for the Dutch demonstrator zone. Many of the UK Irish Sea storm-surge events have 
been extensively studied and modelled at the Institute of Oceanographic Sciences (IOS), 
Bidston Observatory—now Proudman Oceanographic Laboratory (POL) (e.g. Amin 
1982, and Heaps 1983) however, supporting wave measurement were rarely available. 

T200 Identify and analyse storm weather data 

Storm weather data 

The primary data set used is the North Sea - NE Atlantic gridded pressure and 
wind data prepared by the DNMI covering the period 1955-1993. The coverage is shown 
in Fig. 1 (a) and represents a rectangular grid on a polar stereographic projection with 
grid size 75km at 60° N. These data were processed to provide coverage for all storm 
events in the study and were also used as common boundary data to model both the 
storm surge and storm wave simulation. 

Storm classification and parameterisation 

A key objective of NEPTUNE is to identify, characterise and classify storms 
affecting the two different demonstrator zone and seek to develop a parametric link 
between the causative storm features and the resulting hydraulic response (waves, tides 
and surges) at the shoreline. In part, this requires a need to parameterise the storms in 
order to exploit the digital DNMI database. The approach adopted was based on the 
recent work of Ferrier et a\. (1993) which assumes that the storm pressure field (affecting 
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the Dutch coast) can be represented as a Gausian bell of elliptical cross section whose 
geometry and motion are determined by a set of 11 parameters. The DNMI gridded 
data were processed to produce colour contoured pressure field maps at 6hrly intervals 
extending over a 20 day period for each of the 40 selected storms. These maps were 
used to study and classify the storms and to determine the parameters required for 
their characterisation and modelling. Preliminary analysis of the storms suggests that 
they can be divided into three classes each characterised by specific features associated 
with track and form of isobar distribution and dynamics. The assumption of a generic 
form of elliptic bell shaped storm structure proves to be an oversimplification. The 
findings reafirm the view that UK west coast extremes are associated with a particular 
type of storm first identified by Lennon (1963 b) and that the great 1953 storm does 
in fact characterise the worst-case storms affecting the Dutch coast. The contrasting 
structure of the two types of storm at moment of maximum coastal impact are shown 
in Fig. 2. 

10 20 30 40 10 20 30 40 

980 I Him 

pressure (hPa) 

1020 1040 

Fig. 2. Pressure distribution at time of coastal extreme for two contrasting storm types; Irish 
Sea extreme at 0:00h on 12/11/77 (left) and Dutch coast extreme at 6:00h on 13/02/62 (right). 
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T300 Simulate extreme sea state processes 

Simulate offshore extremes 

A conventional hybrid scheme involving the separate modelling of tide-surge and 
wave-current interaction processes was used to simulate the offshore storm induced 
sea state in each demonstrator zone. The DNMI gridded data were used to provide 
the boundary conditions associated with the forty storms selected. Storm surge levels 
were computed by POL using their CSX model and the associated wind-wave field 
was computed by GKSS using their hybrid parametrical surface wave prediction model 
(HYPA) in a nested model chain. The POL CSX model has a uniform grid resolution of 
1/3° latitude by 1/2° longitude (approximately 36km) whereas the GKSS HYPA model 
chain coupled grid resolutions of 150km, 30km and 10km. HYPA (Giinther et al. 1979) 
is a second-generation wave forecasting model that includes parametric prediction of 
the one-dimensional wind-sea spectrum with the mean wave direction as an additional 
prediction parameter. At each grid point the model generates the directional wave 
spectra as well as a set of 24 integrated spectral parameters. 

Verification of hindcast wave and still water levels has been performed in detail 
for nine severe storm events using the independent field measurements available at five 
Dutch zone monitoring stations. The results were extremely good and an example of 
surge and wave comparison for a Dutch zone station is shown on Fig. 3. 
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Fig. 3. Comparison of surge hindcast (solid line) and observed (circles) at SON, 21-28 Nov, 
1981. Time is counted from OOh of first day of storm period. 
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580 

280 

Fig. 4. Friesche Zeegat modelling area (ref. Spaan et aJ. 1996). 

Transfer offshore extremes to shore 

The transfer of offshore extremes to shore represents a strategic task since it forms 
the basis for developing the parametric relationships Ti between physical parameters 
which are required to develop appropriate statistical models for the transfer of statistics 
to shore. 

The Friesche Zeegat area in the Dutch demonstrator zone shown in Fig. 4 was 
used to undertake a number of detailed simulations and sensitivity studies involving 
different state-of-the-art models. The area is a special focus for ongoing coastal research 
modelling trials and associated field measurement experiments. The two principal 
models were HISWA (Holthuijsen et aJ. 1989) a 2nd generation stationary wave model 
and SWAN (Holthuijsen et ai. 1993, 1994) another stationary but fully spectral 3rd 
generation wave model. Additionally the more advanced 3rd generation non-stationary 
wave model PHIDIAS (van Vledder et ah 1994) which is still under development was 
also used. The models were configured to provide grid cell resolution over various 
scales down to 100m. The results (Dunsbergen 1995, Otta 1995, van Vledder 1994, van 
Endt 1996) show that in complex coastal regions such as Friesche Zeegat it becomes 
necessary to employ the very latest advances in shallow water wave modelling in order 
to approach the degree of reality needed to correctly simulate wave transfer processes. 

In association with the HYDRA project a special study was performed (Booij et aJ. 
1996) to investigate in detail the nearshore wave conditions in the Friesche Zeegat during 
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a suprestorm. The superstorm (Bijl 1995) was an adapted version of the parameterised 
1953 storm. The wave simulation was carried out using two models. First the SWAN 
model was used to compute the wave conditions at the height of the storm when the 
highest still water levels occurred in the central part of the Friesche Zeegat. The 
PHIDIAS model was then used to compute the time variation of the wave conditions 
over a period of 8 hours around the peak of the storm. The results show that the wave 
field along the Friesche Zeegat shoreline is mainly determined by local winds and by 
depth limitation on the tidal flats in the Waddensea. The offshore storm wave boundary 
conditions have little or no effect on the nearshore wave effects. Figs. 5 (a)-(c) show 
the storm wave spectra computed at the three locations marked on Fig. 4. The results 
clearly illustrate the form of double-peak spectra which may be associated with shallow 
water non-linear wave interaction. 

Parameterisation of the modelling response 

It has been assumed that full scale modelling of the process chain described in 
section 2 may lead to relatively simple parametric relationships linking Wt, Xt, Yt 

and design variables D^ The objective is to represent the model responses T\, T2 
in simplified form T\, T2 to allow transformation not only of input data but also of 
statistics. 

For the Wt —i- Xt link a parametrisation scheme has been developed (Cieslikiewicz 
and Graff 1996) which can effectively relate the NE Atlantic wind and pressure field with 
the consequential NW European coastal surge and wave climate response. The novel 
approach involves use of empirical orthogonal functions (EOF) to transform the DNMI 
based NE Atlantic wind field into principal components targeting the UK and Dutch 
demonstrator zones and system identification techniques (SI) to develop the wave and 
surge field response. The scheme which involves linear system simulation techniques 
such as ARX and ARMAX has been trialed successfully for the Dutch demonstrator 
zone where 13 years of offshore metocean measurements are available in addition to 
the hindcast modelled data. Some results showing EOF wind field transformation and 
subsequent wave climate simulated using the SI technique are presented in Figs. 6 and 
7. The scheme provides a potentially powerful tool for fast and efficient simulation of 
sea state parameters in response to weather field input. 

A simple parameterisation scheme for the Xj —> Yt link specific to the Pettemer 
Zeewering shoreline was also developed. In this case available wave measurements were 
used to develop a parametric transformation matrix linking offshore storm waves with 
their shoreline response. The wave transform relationship needed to develop the multi- 
regression based matrix was determined using the 1-D version of the HISWA model. 
The transform matrix was then used to synthesise multivariate hydraulic parameters 
and associated statistics required to develop the Xt —> Yt association. Subsequently a 
family of seventy storms consisting of 22 historical storms and 48 ficticious conditions 
were used to compute Xt -> Y4 wave transforms in the Friesche Zeegat region (Spaan 
et al. 1996) as a basis for the transfer of hydraulic parameter statistics. 

T400 Determining joint statistics of extremes 

The project methodology has been already outlined in section 2 and relations 
between the fields of random variables Wt, Xt, Yt and design variable Dt were 
discussed. The integration of a suitable multivariate extreme value model is dependent 
on the success of developing simple parametric models T\ and T?, of low dimension. 
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Fig. 6. Comparison between spatial distribution of DNMI wind velocity field at 12h on 16 
May, 1988 and wind obtained via EOF analysis; original distribution (to left), and recalculated 
using first eight principal components (in the middle) and first four (to right). 

Fig. 7. Comparison between modelled (solid line) and recorded at EUR station (stars) time 
series of significant wave height for storm periods 15-22 Jan, 1983 (top) and 11-18 Feb, 1989 
(bottom). 

The hydraulic parameters Yiit,Y2,t,- • -Yd,t, which compose the d-dimensional ran- 
dom vector Yt, determine the design variable Dt through T3 

Yt = [FM)F2,, ,Ydlt]-^Dt (2) 

If we assume that the marginal distributions of Yi)t,Y2,t,- • • Ydtt are known then we 
can analyse the joint dependent structure of the multivariate data [Flit, F2,t, • • •, *d,t] 
and extrapolate, or create a structure variable Dt through ^(Yt) and study the 
univariate structure data. One aim of the project has been to compare the accuracy of 
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joint probability models (analysis of Yt) to the structure variable approach (analysis 
of Dt) in estimating the return level for given probabilities of failure for Dt- 

Considerable progress has been made in advancing both theoretical and practical 
aspects of the alternative approaches namely, the structured variable approach favoured 
by the Dutch research partners de Valk (1995, 1996) and Draisma and de Haan 
(1995, 1996) and the joint probability method favoured by the UK research partners 
Ledford and Tawn (1996 a, b) and Bruun and Tawn (1996). Issues examined cover 
multivariate dependency between the different parameters, temporal behaviour of the 
joint distributions and spatial dependency. 

A practical case study application of the Structure Variable approach was devel- 
oped and trialed by de Valk (1996) for a seawall dyke structure at Pettemer Zeewering 
in Holland. Only one failure mechanism was considered namely, wave overtoppiong of 
the crest of the seawall. Based on the expression for the 2 percent run-up level z2% 
from Van der Meer (1993) a reliability function z was defined as the difference between 
the crest level 2crest and z2% i z = Merest — z2% • If z is positive the overtopping is accept- 
able, whereas if z is negative , the structure fails. Contours of the reliability function 
involving nearshore wave height and period for two different still water levels are shown 
in Fig. 8. 

3 4 5 
nearshore sign, wave height [ml 

3 4 5 6 
nearshore sign, wave height [ml 

Fig. 8. Contours of run-up reliability function z as function of nearshore significant wave 
height and nearshore peak wave period for sea level 3.0 m (left) and 5.0 m (right) at Pettemer 
Zeewering (ref. de Valk 1996). 
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CHAPTER 108 

A Stochastic Typhoon Model and its Application to the 
Estimation of Extremes of Storm Surge and Wave Height 

Yoshio Hatadal and Masataka Yamaguchi2 

Abstract 

This paper presents a system for estimating extremes 
of storm surge height and wave height associated with ty- 
phoons, which consists of a Monte-Carlo simulation model 
for probabilistic generation of typhoon characteristics, 
termed a stochastic typhoon model, a parametric typhoon 
model for wind estimation, numerical models for the com- 
putation of storm surges or waves and an extreme analy- 
sis model for estimation of their return values.  The 
system is applied to the estimation of 50 to 1000-year 
return values and their confidence intervals based on the 
computations over a period of 1000 years for storm surge 
heights in Ise Bay connecting to the Pacific Ocean, and 
for wave heights at some representative locations around 
the Pacific coast of Japan. 

1. Introduction 

Japanese coasts facing the Pacific Ocean and the 
East China Sea have frequently been hit by powerful ty- 
phoons and consequently have suffered severe damage by 
typhoon-generated storm surges and high waves.  Design 
heights of sea water level and waves in the area are con- 
ventionally estimated based on statistical analysis of 
their extreme data hindcasted for typhoons which occurred 
in the past several decades.  Extremes of typhoon-gener- 
ated storm surges and waves are strongly dependent on the 
strength and track of a typhoon, because the severe wind 

1 Research Associate of Civil and Environmental Eng., 
Ehime Univ., Bunkyocho 3, Matsuyama 790, Japan. 

2 Professor of Civil and Environmental Eng., Ehime Univ. 
Bunkyocho 3, Matsuyama 790, Japan. 
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area in a typhoon is limited, the radius being usually 
less than about 200 km and typhoon-generated winds great- 
ly vary in space and time.  Thus, the problem is whether 
the above-mentioned method could properly evaluate great 
variability of storm surge height and wave height asso- 
ciated with the contingency of typhoon characteristics. 
As an alternative and complemental method, this paper 
presents a system for estimating extremes of storm surge 
height and wave height around the concerned sea area, 
which consists of a stochastic typhoon model, a parame- 
tric typhoon model, numerical models for the computation 
of storm surges or waves and an extreme analysis model 
for the evaluation of their return values and confidence 
intervals. 

2. Estimation System for Extremes of Storm Surge and 
Wave Height 

(1) Stochastic typhoon model 
Atmospheric pressure distribution in a typhoon is 

approximated with the Meyers formula such as 

P=Poo - (P^-PcJexPt-K/Ra) 

R2=(X-XC)
2 + (Y-Yc)

2 (1) 

where pc (hPa) is the central pressure, poo(=1013 hPa) the 
pressure of the far field, (XC,YC) the position of the 
typhoon center in km unit and Ra (km) the typhoon radius. 
The stochastic typhoon model is a Monte-Carlo simulation 
model for probabilistic generation of typhoon parameters 
which are represented with the position of the typhoon 
center, the central pressure and the typhoon radius. 

Data of typhoon parameters used in the modeling were 
gathered every 6 hours for 320 typhoons which passed 
through the Northwestern Pacific Ocean area during the 
period of 1951 to 1991 and had a central pressure of less 
than 980 hPa in the area, with 15 typhoons generated 
within the area being excluded in the modeling due to 
data scarcity.  The data set consists of 7 parameters 
such as Xc, Yc, pc, their incremental change rates dXc, 
dYc, dpc, and Ra.  Fig. 1 shows the domain covered with 
the north latitude of about 23°to 44°and the east longi- 
tude of about 120° to 149°, which is divided into a grid 
system of 34 by 35 with a grid distance of 80 km. 

The basic idea in the modeling is that each typhoon 
parameter may be represented by the sum of its mean value 
and the deviation from the mean value.  Mean variation of 
each typhoon parameter along the boundary is approximated 
with use of a one-dimensional weighted spline function, 
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18_ Y 26. 5 
1-3 

11 * 45 
Fig. 1 The Pacific Ocean area where modeling of sto- 

chastic typhoons is made. 

and correlations between typhoon parameters in the area 
as well as those between incremental change rates of ty- 
phoon parameter are taken into account with use of linear 
regression equations.  Deviations from averaged typhoon 
parameters along the boundary and in the area are repre- 
sented with empirical probability distribution functions 
obtained by data analysis.  In order to improve reproduc- 
tiveness of the stochastic typhoon model, regression e- 
quations and empirical distribution functions are sepa- 
rately constructed at 6 sub-divided boundaries and in 16 
sub-divided areas shown in Fig. 1. 

Modeling of stochastic typhoon and Monte-Carlo sim- 
ulation are conducted according to the following proce- 
dure . 
(a) The annual occurrence rate of typhoons is fairly well 
approximated with the Poisson distribution for a mean 
value of 7.8, as shown in Fig. 2.  So, it is determined 
with use of a computer-generated Poisson-type random num- 
ber . 

(b) The position where a typhoon generates is defined as 
the position where the typhoon crosses the boundary. 
Data of typhoon occurrence position and the other typhoon 
parameters are obtained from linear interpolation between 
the data before and after crossing the boundary.  In or- 
der to describe the typhoon occurrence position on the 
boundary, a one-dimensional co-ordinate system g  which 
is taken from the west boundary to the east boundary 
through the south boundary is introduced as indicated in 
Fig. 1.  Fig. 3 shows the cumulative distribution of ty- 
phoon occurrence position.  In the simulation, the occur- 
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Fig. 

16 8    12 
occurrence rate 

2 Annual occurrence rate of typhoons and 
approximation with Poisson distribution. 
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Fig. 3 Cumulative distribution of typhoon occurrence 
positions on the boundary. 

rence position of a typhoon is obtained from the linear 
interpolation for cumulative distribution curve by giving 
a uniformly-distributed random number between 0 and 1 
generated by computer. 

(c) Mean variation of i 
position dXco along the 
one-dimensional weighte 
deviation of individual 
separately expressed in 
bution every sub-divide 
the smoothing effect fo 
dimensional spline func 
lative distribution. S 
the typhoon parameters 

ncremental change rate of typhoon 
boundary is approximated with a 

d spline function and then the 
data from the mean variation is 
the form of a cumulative distri- 

d boundary.  Fig. 4 illustrates 
r scattered data by use of a one- 
tion and an example of the cumu- 
imilar figures are prepared for 
such as dYCQ, PC0 

and dPcO- 

In the formulation of typhoon radius, correlation 
with central pressure of the typhoon is taken into ac- 
count using the regression equation such as 

RaO=a-PcOn + b (2) 
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Fig. 4 Smoothing of dXco data along the boundary 
with spline function and cumulative distri- 
bution of deviation from mean variation. 
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Fig-. 5 Regression equation for Rag 
and cumulative 

distribution of deviation from mean value 
in a sub-boundary. 

where a, b and n are the coefficients to be determined by 
the least square method.  Typhoon radius is expressed as 
the sum of mean value obtained from the above regression 
equation and its deviation from mean value for each sub- 
boundary.  Fig. 5 indicates an example of the correlation 
diagram and the cumulative distribution. 

Now typhoon parameters on the boundary Xcn, YCQ, 
dXCQ. dYCQ, Pc0> 

dPc0 and Ra0 can De successively simu- 
lated by using the regression equations and the cumula- 
tive distribution diagrams for each of which uniformly- 
distributed random number is given as input, and then 
position and central pressure of the typhoon at the next 
step can be determined from the relations such as 

Xcl=xcO + dxc0>  Ycl=Yc0 + dYcO 

Pcl=PcO + dPcO (3) 

Some restraint conditions are imposed on the gener- 
ated typhoon parameters, and simulation is repeated until 
the conditions are satisfied. 
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(d) Regression equations are used to describe change of 
typhoon parameters every 6 hours associated with the ty- 
phoon movement in the simulation area.  These are writ- 
ten as 

'•ci + l = a-X ci Yci+l=c-Yci + a 

pci+1=e-pcl + f (4) 

where i is the time step and a to f are the regression 
coefficients to be determined by the least square method. 
Change of typhoon radius is formulated with the following 
multiple regression equation including the effect of cen- 
tral pressure of the typhoon. 

Rai+l=a-Rai + b-Pci+l + (5) 

Variability of each typhoon parameter is taken into ac- 
count with use of the cumulative distribution for the 
deviation from mean value obtained from the regression 
equation as before.  Regression equations and cumulative 
distribution diagrams are separately constructed for 16 
sub-areas shown in Fig. 1.  Examples of the correlation 
diagram and the cumulative distribution of the deviation 
from mean value for Xc, and those for Ra in the sub- 

1 

0.8 
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6 Regression equation for Xc 
distribution of deviation from mean value 
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Fig. 7 Correlation diagram for Ra and cumulative 
distribution of deviation from mean value 
in a sub-area. 



STOCHASTIC TYPHOON MODEL 1395 

area 2-3 
0  \-—\-ri JF 

'-' 
4- 

5-3 
X 
•*-6 

par? 
Q /\  p =0.785 

-6 -3  0 
dXci 

-2   0   2 

dev(dXc) 
Fig. 8 Regression equation for dXc and cumulative 

distribution of deviation from mean value 
in a sub-area. 

area 2-3 are given in Fig. 6 and Fig. 7.  Only eq.(5) is 
used to generate data of typhoon radius in the simula- 
tion area, because inclusion of the deviation gives rise 
to rapid and unnatural change of the typhoon radius with 
typhoon movement.  Another reason is that correlation 
between data of typhoon radius and data calculated with 
eq. (5) is usually high to the extent that addition of 
the deviation is not required. 

(e) Incremental change rates of the typhoon parameters 
dXc, dYc and dpc are formulated in the same way as be- 
fore.  The regression equations are written as 

dXcl
+=a-dXcl" + b,  dYci

+=c-dYcl- + d 

dpci
+=e-dpc^- + f 

where 

dxci+=xci+l - xci>  dxci"=xci - xci-l 

(6) 

dYcl
+=Ycl+1 - Ycl,  dYcl-=Ycj -ci-1 

dPci+=Pci+l " Pci'  dPci =Pci ~ Pci-1 (7) 

Superscripts '+' and '-' mean change of typhoon parameter 
occurring from i step to i+1 step and from i-1 step to i 
step respectively.  Both are defined at i step.  Fig. 8 
indicates the correlation diagram for dXc and the cumu- 
lative distribution of the deviation from mean value 
based on the regression equation in the sub-area.  Crit- 
ical values of incremental change rates are used to re- 
strict excess change over one time step of simulated ty- 
phoon parameters.  Each critical value is calculated as 
the sum of the mean values obtained from the regression 
equation and deviation corresponding to 3 % or 97 % non- 
exceedance probability of the cumulative distribution. 
No restriction on typhoon radius is imposed because the 
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regression equation gives high correlation with the orig- 
inal data of typhoon radius. 

(f) Monte-Carlo simulation of typhoon parameters for a 
typhoon is continued until the typhoon center moves out 
of the simulation area or the center pressure rises more 
than 1008 hPa.  Simulation is repeated by the annual oc- 
currence rate of typhoons and then by the number of years 
arbitrarily given as input condition. 

(2) Parametric typhoon model 
The estimation of typhoon-generated winds relies on 

the application of a simple parametric model.  The model 
computes the spatial distribution of wind speed and wind 
direction in a typhoon by composing axisymmetyrical gra- 
dient wind components and wind components related to the 
movement of the typhoon.  Eq. (1) is assumed for the 
pressure distribution in a typhoon.  Correction factor to 
wind speed at the height of 10 m is generally taken as 
0.6, but some adjustment is made to improve the repro- 
ductiveness of storm surge computation. 

(3) Storm surge model 
Storm surge computation is based on a finite dif- 

ference model for the vertically-integrated momentum and 
continuity equations, in which constant bottom friction 
factor and wind speed-dependent surface drag coefficient 
are used.  Astronomical tides are not included in the 
storm surge computation because there is no way to de- 
termine phase relation between astronomical tides and 
storm surges associated with simulated typhoons.  The 
domain of Ise Bay whose location is given in Fig. 9 is 
divided into a grid system of 38 by 34 with a grid size 
of 2.5 km. The time steps in wind and storm surge compu- 
tations are 15 min and 45 s respectively.  Although the 
topographical resolution is not sufficient for the storm 
surge computation in this area, the present grid system 
is necessary in order to save enormous computer process- 
ing time required for the computations of storm surges 
associated with more than 2300 typhoons. 

(4) Wave model 
Wave computation is performed with a shallow water 

wave model(Yamaguchi et al., 1987) which belongs to a 
decoupled propagation model, tracing the change of di- 
rectional spectrum along a refracted ray of each com- 
ponent focused on a prescribed point.  The usage of a 
nesting grid system with high topographical resolution 
results in a reasonable estimate of waves in coastal sea 
water.  Fig. 9 shows a nesting grid system composed of 
the Northwestern Pacific Ocean area divided with a grid 
size of 5 km and a small sea area off Shikoku Island di- 
vided with a grid size of 0.5 km.  The figure includes 



STOCHASTIC TYPHOON MODEL 1397 

Fig. 9 Nesting- grid used in wave computation, loca- 
tion of wave computation points and contour 
plot of water depth. 

the location of Ise Bay where storm surge computation is 
conducted, the location of 9 wave computation points 
along the Pacific coast of Japan and contour plot of 
water depth.  The numbers of frequency and direction data 
are 23 and 19 respectively, and the time step in wind and 
wave computations is 1 hour. 

(5) Extreme analysis model 
Return storm surge height and its standard devia- 

tion are evaluated applying the extreme analysis model 
based on the least square method (Goda, 1988) to data 
of its peak value during a typhoon.  The optimum distri- 
bution is chosen among the Gumbel distribution and the 
Weibull distributions, shape parameters of which are 
0.75, 1.0, 1.4, and 2.0, based on the largest correlation 
coefficient between the ordered data and its reduced 
variate. 

Return wave he 
estimated with the 
PWM method (Yamaguc 
from a numerical si 
excellent parameter 
is obtained from pe 
the case of simulat 
annual maximum wave 
hindcasted data. C 
and 3-parameter Wei 

ight and its standard deviation are 
extreme analysis model based on the 
hi et al., 1995), which was found 
mulation study by the authors to be an 
estimation method.  A sample of data 

ak wave height during a typhoon in 
ed data and from typhoon-generated 
height in the cases of observed and 
andidate distributions are the Gumbel 
bull distributions, and choice of the 
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optimum distribution is due to a criterion of the corre- 
lation coefficient.  A jackknife method is applied to 
estimate the standard deviation of return wave height. 

3. Reproductiveness of Stochastic Typhoon Model, Storm 
Surge Model and Wave Model 

Table 1 shows an example of the comparison between 
mean values and standard deviations of simulated typhoon 
parameters and those of observed typhoon parameters for 
each sub-area, and Fig. 10 illustrates the courses and 
radius of simulated typhoons in a representative year. 

Table 1 Comparison between 
simulation and observation 
for mean value and standard 
deviation of typhoon para- 
meters . 

Fig. 10 Tracks and radius 
of simulated typhoons in a 
representative year. 

typhoon 
parameters 

area 2-3 
mean dev. 

Pc       obs. 981.0 14.8 
(hPa) cal. 981.7 13.3 
Ra       obs. 139.0 72.1 
(km)   cal. 151.7 43.3 

velocity obs. 42.6 20.9 
(km/h)cal. 38.2 12.5 

direction obs. 37.2 31.9 
C )   cal. 35.5 27.7 
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11 Comparison of 
hindcast and observation 
for maximum storm surge 
height during a typhoon. 

The stochastic typhoon model 
reasonably reproduces not 
only overall properties of 
typhoon characteristics but 
also their space-time vari- 
ation associated with north- 
ward movement.  It is natu- 
ral that the model underes- 
timates the standard devi- 
ation of typhoon radius 
because the effect of the 
deviation from mean value on 
the typhoon radius is neg- 
lected in the simulation. 

Examples of the com- 
parison between hindcasts 
and observations for ty- 
phoon-generated maximum 
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storm surge height in Nagoya Harbor and for maximum sig- 
nificant wave height at 4 wave observation points are 
indicated in Fig. 11 and Fig. 12 respectively.  Applica- 
bility of the storm surge model and wave model are veri- 
fied by satisfactory agreement between computation and 
observation for many typhoon cases. 
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Fig. 12 Comparison of hindcast and observation for 
maximum wave height during a typhoon. 

4. Estimation of Extremes of Storm Surge in Ise Bay 

A Monte-Carlo simulation for the generation of ty- 
phoon parameters is carried out over a period of 1000 
years.  The number of typhoons generated is about 7800. 
The associated storm surges in Ise Bay are computed for 
2347 influential typhoon cases. 

Fig. 13 shows the relation be 
surge height with standard deviati 
and return period, where they are 
simulated data and the observed da 
years from 1950 to 1991. It shoul 
standard deviation estimated using 
a shorter period becomes increasin 
based on the simulated data for a 
It can be said that estimates of r 
heights for return periods of less 
system are close to those evaluate 
data, and that even for longer ret 

tween return storm 
on at Nagoya Harbor 
estimated based on the 
ta over a period of 42 
d be noted that the 
the observed data for 

gly larger than that 
longer return period, 
eturn storm surge 
than 100 years by this 

d from the observed 
urn periods, the re- 
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Fig. 13 Relation between 
return storm surge height 
with standard deviation 
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Fig. 14 Distribution of 
1000-year return storm 
surge height in Ise 
Bay. 

suits correspond well with each other, when their stand- 
ard deviations are taken into account. 

Spatial distribution of the 1000-year return storm 
surge height in Ise bay is given in Fig. 14, where the 
standard deviation ranges from 2.4 to 4.0 %  of the return 
value and the maximum is 0.2 m.  Return storm surge 
height rapidly increases from the entrance of the bay to- 
ward the inner most areas, in which case the maximum val- 
ue exceeds 4 m at Nagoya Harbor and 5 m at Toyohashi 
point. 

5. Estimation of Extremes of Wave height at the Pacific 
Coast of Japan 

Two types of Monte-Carlo simulation are conducted. 
One is the simulation over a period of 1000 years as 
well as the case of storm surge computation, and the oth- 
er is 100 times reiteration of the simulation over a 
period of 50 years.  This is done for the purpose of di- 
rectly computing standard deviation of each return wave 
height and investigating the applicability of a jackknife 
method to the evaluation of standard deviation based on 
the comparison between both estimates.  Wave heights are 
calculated for about 3000 influential typhoon cases at 9 
wave observation points indicated in Fig. 9. 
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Fig. 15 illustrates the effect of the number of 
iterations on mean and standard deviation of return wave 
height, in which statistically stable results can be seen 
for more than 50 iterations.  Table 2 is the results of 
extreme analysis, in which standard deviations with a 
jackknife method agree well with those by direct calcu- 
lation. 

Fig. 16 shows longshore variation of the 1000-year 
return wave height and its standard deviation (68 X  con- 
fidence interval) estimated using two kinds of simulation 
data, hindcasted data and observed data.  Wave hind- 
casting is conducted for more than 150 intense typhoons 
which occurred during 45 years from 1948 to 1992, and pe- 
riod of wave observation ranges from 10 years to 21 years 
up to 1993.  The return wave heights estimated from 4 
kinds of extreme wave height data are in general agree- 
ment in spite of a great difference between computation 
period and observation period, when their standard devi- 

i c 

Fig. 15 Effect of iteration number of simulation on 
return wave height and standard deviation. 
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Fig. 16 Variation of 1000-year return wave height with 
standard deviation around the Pacific coast. 
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Table 2 Applicability of jackknife method in estimation 
of standard deviation. 

location 
(depth m) 

data 
(years) 

H„±CT n (m) 

100 years 1000 years 
Irouzaki 

(50) 
simul. 
jack. 

50x100 13.5±1. 1 
1.1 

16.6±2.0 
1.9 

Kochi-oki 
(120) 

simul. 
jack. 

50x100 12. 9±1.0 
1.1 

15- 8±1. 7 
1.9 

Kiyanmisaki 
(51) 

simul. 
jack. 

50x100 13.2±1.0 
0.9 

15. 7±1. 7 
1.6 

ations are taken into account, but the confidence inter- 
vals are much wider in the estimates based on observation 
data. 

6. Conclusions 

It should be emphasized that the system proposed in 
this study is very useful to estimate extremes of storm 
surge height and wave height for return periods of more 
than several hundred years and their confidence intervals 
around the Pacific coast and the East China Sea coast of 
Japan. 
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CHAPTER 109 

DESIGN OF VERTICAL WALLS AGAINST STORM SURGE 

A. Kortenhaus1, C. Miller2, H. Oumeraci3 

ABSTRACT 

A concept for the design of high water protection (HWP) walls under storm surge 
conditions has been developed and is applied to the geometry found in the harbour of 
Hamburg, Germany. However, the design methods used have been generalized so that they 
may be used for a wide range of cases with similar geometries. Many gaps in standard 
design formulae have been filled by developing engineering approaches or formulae as 
reflection by steep berms, new breaker criterion, design formulae for impact breakers, 
reduction of loads by overtopping and soil pressure distribution in front of the wall. 

INTRODUCTION 

Interest in protective structures against storm surges is expected to largely increase 
in the near future, mainly due to the increased rate of storminess in the last decades. In 
order to be able to react more rapidly and to better protect the coastal estuary zones of 
high economic, social and environmental value, the performance of existing structures and 
their design must be reconsidered. Especially in areas with limited space, where the con- 
struction of "classic" high water protection (HWP walls) is impossible, the HWP walls as 
commonly found for instance in Hamburg are very suitable protective structures. Such a 
study has recently been conducted for the city of Hamburg, reconsidering the safety mar- 
gin of all vertical wall structures within the harbour area. The motivation for this study 
was the change of the wave climate and of the rising water level assessments in the Ham- 
burg harbour. To date, no general formulae have been developed to account for (i) the 
complicated foreland geometries in the harbour area, (ii) the different processes of wave 
transformation on these types of foreland, (iii) breaking of waves on the foreland and 
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(iv) different breaker types occurring at the protective structures. The design of HWP walls 
is very often considered to be much simpler than other more classical protection works. 
The relatively small heights of the HWP walls and their "simplicity" constitute the main 
reason, why this research field was neglected in the past. In fact there are many important 
peculiarities showing the need to develop this research field. Among the peculiarities there 
is for instance the size of the areas to be protected by the HWP walls which often extend 
over considerable lengths (e.g. more than 100 km in Hamburg harbour). Further reasons 
showing the need for more research will be addressed below. 

In the Hamburg harbour area four typical foreland geometries can be identified 
(Fig. 1) which illustrate the large variety of harbour protection works. Due to these diff- 
erent types, a general design procedure is necessary which (i) accounts for different fore- 
land geometries, (ii) is suitable for engineering practice and therefore must be easy to use 
and (iii) takes into account the large differences in water levels during a tidal cycle. 

a) 

m - 1,5 - 3 
Bb - 0 - 250 m 

m - 1,5 • 

C) +7,30 mNN +7,50 mNN d) 

hs 

-15,0 mNN 

hs 

Bb-0m 

d 

Betm width Bb 

Bb - 0 - 300 m 

Fig. 1: Typical foreland geometries in the Hamburg harbour area 

It is the main purpose of this paper to suggest a new design philosophy for protec- 
tion works consisting of a variable foreland geometry with a vertical wall on top. In par- 
ticular, a method is described to evaluate the wave transformation on the foreland and to 
calculate the most critical forces and moments on the vertical wall with respect to the criti- 
cal water level and breaker type. 
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DESIGN STRATEGY 

A set of five parameters is defined which describes all typical wall and foreshore 
geometries in the harbour area (Fig. 1). The walls are built as sheet walls or concrete wall 
structures with free heights of up to three meters. The design strategy for these conditions 
can be principally summarized in Fig. 2. The variable water level in this figure requires an 
iteration procedure until the design water level is reached which yields the most critical 
load at the wall. Breaking wave criteria, wave overtopping and wave load forces are evalu- 
ated by using the most updated design formulae/diagrams. It can be seen from Fig. 2 that 
three different loading cases may be distinguished: 

• Standing waves: standing waves are very rare under prototype conditions for ir- 
regular wave trains but may occur during high water levels. A modification of the 
MICHE-RUNDGREN procedure for standing or almost standing waves was found to 
give reasonable results (SPM, 1984). 

• Broken waves: broken waves at the wall represent the most frequent loads in the har- 
bour area and may carry floating bodies (empty containers) hitting the wall. The 
standard CERC procedure for broken waves will be used to predict these loads 
(SPM, 1984). 

• Plunging breakers: plunging breakers are relatively rare and will only occur under 
particular storm surge conditions but represent the most dangerous situation for the 
protection works since breaking waves cause very high impact loads. Results of hy- 
draulic model tests which have been performed under the Marine Science and 
Technology Programme (MAST III) of the European Communities and formulae 
most recently developed to account for these type of loads (Klammer et al., 1996) 
will be used. 

The variety and complexity of the foreland geometry makes it more difficult to 
define the design wave in front of the wall. The reason for this is that there are no reliable 
tools to describe the wave transformation and breaking criteria for most of the conditions 
shown in Fig. 1. The same reason is also valid for the lack of general design formulae to 
calculate the wave load and overtopping under these conditions. 

The problem becomes more difficult by the complexity of the dynamic interaction 
of the "wave-structure-soil"-system under the impact load of breaking waves. Very often it 
is impossible to simplify the problem so that a static design method can be used. More- 
over, the design water levels, wave parameters, loading and overtopping conditions do 
vary along the structure implying that there is not the same safety along the HWP walls at 
equal wall height. 

The four design steps shown in Fig. 2 may be briefly described in the following 
sections. 

(a) Step 1: Determination of Input Parameters 

First, all important input parameters have to be defined or determinated, respective- 
ly. The relevant water levels and the geometry of the foreland as well as the construction 
can be summarized by five parameters: water depth at the toe of the berm hs, slope of the 
berm m, width of the berm Bb, water depth at the wall d and the free wall height he 
(Fig. 1). 

The significant wave height H0 = Hs, the peak-period Tp and the wave direction 9 
are needed as deep water input parameters. These parameters can be determined from 
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Variation of water level 

Fig. 2: Design procedure for high water protection works 

measurements or by numerical wave forecast (van Vledder, 1995). Furthermore, particular 
boundary conditions provided by harbour authorities must also be taken into account. In 
Hamburg "Strom- und Hafenbau" is responsible for the protection works used to provide 
shelter against high storm surges. These authorities generally provide information regar- 
ding the design of the load by floating bodies (empty containers etc.) as well as detailed 
data about the geometry of the HWP wall segments and their alignment relative to the 
wind direction. The latter is important as the design of HWP walls on the lee side can be 
performed by considering only the highest possible hydrostatic pressure (water level at the 
top of the wall); i.e. without any wave load (Kortenhaus and Oumeraci, 1996). 

(b) Step 2: Wave Transformation and Breaker Criteria 

Incident waves approaching from deep water will be transformed on the berm by 
shoaling, refraction and reflection; i.e. the wave height Hd in the water depth d (at the 
wall) can be derived by: 
H, =   KC 

KR >k> H max (1) 

Hmax is the maximum wave height in deep water (Rayleigh distribution) which can 
be derived from Hmax = 1.86 H, (H. from step 1). 
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Ks, KR and kx are the shoaling, the refraction and the reflection factor, respectively 
(determined by linear wave theory). The shoaling factor Ks and the refraction factor KR can 
be calculated as follows: 

ks,W (2) 

KR 
kR,W 
kR,0 

(3) 

where ks 0 and ks w are the shoaling coefficients in deep water (subscript 0) and 
at the wall (subscript W) and kR 0 and kR w are the refraction coefficients. The reflection 
factor kx describes the reduction of wave energy by the reflection due to the steep berm 
and can be calculated as follows: 

1 - x. 
(4) 

follows: 
The total reflection coefficient of the wall-berm-system xB can be estimated as 

E01 

E0 
*01 

(S) 

where x01 is the reflection coefficient at the berm, E0 is the wave energy in deep 
water calculated from linear wave theory and E0i is the part of the wave energy in front of 
the berm which can also be estimated by linear wave theory. The reflection coefficient at 
the berm x01 can be estimated as follows (i; is the Iribarren number): 

*01 1 - exp ¥ (6) 

Fig. 3 shows the reflection factor kx plotted against the relative water depth d/L0 

according to Eqs. (4)-(6). It can be seen that changes in effective reflection coefficients up 
to 25% may result for design water levels (d = 2 m; L0 = 20-25 m) in the Hamburg har- 
bour area. 

To determine the relevant loading case under storm surge conditions breaking cri- 
teria are needed which account for the reflection properties of the HWP wall and for the 
foreland geometry. 

Assuming the reflection coefficient to be 0.9 for vertical HWP walls (Kondo et al., 
1986) the wave height of the breaking wave Hb can be determined by the following for- 
mula (Oumeraci et al., 1993): 

Hb   »   0.10 L0 

" (         Y 
tanh 2iz± 

I     LbJJ 
(7) 

L0 is the wave length in deep water and Lb is the wave length at the breaking point 
(water depth d) which can be calculated from linear wave theory as follows: 
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1 
•a 

1 

0.0100 0.100 
Relative water depth d/L   [-] 

Fig. 3: Reflection nomogram for a vertical wall with a foreshore sloping berm 

2/3 

Lb   «   L0 tanh 

f     ^3/4 
2n± 

L0 

(8) 

The comparison of the breaking wave height Hb from Eq. (7) and the wave height 
Hd from Eq. (1) allows a first distinction into two loading cases. If Hb is smaller than Hd 

the waves will not break and the 'Standing wave' loading case can be applied. 

If Hb is larger than Hd loading cases 'plunging breaker' or 'broken wave' can be 
applied. To check for 'plunging breaker' conditions a 'breaker type nomogram' in Fig. 4 
has been developed on the basis of existing experimental data (Takahashi et ai, 1993). 
Comparison to results obtained in large-scale model tests showed that these breaking cri- 
teria give acceptable results (Oumeraci and Kortenhaus, 1996). A further comparison to 
another method recently published by Allsop et al. (1996) shows only slight differences. 
The relative berm width Bb/Lb, the relative berm height hr = (hs - d)/hs and the relative 
wave height Hd/d are needed as input parameters for the nomogram. 

The 'plunging breaker' loading case occurs when the point is inside the correspon- 
ding Hd/d area. If the point is outside the loading case "Broken Wave" can be assumed. 
Two examples in Fig. 4 demonstrate the use of the breaker type nomogram. 
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Jt 

(>) In - 0.45 
Bb/L - 0.21    \ Piling, breaker 
Hd/d-0.75 

(b) bi - 0.45        1 
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HL/d-0.75 

0.00 0.10 0.20 0.30 0.40 0.50 

Relative berm width Bb/L [-] 

Fig. 4: Nomogram for identification of loading case 'plunging breaker' 

(c) Step 3: Calculation of Loading Cases 

The wave pressure distribution at the wall, wave forces and moments for each of 
the loading cases described before have to be determined. For all cases a load reduction 
due to overtopping and the pressure distribution in the soil in front of the wall will be 
given. These calculations are described below in the third section of this paper. 

(d) Step 4: Variation of Water Level 

During storm surge conditions the water level will vary significantly in front of the 
wall. Therefore it is necessary to perform step 3 for a stepwise reduction of the water level 
(down to d = 0). As a result a critical water level and a corresponding load for each sec- 
tion of the wall along the HWP line are obtained. 

This procedure can be used for the identification of the most critical spots along 
the HWP walls in the harbour area where impact loading may occur under particular water 
level and sea state conditions. 

DETERMINATION OF LOADING CASES 

This chapter summarizes the methods to estimate the pressure distributions, forces 
and moments due to the wave action in front of the structure for the three loading cases 
shown in Fig. 2. Due to the limited space for this paper, related references will be given in 
all cases where standard procedures have been used. 
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(a) Standing Waves 

For the loading induced by standing waves the method of Sainflou (1928), the 
method by Rundgren (1958), modified by Miche and summarized in SPM (1984) and a 
more recent method based on a crest elevation proposed by Goda (1985) have been com- 
pared. As a result the method of Miche-Rundgren has been selected for the design, becau- 
se of its simplicity in engineering use and because it accounts for both terms of higher 
order as well as for the reflection coefficient of the HWP wall (see design diagrams in 
SPM, 1984). 

It is proposed to use a constant reflection coefficient for the Miche-Rundgren 
method. It is well known that a reflection coefficient of 1.0 is too conservative but to be 
on the safe side a constant reflection coefficient of Cr = 0.9 is proposed. In applying the 
method to the harbour of Hamburg this value was used. 

(b) Broken Waves 

This loading case is assumed to be the predominant loading case for HWP walls 
under storm surge conditions and geometric boundary conditions as for instance found in 
Hamburg harbour. The fast change from deep water conditions in front of the berm to 
shallow water conditions in front of the wall will induce wave breaking. A plunging 
breaker at the wall will occur under very special geometric conditions (relative berm 
height and width) as already shown in Fig. 4. Therefore broken waves are more likely to 
be expected. The design for this loading case may be combined with a load induced by 
floating bodies as it is most likely that floating bodies will be transported by broken wa- 
ves. For the assessment of design load, the method by CERC (5PM, 1984) is proposed. 

The input parameters for the SPM method are: 
• the wave depth at the wall d 
• the wave height of the breaking wave Hb according to Eq. (7) 

(c) Plunging Breakers 

For plunging breakers at the wall a new method was developed to calculate pressu- 
re distribution and forces at the vertical wall (Klammer et al, 1996). The latter formula 
takes into account the total duration and the rise time of the load. 

From experiments on a large-scale breakwater model the following formula for the 
impact force has been derived for the design of the HWP walls in Hamburg: 

Fh,max   =   8.0-pgH^ W 

Fhmax is the maximum horizontal wave force, Hb is the height of the breaking 
wave in front of the structure and p is the density of the water. From statistical analysis it 
has been found that the non exceedance probability of the relative horizontal force 
Fhmax/pgHb

2 in Eq. (9) is about 10 to 15%. The point of application of the force is close 
to the height of the design water level. The pressure distribution at the time of the maxi- 
mum horizontal force and further design details can be taken from Klammer et al, 1996. 

To account for the dynamic behaviour of the system the load has to be multiplied 
by a dynamic load factor D. Dynamic load factors for caisson structures were principally 
investigated by Oumeraci and Kortenhaus (1994). In the example case of the Hamburg 
harbour dynamic load factors were determined from prototype measurements at the protec- 
tion walls in the Hamburg harbour area where D was found to be in the range from 0.85 
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to 1.2 (Kruppe, 1996). A conservative value for D of 1.5 can be used for each section 
along the HWP walls where no detailed information on the dynamic characteristics of the 
structure-soil-system are available. The force increased by the dynamic load factor has to 
be used for a static design approach instead of the values calculated by the method 
described before: 

Fh 
D 8,0 PgHb 

b) Consideration of overtopping 

DWL 

< 

c) Water level at top of wall 

Fig. 5: Comparison of pressure distributions with and 
without overtopping 

(10) 

Reduction of wave impact 
at the wall due to oblique wave 
attack and short-crestedness may 
also be taken into account by 
using the results of extensive 3D 
hydraulic model tests (Franco et 
al, 1995). For short-crested 
waves almost no reduction of 
horizontal forces can be found 
whereas for long-crested waves, 
reductions in horizontal forces 
can be found only for higher 
wave obliquity. 

OVERTOPPING 

Overtopping will lead to a 
reduction of the horizontal loa- 
ding. This phenomenon has not 
yet been addressed in detail in 
the literature. Generally, in the 
case of overtopping the pressure 
figure is cut at the top of the 
wall (Fig. 5b). The pressure ordi- 
nate at the top of the wall is then 
calculated by an interpolation 
between the ordinate at the 
height of the design water 
level (DWL) and the point above 
the water level where the pres- 
sure would be zero if the wall 
were high enough. However, this 
method particularly fails for 
higher DWL. Therefore an addi- 
tional approach is suggested 
below. 

In Fig. 5a the wave and 
the pressure distribution just 
reach the top of the wall whereas 
in Fig. 5c the design water level 
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(DWL) has reached the top of the wall. In the latter case the dynamic pressure induced by 
wave motion is relatively small as compared to the hydrostatic head. Hence, the governing 
load is the hydrostatic head related to the water depth at the wall. 

Therefore the reduction of the loading on the wall due to overtopping is about zero 
at the top of the wall. Especially for impact loading this is not the case when the pressure 
distribution is simply cut off at the top of the wall. Contrarily this procedure would result 
in a significantly high pressure at the top of the wall. 

Hence, a factor k^, has been introduced to reduce the loading by more than a 
simple 'cutting' of the pressure distribution. This factor accounts for the fact that the pres- 
sure distribution and the force in Fig. 5c has to be zero (Rc = 0) and has its maximum for 
an infinitely high wall (Fig. 5a): 
Fh,ov   °   kF,h -ph (") 

with 
kF,h   =   ! 

3 
kF,h   = 

Rc 

fiiriu < Rc 

furri* > Rc 

(12) 

Fh ov is the reduced force, Fh is the horizontal force according to the method valid 
for each loading case, T|* is the distance of the highest point of the pressure distribution to 
the design water level and Rc is the freeboard of the wall. Applying this procedure for the 
three loading cases shown will result in the lower curve related to the respective loading 
case in Fig. 6. 

36.0 

30.0 

J. 
it 

8 

24.0 

18.0 

12.0 

1.6 
Water Depth d [m] 

Fig. 6: Reduction of horizontal force by reduction factor kpj, 
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SOIL PRESSURE IN FRONT OF THE WALL 

(a) Standing Waves 

For standing waves where the loading changes with the wave period T  the pressu- 
re in the height of the berm ps for a water depth d can be calculated by: 

Ps    =   Pw g(l  + Cr)-J 2        ,  2nd cosh  
(13) 

For a berm made of rubble material it can be assumed that the decrease of pres- 
sure p(z) in the soil still can be described by linear theory. Increasing depth in the soil z 
will result in: 

P(z) 
cosh 2 it(tB + z )] 

CO sh 

(            \ 
2rcdb 

{ L I 

(14) 

For a berm made of finer soil material like sand the method of Moshagen and 
T0rum (1975) can be used. For kx = kz (same permeability in horizontal and vertical 
direction) the method of Moshagen and T0rum (1975) can be simplified to: 

p(z)   =   ps 

cosh   u (z + tg) 

cosh   n tg 
(15) 

n is the porosity of the soil material (n » 0,4); kx is the permeability of the soil 
material in horizontal direction (kx ~ 10"4 m/s for sand); T is the wave period in s; L is the 
wave length in the water depth d in m and \i can be given by: 

1 
1 

2n 4 
27t    „ 
-^-nPWg 

kxEF 

(16) 

Since Moshagen and T0rum (1975) assumed a total saturation of the soil EF is set 
equal to Ewater. This is not completely true as air and water will fill the pores of the soil. 
Therefore the following approach for EF will be used in Eq. (16): 

EF   =   _L (17) 
6' 

In this 6' is the compressibility of the pore fluid which can be calculated from: 

6 + 
1 - s 

fur (1 - s) < 1 (18) 

6 is the compressibility of the water (6 = 4.2 10"7 m2/kN); s is the saturation of the 
soil; pa is given by pa = patm + phydrostat.; patm is equal to 101.325 kN/m2 and phyd is the 
hydrostatic pressure which is given by phyd = pw g d. 

The application of Eq. (18) to three typical water depths in the Hamburg harbour 
area is given in Tab. 1. 
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Tab. 1: Compressibility 6' of the pore fluid as a function of the saturation of the soil s 
and the water depth d 

Saturation s [-] 
Compressibility of the pore fluid B' [m2/kN] 

d = 0.5 m d = 1.0 m d = 2.0 m 

1.00 6' = 6 = 4.2 10"7 

0.999 9.83 10'6 9.42 10"6 8.96 10"6 

0.99 9.45 10'5 9.04 10"5 8.31 10'5 

0.98 1.89 10"4 1.80 10"4 1.66 10"4 

0.95 4.71 10"4 4.50 10"4 4.14 10"4 

(b) Broken Waves and Impact Breakers 

For impact loads and broken waves no method is yet available to assess the dam- 
ping in fine soil material. For rubble material the respective pressure distribution can be 
extended in the soil. For fine soil materials (sand) it is proposed to neglect the pressure 
distribution in the soil due to the strong damping (highly frequent loading). 

CONCLUDING REMARKS AND FUTURE RESEARCH WORK 

A concept for the design of high water protection (HWP) walls under storm surge 
conditions has been developed. The concept was initially developed for the harbour, of 
Hamburg (Germany) but the design methods have been generalized so that they may be 
used for a wide range of cases with similar geometries. 

In the future however a more elaborated concept for the safe and economic design 
of this kind of protective structures is needed which requires both an integrative procedure 
by accounting for hydraulic, structural and soil mechanical aspects as well as for all poss- 
ible failure modes and their probability of occurrence. Therefore it is necessary to use 
dynamic and probabilistic design methods where the 3D-character of the problem has to be 
taken into consideration. 

This task has been undertaken in the "Marine Science and Technology "-programme 
(MAST III) of the European Union. This research project of 23 European institutes out of 
different disciplines (hydrodynamics, coastal engineering, soil mechanics, structural mech- 
anics, applied mathematics, etc.) is coordinated by Leichtweiss-Institut, Braunschweig 
(Oumeraci, 1995) and is aiming for providing a basis for the design of vertical breakwaters 
under probabilistic aspects. 
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CHAPTER 110 

NEARSHORE, WAVE AND TOPOGRAPHIC EFFECTS IN 
STORM SURGES 

Gary Watson1 and Takao Yamashita 2 

Abstract 

Some ideas for improving the accuracy of storm surge prediction models are 
discussed. A detailed coastal flooding model is applied to the flooding of Chit- 
tagong in the April 1991 disaster, but results are only illustrative due to the 
lack of good topography data. The influence of waves on wind stress forcing 
and bottom friction is discussed. Some recent results from a coastal observation 
tower taken during a typhoon show enhanced stress compared with values from 
empirical formulae in the literature. A new model for improving the representa- 
tion of typhoon wind fields in areas surrounded by mountains is presented. Its 
applicability for storm surge computation is demonstrated using observations of 
a typhoon and surge in Osaka Bay. 

Introduction 

Storm surges, abnormal rises in sea level cause by strong onshore winds, pose 
one of the most severe natural hazards in many coastal areas. As recently as 1991, 
150,000 people died in Bangladesh, mostly by drowning in coastal floods caused 
by a severe cyclone and surge. Effective action to minimize the impact of such 
disasters depends on advance knowledge of the threat to any particular location. 
A number of numerical models have been developed for predicting surges, and in 
some countries they are used operationally for making surge warnings. However, 
there remains scope for improving the representation of a number of phenomena 
in the models and this paper describes some recent investigations. These include 
new work on modelling coastal flooding; modelling of the wave field and its effects 

Cooperative Foreign Researcher, Disaster Prevention Research Institute, Kyoto University, 
Gokasho, Uji, Kyoto 611, Japan 

2Associate Professor, same address. 

1417 
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on wind stress, bottom friction and coastal set-up; and the effect of mountains 
on the wind field. 

Surge models commonly use some form of the non-linear shallow-water equa- 
tions for mass and momentum conservation, with appropriate forcing terms. Here 
we use the following: 

dt^~   dx   +   dy K ' 

du       du      du      „        dC     ldpa      1 1 ,_,, 
— + u— + v— = fv - g-^- - —f- + —T„ - — rhx + AV2u       (2) 
at       ox       oy ox     p ox     pa pd 

dv       dv       dv „ d(     ldpa      1 1 A„~ 

m+uTx + vTy = -fu-9Yy--p1y- + 7dT*v-7dTh« + J•v    (3) 

where £ is surface elevation, d is total water depth, and (w, v) is depth-averaged 
velocity. The terms on the right of the momentum equations (2) and (3) are 
due respectively to Coriolis force, surface slope, atmospheric pressure gradient, 
surface wind stress fs = (Tsx,rsy), bottom friction stress ft = (rbx,Tby), and eddy 
viscosity. A is an eddy viscosity coefficient. 

If the wind field is reasonably well approximated, the storm surge predicted 
by models based on these equations is generally good enough to be useful. In 
principle however, it is possible to make improvements to the methods currently 
used. In the case of surges generated by tropical storms, the main limitation 
is the accuracy of storm forecasts. Prediction of the storm's track and speed 
are especially important, because landfall point and timing relative to local high 
tide strongly affect the location and depth of flooding (Flather, 1994). Storm 
intensity is also a primary factor determining surge height and this too is difficult 
to forecast, as it can change unexpectedly. Any progress in these respects would 
improve the surge forecasts. 

Besides this, there are other improvements which could be made. Figure 1 
illustrates some phenomena that occur during storm surges, which are not nor- 
mally included in the models. Those discussed briefly in this paper are the 
flooding of rivers and low-lying coastal land, including the possibility of bore for- 
mation; the effect of waves on the wind stress, bottom stress and coastal set-up; 
and the effect of mountains on the wind field. Others that are not discussed here 
include coastal wave hazard, the drag effects of terrain, vegetation and buildings 
on flooding, changes in river levels (especially when in flood), and morphody- 
namic changes due to sediment transport during the surge. Ideally, all of these 
effects should be incorporated into future operational surge models. 

Flooding of Rivers and Low-Lying Coastal Land 

The most dangerous threat during a storm surge is the sudden flooding of 
inahabited areas on land near the coast. It is thus highly desirable to be able 
to model and predict such events in as much detail as possible. A standard 
surge model with a fixed boundary is able to make a reasonable prediction of the 
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RIVER FLOOOS INCREASE SEW  LEVEL. 

SEDIMENT TRANSPORT 
DURING 6URSE 
CHANGES 
TOPO'iRBW 

Figure 1: Some phenomena that occur during storm surges. 

increase in coastal sea level, but this does not tell us the extent of flooding to be 
expected in any particular area. For example, if there is a river or an extensive 
area of low-lying land, the flooding will reach further inland and pose a more 
severe hazard. For flooding studies, we can use a local model with a fine grid 
covering the area of interest. Here we present some preliminary results from a 
model which is under development, simulating the flooding of Chittagong during 
the April 1991 disaster in Bangladesh. 

A number of reports have said that surges in the Bay of Bengal are sometimes 
observed as "walls of water", suggesting that they may steepen and break in the 
same way as a tidal bore. Tides and tsunamis are well known for steepening into 
breaking bores in suitably-shaped estuaries and rivers. It is likely that this may 
also sometimes happen with storm surges. The sudden increase in water level 
and associated turbulence would increase the resulting danger, and it is thus 
important to understand and be able to predict the circumstances under which 
bore formation can occur. 

We thus use a model for coastal flooding that is able to represent bore forma- 
tion. It is based on the nonlinear shallow-water equations and uses a numerical 
method which accurately handles the formation of discontinuities (representing 
bores) in the solution. It is an extension into two horizontal dimensions of an 
earlier model used for waves on beaches (Watson et al., 1994). The boundary 
condition at the moving shoreline is satisfied, allowing flooding to be simulated 
properly. The model includes a bottom friction term but for these preliminary 
studies, the drag coefficient was set to zero. The model is applied to a detailed 
local area using a fine grid, with offshore boundary conditions provided by a 
surge model of a wider area including the continental shelf. 

Here we show results from a simulation of the flooding of Chittagong in the 
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Figure 2: Map of the area showing the boundaries of the large-scale storm surge 
model and the small-scale flooding model. 

Figure 3: The topography of Chittagong and the Karnaphuli River. 

April 1991 cyclone disaster in Bangladesh. A surge model of the northern Bay of 
Bengal (grid size 1,700 m x 1,726 m) was run using idealized pressure and wind 
fields based on available data for the cyclone intensity and track (Katsura et al., 
1992). A fine-grid model (grid size 0.1' = 170 m x 185 m) was then constructed 
for a small area around Chittagong including the Karnaphuli River, solving the 
nonlinear shallow-water equations. The areas covered by the two models are 
shown in Figure 2. A time series of water level from the surge model at the point 
closest to Chittagong was applied to the western boundary of the local model. 

The bathymetry and topography of the local model are plotted in Figure 3. 
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Bathymetry data were read and interpolated manually from British Admiralty 
chart No. 84. It has not been possible to obtain good elevation data for the city 
of Chittagong, so for this preliminary study a very approximate topography was 
constructed. East and south of the Karnaphuli River, heights were interpolated 
between the water and the 25 m contour on the Admiralty chart. To the north, 
the 20 m contour on the Chittagong Guide Map (Govt. of Bangladesh, 1976) 
was used. Between coast and river, Chittagong airport was set to its elevation 
of 3 m. North of the airport, data were invented. This is of course an important 
limitation on these results, which should be taken only as an illustration of the 
method. An example of the results from this simulation is shown in Figure 4. 
Extensive flooding of Chittagong is seen, but according to Katsura et al. (1992), 
the flooding was not quite as extensive as is shown here. 

Figure 4: Preliminary results of the model showing flooding of Chittagong. N.B. 
This calculation uses inaccurate topography and the result is only illustrative of 
the method. This result is not considered to be a good representation of the flood 
which actually occurred, nor of possible future floods. On the left, the initial 
undisturbed state. On the right, during the storm surge flooding. Land is white 
and higher water levels are lighter shades. 

No bore occurred in the Karnaphuli River. This is nor surprising since the 
river has no V-shaped estuary to concentrate the wave energy, as is common in 
rivers which have tidal bores. A tidal bore exists in the Meghna estuary, which 
was also affected by the 1991 surge, but it has so far not been possible to run 
the model there because of a lack of bathymetric data. 

The combined model shows potential for making detailed flooding and bore 
formation predictions, but uncertainties remain such as how to treat buildings 
and different types of terrain. Unfortunately, no precise observations for testing 
the predictions are available.   Accuracy is also limited by a lack of good topo- 
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graphic data for the sites of interest. Thus, it is not yet possible to apply the 
results with confidence to particular localities. 

Wave Effects 

For storm surge modelling, the most important forcing terms are the atmo- 
spheric pressure, surface wind stress and bottom friction stress. The former is 
of course theoretically well-defined and depends only on a reasonably accurate 
knowledge of the relevant time-dependent pressure field. 

The stress terms represent the exchange of momentum between atmosphere 
and ocean, and between ocean and sea bed. Air-sea momentum exchange is a 
complex process involving turbulent boundary-layer flow over a changing rough 
surface, wave generation, non-linear energy transfer between wave components, 
and wave breaking. Waves also affect the bottom stress, by increasing bottom 
boundary later turbulence and eddy viscosity, and hence momentum transfer. 
These processes are not very well understood theoretically, especially in strong 
winds and high waves, and so are not incorporated into the models. If they can 
be better understood, then in principle the accuracy of the corresponding forcing 
terms in the models could be improved. 

Dependence of Surface Wind Stress on Wave Conditions 

The mean force acting on the surface of a body of water due to wind stress 
is usually approximated as 

T$ = ^CDIO^IO|{/IO| (4) 

where fs is the wind stress at the surface (the horizontal force per unit area act- 

ing on the surface), pa the air density, U\o the mean wind at 10 m and Cow the 
drag coefficient for wind at 10 m. To represent the fact that surface roughness 
increases with windspeed, this coefficient is normally specified as a function of 
the windspeed at 10 m, CDW(UIO)- An example is the empirical relationship of 
Smith et al. (1992), which is based on data from the HEXOS experiment. This 
is a linear relationship given by CDIO = (0.66 + 0.072[/io) x 10-3. A number of 
similar relationships have been proposed, based on different data sets. Although 
the data are scattered, these empirical functions are all quite similar. This ap- 
proach is a useful first approximation, and produces acceptable results in many 
circumstances. Note however that it applies only to well-developed seas in which 
the waves are approximately in equilibrium with the local wind, in deep water, 
and also mainly for wind speeds greater than about 5 ms"1. 

There may be important cases where this is inaccurate, especially if the wind 
is rapidly changing (such as in tropical storms), or near the coast where the wa- 
ter is shallow and the waves fetch-limited, or where the wave spectrum has more 
than one significant component. Higher values of Co are found both in growing 
waves, such as during the onset of a storm, and in shallow water. Both of these 
conditions are necessary for the development of a storm surge, so the effect is po- 
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tentially important. An important parameter here is the ratio of dominant wave 
phase speed to wind speed, known as the wave age cp/U, which is an indication 
of whether or not the wind and waves have reached equilibrium. However, what 
field data exist are hard to interpret because the effect is comparable in size with 
measurement errors, and therefore cannot be determined very accurately. It has 
not so far been possible to derive any empirical formulae based on the data, and 
so this effect is not unually incorporated into surge models. Such cases could po- 
tentially be more accurately represented by a theory which correctly accounts for 
momentum transfer between wind and waves, and between waves and the mean 
current, such as that of P. Janssen (1992). Note however that there is currently 
much debate on this subject, for example J. Janssen (1995) recently argued that 
the HEXOS data show no statistically significant dependence of wind stress on 
sea state. 

Wind and Wave Data from the Observation Tower 

This section discusses drag coefficient estimates made from observations taken 
by the Kyoto University DPRI Tanabe-Nakajima Storm Surge Observation Tower. 
The tower is located about 2 km offshore from the town of Tanabe in southern 
Honshu, mainland Japan. It stands at the mouth of Tanabe Bay, on a plateau 
about 10 m in depth, about 100 m in diameter, in an area where the depth is 
predominantly about 30 m. It is possible that this plateau will have some local 
influence on the waves, but this is difficult to determine. The tower measures 
wave elevation (using a downward-looking ultrasonic sea-surface height gauge), 
current (using an electromagnetic current meter at a depth of 10 m) and wind 
(using a 3-component ultrasonic anemometer at a height of 20 m). Data are 
recorded at 20 Hz for 20 minutes during each hour. This section discusses some 
drag coefficient estimates made from these data. 

Because the largest surges are generated by storms, priority was given to the 
analysis of data from Typhoon 9426, which passed very close to the tower on 29 
Sept. 1994. The lowest recorded pressure was 965 hPa at about 19:00, and the 
central pressure was esimated as about 950 hPa. The track was slightly south 
of the tower, so that the wind direction changed rapidly from east to west, also 
at about 19:00. Maximum recorded wind speed was 24 ms-1 at about 21:00. 
Wave height peaked at around 5 m near 17:00 and the wave period reduced from 
13 s to 7 s as the typhoon passed. Direct measurements of wave direction are 
not available. These observations are reported in more detail by Yoshioka et al. 
(1995). 

Following Yelland et al. (1994), wind stress was estimated from the anemome- 
ter data using the turbulent (or inertial) dissipation method, this is based on the 
assumption that the energy spectrum of the down-wind component is governed 
by the rate of dissipation of energy by high-frequency turbulence. In this case, 
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the spectrum is assumed to have the form: 

/ 77 \ 2/3 

S(f) = Ke^f-5'3 (£) (5) 

where S(f) is the power spectrum of the down-wind component, K is the 1-D 
Kolmogorov constant, taken as 0.55, and e is the high-frequency turbulent dissi- 
pation rate. If the measured spectrum is found to obey the /~5/3 law reasonably 
well, then an average value of S(f)f5/3 over an appropriate frequency range may 
be used in (5) to estimate e. The wind stress r is then estimated from 

T = Pa{htz)213 
(6) 

where kv is the von Karman constant (taken as 0.4), and z is the measurement 
height (20 m). The drag coefficient is then obtained from (4) after correcting 
the observed mean wind to an estimated value at 10 m using the relation for a 
logarithmic boundary layer, 

U(z)   _  ln(z/*0) 

U(10) ~ ln(10/zb) 
(7) 

where zo is the roughness length ZQ = ze"k"'^CD. Note that (5) applies to neutral 
atmospheric stability. A correction is possible for non-neutral conditions, but was 
found to be small in this case. 
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23:00                       ; 

- 
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Figure 5: Wind Spectra S{f)flz at 19:00 and 23:00, 29 Sep 94 (T9426) 

Figure 5 shows S(f)f5^3 for two samples during the typhoon, at 19:00 (close 
the the point of closest approach) and 23:00 (a few hours after the typhoon centre 
passed). The plot for 19:00 is typical of those before 21:00, and the spectrum is 
almost constant over the frequency range used for the average (0.8-2.0 Hz, dotted 
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lines). This permits Eq. 5 to be used with some confidence. At 23:00 however, 
the spectrum exhibits a distinct slope throughout the frequency range, indicating 
that the /_5/3 power law does not apply, and that (5) should not be used. Such 
data must be excluded from the analysis. This is unfortunate, since results just 
after a rapid change of wind direction are of particular interest. The reason for 
the different spectral slope (these data have much more high-frequency content) 
are not clear but may be caused by interference of the anemometer structure 
with the flow. One must also be aware that mean flow distortion around the 
tower will change the observed value of the mean wind, introducing an unknown 
error into the estimated drag coefficient. 
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Figure 6: Drag coefficient estimates against wind speed during the typhoon. 

The final estimates of stress for this day, excluding the data from 22:00 and 
23:00, are plotted against mean wind speed in Figure 6 and compared with the 
empirical relation of Smith et al. (1992). Particularly at intermediate wind 
speeds, the data lie well above this curve. There is no obvious trend with wind 
speed, and as with other such data, they are rather scattered. If anything, a 
constant drag coefficient of about 2.2 xl0~3 may be appropriate in this instance. 
These limited data appear to be an example of departure from the standard 
formulae, although the whole data set should be examined before drawing firm 
conclusions. 

Dependence of Bottom Stress on Wave Conditions 

Another effect of waves which may sometimes be important is their influ- 
ence on the bottom stress. In shallow water, waves affect momentum exchange 
with the sea bed. The wave-induced oscillatory flow near the bottom produces 
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turbulence when flowing over the rough bed. This increases the rate of vertical 
transfer of horizontal momentum, and hence the mean drag force between the 
water and the sea bed. Theoretically, this is represented as an increase in eddy 
viscosity. 

In models, the mean retarding force acting on a body of water due to bottom 
friction is usually approximated as 

fb = pwCDhu\u\ (8) 

where ft is the bottom stress, p the water density, u the wave-averaged bottom 
current and Cob a bottom drag coefficient. For many applications, it is found 
good enough to use a constant value for Cob- 

The effect of wave-induced turbulence is to increase the effective value of 
Cob- Mastenbroek (1992) estimated the size of this effect on surges in the North 
Sea using the relationship between drag coefficient and significant wave height, 
CDb(Hs), in Figure 3 of his paper. He found that in some shallow areas it 
could significantly affect the predicted surge, more so than the effect of a wave- 
dependent wind drag coefficient. However, the size of this effect is similar to that 
of geographical variations in Cm> due to variations in bed roughness. This makes 
practical implementation difficult because of the lack of sufficiently detailed data 
on bed roughness. 

Wave Set-Up 

For completeness, we also point out that another effect of waves on local 
water level at the coast is that of wave set-up. This may be evaluated using 
forcing by the gradient of radiation stresses of shoaling and breaking waves. The 
effect is significant in storm surges occurring on coastlines facing the open sea. 
Depending on the beach topography and wave conditions, this can be about 10% 
of the incident wave height or even more, sometimes up to about 1 m. Although 
not the subject of this paper, it is an effect that should also be taken into account 
when considering the flood risk during storms and surges. 

Incorporation of Wave Effects into Surge Models 

The next stage of this work, in addition to further analysis of the wind stress 
data, will be to incorporate wave effects into a surge model. The first step will 
be to use an ocean wave model suitable for the region in question, which for 
storm surges will usually mean shallow shelf regions with strong winds. After 
predicting the time-dependent wave field during the storm, the next step will 
be to use the results for wave height to modify the surface and bottom drag 
coefficients in the surge model, as outlined above. In this way, the size of wave 
effects on the surge prediction will be assessed. 

Influence of Mountains on the Wind Field 

In coastal areas with mountains, the simple formulae which are often used to 
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represent the wind field in tropical storms may become quite inaccurate and thus 
affect surge predictions. Both the shape of the mountains, and surface roughness 
have an effect. This is particularly so in a number of bays in Japan, such as 
Osaka Bay and Ise Bay, where storm surges pose a threat to low-lying urban 
areas. In order to reproduce the wind fields of typhoons in such places, empirical 
attenuation parameters have been used to decrease both the moving wind and 
the gradient wind, in a rough attempt to include the effects of land topography 
and surface roughness. However, the values have to be adjusted in each case 
to give results which best fit the observed wind - the best values are different 
for each typhoon and cannot be predicted in advance. This is unsatifsactory 
because it is impossible to make credible predictions for hypothetical typhoons, 
as for example would be desirable when planning coastal defences. 

Here we improve the situation using Schloemer's equation for the typhoon 
pressure field, Yoshizumi's formula for the variation of wind with height in the 
friction layer, and a finite-difference model for air flow over topography based 
on mass conservation, called 'MASCON'. This model is based on Sasaki's (1970) 
theory and is similar to one developed by Sherman (1978), for interpolating wind 
vectors in complicated topography from limited wind observations. 

The model works as follows. First, the equation of Schloemer (1954) is used 
for the atmospheric pressure as a function of distance r from the cyclone centre: 

p = Pc + Ape-r">'r. (9) 

The model of Yoshizumi (1968) is then used to evaluate the three-dimensional 
wind field which this would produce over a flat surface, considering the effects 
of surface friction (the Eckman spiral) and storm movement. This is the initial 
wind field for the MASCON model. The wind field is then corrected so as to 
satisfy the conservation of mass for an incompressible fluid, using the calculus of 
variations. The error of adjustment is expressed as, 

E(u,v,w,X)   =    I r\ot\(u - M0)
2 + a\(v - v0)2 + a\(w - w0)

2 

dxdydz (10) 

where (u,v, w) is the corrected wind field, A is Lagrange's indeterminate coeffi- 
cient and cti,a2 are Gauss precision moduli. Euler-Lagrange's equations have a 
solution minimizing (10) which can be written as, 

1 9\ 
U   =   U0+2a>d~X 

(11) 

1 dX 
V   =   Vo+2ai0y <12> 

1 d\ 
W   =   Wo+2^ (13) 

L a\(u -MO)5 + al(v 

+A 
tdu 
\dx 

dv 
dy 
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Differentiating with respect to x, y, z respectively, and substituting into the mass 
conservation equation gives the following Poisson-type partial differential equa- 
tion: 

dx2     dy2 
92X        n 2 
^ = -2«i 

du0     dv0     dw0 

dx      dy       dz 
(14) 

(15) 

This is solved for \(x,y,z) subject to the boundary condition 

— = 0 
dn 

at the boundary, where n is the coordinate normal to the boundary (for the 
lower boundary, this is the shape of the mountains). The solution is obtained 
numerically using a successive over-relaxation method. 
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Figure 7:   Observed and predicted wind speed, with and without MASCON. 
(Osaka, Typhoon 9426). 

Wind speed and surge calculations with and without MASCON are are com- 
pared with data from Typhoon 9426 in Osaka Bay (the same typhoon as in the 
previous section) in Figures 7 and 8. Figure 7 shows that MASCON does not so 
greatly overestimate the wind speed as does Yoshizumi's model, although there 
is still some disagreement. Figure 8 shows that although still overpredicted, the 
surge result from MASCON agrees better with the measured surge. The 20 cm 
shift of data relative to the model results is presumed to be a temporary increase 
in sea level due to some event in the coastal ocean dynamics, such as a change 
in the Kurushio current. Similar improvements were found when this model was 
applied to other historical typhoons and surges in Japan. 

Conclusions 

The modelling of coastal flooding during storm surges may be achieved using 
a local model with a fine grid. This could be useful in the Bay of Bengal where the 
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Figure 8: Observed and predicted surge, with and without MASCON. (Osaka, 
Typhoon 9426). 

land is low, coastal defences against flooding are weak, and precise predictions 
of danger areas could in principle save many lives. A test case was performed 
for the city of Chittagong, but the results are only indicative since good land 
topography data were not available. 

The wave field in a storm surge influences both the surface drag and, in shal- 
low water, the bottom friction coefficients. These effects are likely to influence 
the size of a storm surge in some circumstances, but are not normally included 
in surge models. There is room for improving our understanding of the physics 
of these processes, especially under what circumstances they are likely to be sig- 
nificant. For wind stress, this should come from further collection and ananlysis 
of comprehensive and accurate field measurements of wind stress in a range of 
wind and wave conditions. Having done so, the effects may in principle be incor- 
porated into surge models using results from an ocean wave model. Waves may 
also produce a measurable set-up at the coast. 

Data taken during storms are particularly important for the storm surge 
problem. One such dataset, from a new tower, shows enhanced stress during a 
typhoon, in comparison with empirical formulae from the literature. Data from 
this tower add to those currently in existence and should be thoroughly analyzed 
as they become available. Eventually, a more accurate formulation of wave effects 
in surge models should be possible. 

If there are high mountains near the coast, the resulting distortion of the wind 
field may have a measurable effect on the predicted surge. Using Yoshizumi's 
Model and the MASCON Model, a typhoon model in which the effects of both 
land topopgraphy and surface roughness are introduced has been developed. 
Hindcasts of the wind field have been made for various typhoons.  These show 
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that even without using empirical attenuation parameters, it is possible to es- 
timate the wind field in areas surrounded by mountains, such as Osaka Bay 
and Kii Channel. The predicted storm surges, although sometimes still over- 
predicted, also agree better with the data than the predictions of models with 
empirical attenuation parameters. 
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CHAPTER 111 

THE SWASH ZONE: A FOCUS ON LOW FREQUENCY MOTION 

Adam M. Shah1 and J. William Kamphuis2 

ABSTRACT 
This paper presents an analysis of physical model tests of the swash zone. A 

mild, impermeable slope was used to create a wide swash zone. Bichromatic and 
irregular waves with varying wave heights, wave periods and wave grouping were tested. 
The experiments showed the swash zone to be dominated by low frequency motions, 
which were closely related to the incident wave groups. The incident waves were still 
grouped in the surf and swash zones. 

An empirical relationship was determined, relating the long wave height at the 
shoreline to the deep water wave parameters. The long waves were found to be partially 
reflected from the swash zone and this partial reflection was successfully simulated by 
the superposition of an absorbed and a reflected long wave. The generation of spurious 
long waves and the seiche at the natural frequency of the equipment were also 
investigated. 

INTRODUCTION 
The swash zone extends from the limit of run-down to the limit of run-up. 

Although the very shallow water and the low incident wave energy levels in the 
swash zone might suggest it to be of minor importance, Kraus et a/. (1981) and 
Kamphuis (1991) have shown that it contains a peak in sediment transport rate. 
Thus the swash zone plays an important role in shaping natural beaches. Since 
very little is known about flow in the swash zone, all the numerical models of 
beach morphology use drastic simplifications within the swash zone. The goal of 
this paper is, therefore, to improve the understanding of swash zone flow so that 
eventually the computation of beach morphology can be improved. 

Wave energy in the swash zone is concentrated in the infra-gravity band, 
at frequencies about one order lower than the incident waves. These low 
frequency motions are initially generated offshore by the distribution of wave 
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heights within wave groups. A Bound Long Wave travels with the incident waves 
at their group velocity and with its trough located under the highest waves in the 
group (Longuet-Higgins and Stewart, 1964). 

Inshore of the break-point, the behaviour of the long waves and their 
interaction with individual breakers is not fully understood. One theory states that 
the bound long wave shoals as it travels inshore. Upon reaching the breakpoint it 
becomes a free long wave which is reflected seaward once it reaches the shore 
(Longuet-Higgins and Stewart, 1964). Another theory suggests that the amplitude 
of long waves decreases from the break-point and if the breaking is gentle all of 
the long wave energy is absorbed along with the short wave energy (Ottesen - 
Hansen et al, 1980). Symonds et al. (1980) present a completely different 
mechanism for long waves within the surf zone. They state that the long wave 
motion inside the breaker zone is driven by the spatial variation of the breakpoint. 
As the breakpoint location varies with the group frequency it generates a long 
wave at that frequency. The experimental results in this paper favour a modified 
Longuet-Higgins and Stewart (1964) approach. 

The long waves inside the breaking zone are difficult to study in the field. 
But they are also difficult to study in the laboratory, where studies of long waves 
are plagued by undesired low frequency motions resulting from spurious long 
waves coming off the wave generator and from seiche. Most wave generators are 
driven by a signal that only generates the grouped short waves and does not 
generate the bound long wave that accompanies the wave groups. Since the 
bound long wave will physically accompany the short waves anyway, this 
simplistic wave generation procedure amounts to generation of a spurious, free 
long wave equal and opposite to the bound long wave, travelling at the shallow 
water wave speed. Seiche (an oscillation at the natural frequency of the 
laboratory flume) results from transfer of wave energy into the natural frequency 
band of the wave flume. Such an oscillation increases with time and may 
eventually dominate the low frequency motion, contaminating measurements. 
Since the predominant mode of oscillation for the natural frequency has an 
antinode at the shoreline, seiche has the greatest significance in shallow water. 
Flick and Guza (1980) developed an expression for the natural frequency of the 
first mode of oscillation for a composite section, consisting of a slope and a 
horizontal section: 

4     xL + xs 

where P is the slope, xs is the length of the slope and xL is the total length of the 
flume. 

In view of the confusion and lack of understanding of long wave motion 
and the difficulties in studying long waves in the field and in the laboratory, this 
study (described in more detail in Shah, 1996) has the following objectives: 
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1. To relate the long wave at the shoreline to the offshore wave climate by a. 
simple expression, 

2. To study the development of the long wave from the breakpoint to the 
swash zone, 

3. To study the contamination of long wave measurements by incorrect wave 
generation and seiche. 

EXPERIMENTAL PROCEDURE 
Laboratory tests were conducted at the Queen's University Coastal 

Engineering Research Laboratory (QUCERL) and the National Research Council 
of Canada (NRCC). An impermeable 0.6 m wide ramp with a 1:50 slope was 
installed in a 2.1 m wide wave flume at QUCERL. The mean water depth at the 
wave generator was 0.7 m, 26.2 m from the still water line (Figure 1). The tests at 
NRCC were conducted in a larger facility and made use of their more 
sophisticated generators. The ramp in Figure 1 was extended by 5 m, at NRCC, 
increasing the test depth to 0.80 m. The distance from the wave generator to the 
toe of the ramp was also increased from 1.2 m to 5 m. 

•'"'%,,-,.>>'!..y.s"<j 

Cross Section 
O = Wave Probe 

r-~-=R> = Run-up Gauge 

f 
0.7m 
I 

|      5m 

Figure 1 Experimental Setup at QUCERL 

Table 1 summarizes the test series. For the irregular waves, Hs is the offshore 
significant wave height, Tp the peak period, and GF the groupiness factor (Funke 
and Mansard, 1979). For the bichromatic waves, Hj and H2 are the wave heights 
of the two components, Tav, the average period and Tg the group period. 
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Table 1 Wave Parameters Tested 
Irregular Waves 

19 tests at QUCERL 
16 tests at NRCC 

Bichromatic Waves 
24 tests at NRCC 

Hs T GF H, H2 T T 
.08 to 
.175 m 

0.83 to 
2.0 s 

0.5 to 
1.0 

.05 to 

.25 m 
.015 to 
.10m 

14 to 
38 s 

1.7 to 1.9 
s 

The effect on swash flow was measured at QUCERL by 11 capacitance 
wave gauges placed between 1.7 m offshore of the still water line and 0.5 m 
inshore. As well, a continuous run-up gauge was placed in the swash zone. At 
NRCC, 12 probes were placed between the breakpoint and the shoreline, to detect 
shoaling of the long waves and decay of the breakers through the surf zone. 

The principal tool for data reduction was spectral analysis. Since all of the 
wave spectra showed a minimum spectral density at about one half the incident 
peak frequency, this was used to separate the high frequency and low frequency 
components. Wave heights were calculated as the zero spectral moment Hmoh, for 
the high frequency (fefp/2) and Hmol, for the low frequency (f<fp/2) components. 

RESULTS 

Swash Zone Wave Measurements 
The QUCERL experiments provided high resolution measurements of 

water surface elevation within the swash zone. Figure 2 presents the first 50 
seconds of sampling for four of the wave signals from an irregular wave test in 
which the initial conditions were Tp=1.00 s, Ho=0.116 m, GF=0.94. The heavy 
line is a low pass filtered signal to identify the long wave action. The low pass 
cut-off frequency was fp/2 = 0.50 Hz. The importance of the low frequency 
motion ranges from minor at the offshore probe to near-total domination at the 
still water line. 

The first panel shows the unbroken wave train for the furthest probe 
offshore. The groiipiness of the wave train is clearly visible. In the second panel, 
Probe 1 was located 1.7 m offshore of the still water line, in the inner surf zone, 
and the wave train shows the saw-tooth profile indicative of broken waves. 
Though the waves are well inshore of the breakpoint they are still highly grouped 
and a high proportion of the incident waves are still intact. The final two panels 
show waves within the swash zone and present the final stages of wave decay. 
There are substantially fewer individual waves in the swash zone than there are 
incident waves as breakers coalesce into less frequent, more energetic uprush 
surges. The rate of decay is not the same for all the breakers. The waves that 
arrive at the swash zone during a strong downrush, characterized by a steep drop 
in water level, decay rapidly. For example, those waves arriving between 27 and 
34 seconds at Probe 1 never reach Probe 2, which is only 1.2 m closer to the 
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shoreline. Waves that arrive during an uprush cycle, for example from 20 to 25 s 
at Probe 1, progress with much less energy dissipation and eventually correspond 
to the extreme uprushes. 

In addition to the increase in amplitude of the low frequency motion, the 
phase of the low frequency motion relative to the wave groups shifts 180° as the 
waves approach shore. At the offshore probe, the troughs of the low frequency 
motion occur under the highest waves in the group, at 2, 10 and 45 s. But at the 
probes inshore of the breakpoint, the highest waves in the group are on the crest of 
the long waves. This phase shift of the low frequency motion relative to the 
incident wave groups is undoubtedly complicated and no satisfactory explanation 
or theory has yet been proposed. 

Spurious Long Waves and Seiche 
Some of the tests at NRCC were specifically aimed at studying the effect 

of undesirable, spurious long waves resulting from not generating the bound long 
wave in the wave generation process. Such spurious long waves were found to be 
negligible for the tests conducted at NRCC due to a relatively large water depth at 
the wave generator and the longer wave period (Ottensen-Hansen et ah, 1980). 
For the tests at QUCERL such waves were calculated to contribute 10-15% to the 
total measured long wave energy. 

Seiche was measured by recording water levels after the wave generator 
was shut down. The natural period of the NRCC flume was found to be 55 s, 
which is somewhat larger than the value of 40 s calculated from Equation (1). The 
difference can be attributed to run-up. Equation (1) predicts the resonant period 
based on the still water dimensions of the flume, as if vertical walls existed at the 
generator and the still water line. In the experiments, run-up excursions of 2.5 m 
or more were typical and the time required for the long wave to travel this 
distance is significant, since the speed of propagation is very small in very 
shallow water. The travel time required from the original still water line to the 
limit of run-up and back may be approximated using an expression developed by 
Wilson (1966) for the natural frequency of a triangular basin: 

t = 1.64-?L (2) 
Vgh 

For a typical wave set-up of 20 mm at the shoreline and a run-up excursion of 
2.5 m, the additional time is 19 s and when this is added to the value calculated by 
Equation (1) the total of 59 s, is close to the measured value of 55 s. 

Contamination by the seiche was evaluated from the energy at the natural 
frequency and its harmonics. Bichromatic waves excited seiche, even during short 
duration testing. When the group frequency approached the natural frequency, 
energy leaked into the natural frequency band of the flume. Figure 3 shows the 
energy leakage for a bichromatic test with H^O.10 m, H2=0.05 m, Tg=38 s. The 
offshore spectral peak, at Xs = 9.8 m, is at the group frequency of 0.026 Hz while 



THE SWASH ZONE 1437 

3.5E-3 -I 

3.0E-3 

TEST NRCBI-10 

 PROBE #8 Xs=0.0m 
 PROBE #10Xs=1.0m 

2.5E-3 
 PROBE #17Xs=9.8m 

m 

I g 
2.0E-3 - II 

I 
w 1.5E-3 

1.0E-3 

5.0E-4 

: V'\\ 
V''^\ 

O.OE+0 - -ftfi*^**'"' 
N\ /*V__^ 

f • . i^- r ,"M' •"• TT^ i 'i 
0.07 0.08 

Figure 3 Energy Leakage from Group to Natural Frequency 

5.0E-3 -1 

4.5E-3 

TESTNRCBI-16 

 PROBE #8 Xs=0.0 m 
 PROBE #10 Xs=1.0m 

3.5E-3 

 PROBE#12Xs=3.2m 

-y    3.0E-3 
X ;'  r. 
E     2.5E-3 li    '>: 

S li—A ;'      \\ 
M     2.0E-3 1        \' 

1.5E-3 /'•'   A '          f 

1.0E-3 
$•    \ 

A L 

/ \ l 

5.0E-4 Ji     L^<^\          \ \ 
)            0.01         0.02         0.03        0.04         0.05        0.06 

Frequency (Hz) 
0.07 0.08 0.09 0.1 

Figure 4 Subharmonic Excitement of the Natural Frequency 

PROBE #10 Xs»1.0m 

-100s to 300s 

- 500s to 700s 

•900s to 1100s 

I-TTTT <r 
).1 0.15        0.2 0.25        0.3        0.35 

Frequency (Hz) 

Figure 5 Build-up of Seiche Energy for Irregular Wave Testing 



1438 COASTAL ENGINEERING 1996 

in the vicinity of the shoreline the spectral peak has shifted to the natural 
frequency of 0.018 Hz. Obviously the long wave measurements in this test were 
severely contaminated by seiche. Seiche was also generated when the group 
frequency matched a superharmonic of the natural frequency. Figure 4 shows a 
bichromatic wave test with H,=0.075 m, H2=0.015 m, Tg= 14 s. The peak, at 0.07 
Hz, is at the group frequency, the peak near 0.04 Hz is the first subharmonic and 
the peak near 0.018 Hz is the second subharmonic, which is also the natural 
frequency of the flume. 

Irregular wave tests built up energy at the natural frequency over a longer 
duration; short duration tests did not excite appreciable seiche. Irregular waves 
have a broad band of group frequencies and can excite the natural frequency by a 
first-order interaction between any two incident group frequencies. Figure 5 
presents three long wave spectra calculated at different times for the same 
irregular wave test with Ho=0.175 m, fp=0.5 Hz, fg=0.05 Hz. While the energy 
levels at and above the group frequency of 0.05 Hz were relatively constant, 
energy levels near the natural frequency of .02 Hz increased by a factor of six. 
This resulted in an incorrect increase of the calculated long wave Hmo from 0.04 m 
to 0.053 m. 

Swash Zone Long Wave Height 
The long wave height at the shoreline, Hmol s is a function of the beach 

slope and the deep water zero moment wave height, H0, wave length, L0, and 
Groupiness Factor. The effect of beach slope was not tested. One dimensionless 
expression that was found to satisfy the necessary conditions is: 

nmol,s 
= 0.078 ^2- UJ 

0.7 

(3) 

It is based on the 31 irregular wave tests that were not contaminated by 
seiche and is shown in Figure 6. The correlation coefficient, r is 0.81 and the 
different symbols represent ranges of groupiness. A consistent trend with 
groupiness is not apparent. This is, most likely because the calculation of the 
Groupiness Factor was affected by the reflected long wave at the offshore probe. 

Long Wave Reflection Model 
The cross-shore profiles of long wave height, Hmol, with distance offshore 

showed partial nodes and antinodes (the solid triangles in Figure 7). This indicates 
the long waves may be simulated by superimposing a reflected and absorbed long 
wave component. Thus, the Longuet-Higgins and Stewart (1964) development, 
suitably modified using partial long wave reflection is needed to explain the 
experimental results. 

The fully reflected component was simulated by the solution presented in 
Lamb's (1932) for the reflection of a long wave over a sloping bottom. The height 
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of the standing wave envelope, Cr, is twice the absolute value of Lamb's Bessel 
function solution, 

5, = 2^r,s 

( f4^7 
gP 

(4) 

where Cr is the local reflected long wave height , £r>s is the reflected long wave 
height at the shoreline, J0 is the zero order Bessel function, a is the angular 
frequency of the long wave, g is the acceleration due to gravity, p is the beach 
slope and x is the distance offshore of the still water line. The reflected long wave 
is shown as the dashed line in Figure 7. 

The absorbed portion of the long wave energy shoals as it travels inshore; 
the dotted line in Figure 7. Prior to breaking, the shoaling of the short waves will 
increase the height of the bound long wave. Theoretically this rate has been shown 
to vary with depth according to h" by Longuet-Higgins and Stewart (1964). 
They assume, however, that the depth varies slowly enough that the shoaling long 
wave attains equilibrium. In practice the depth probably changes too rapidly for 
the long wave to reach equilibrium. Typically the distance from the wave 
generator to the breakpoint was less than one wavelength of the bound long wave 

5/2 and hence the actual shoaling rate was considerably smaller than h" . Since the 
focus of this research was on the swash zone, few probes were placed in the outer 
surf zone and for most tests the offshore probe was the only measured point on the 
bound long wave shoaling profile. Thus, a precise quantification of the bound 
long wave shoaling rate was not possible from these results. 

If it is assumed that the bound long wave becomes a free long wave upon 
breaking, Green's Law, which states that the wave height of a free long wave 
varies with depth according to h" , can be used inside the breaker. The transition 
from bound to free long wave shoaling should begin where breaking is initiated. 
The present model assumes an abrupt transition between the two shoaling rates at 
the onset of breaking, as estimated using the criteria of Kamphuis (1991). This is 
an over-simplification; the transition is more gradual and will occur over the 
width of the breaking zone. 

In very shallow water, wave set-up contributes to the effective depth and 
must be included. Theoretically, wave set-up increases linearly from the 
maximum set-down at the breakpoint to maximum set-up at the shoreline 
(Longuet-Higgins and Stewart, 1964). This relationship was a good 
approximation to the actually measured values of set-up. Thus, the local absorbed 
long wave height, Ca, inshore of the breaking point for a coordinate system with 
its origin at the still water line may be expressed, using a combination of wave 
set-up and wave shoaling according to Green's Law as: 
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Ca=^a 

rh0 + nb + ois-Tib)(i-V 

•Hs 
(5) 

where £a is the local absorbed long wave height, Ca,s is the absorbed long wave 
height at the shoreline, ho is the local still water depth, hb is the breaking depth, 
r\s is the set-up at the shoreline and r[b is the set-down at the breakpoint. 
Offshore of the breaker 

Ca=^a 
hb + nb ho 

vhb 
(6) 

where k is the shoaling rate for the bound long wave (equal to 5/2 if the depth is 
changing very slowly). 

Superimposing the wave reflection analyzed from Equation (4) on 
Equations (5) and (6) produced Figure 7, a prediction of the local long wave 
height, representing the partially reflected standing wave system for a linear long 
wave over a sloping bottom, in the absence of losses: 

S,=C.+C (7) 

The model can calculate the long wave height profile if Ca,s> Cr,s> an<l ° are 

known. Figure 7 compares the results of the model (solid line) with measured data 
for a bichromatic wave test with H, = 0.1 m, H2 = 0.05 m, Tav= 1.9 s, Tg= 18 s; 
the reflected and absorbed components are respectively the dashed and dotted 
lines. The predicted long wave profile, offshore of the first partial node, matches 
the observed standing wave pattern well. Inshore of this node, (at approximately 
X = 2 m), the model overpredicts the measured Hmol profile severely. This is 
because energy dissipation removes energy from the long wave system, since the 
extremely shallow depths make bottom friction significant. The measured profile 
peaks at about 1 m offshore and then abruptly decreases. Figure 8 shows similar 
results for an irregular wave test with Ho=0.175 m, Tp=0.5 Hz, GF=0.9. More 
long wave energy is absorbed in the irregular wave test (Figure 8) than in the 
bichromatic wave test (Figure 7), which translates into less reflection. This may 
be due to the broad-bandedness of the irregular wave group frequency. 

Comparable results to Figures 7 and 8 were obtained for all 15 of the 24 
bichromatic tests and the 9 irregular tests at NRCC which were not contaminated 
by seiche. 
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Long wave height at the shoreline was represented by a simple empirical 
expression (Equation 3). 

Long waves are partially reflected from within the swash zone. A model 
was developed that predicts the shape of the observed partial standing long wave 
envelope by adding the absorbed and reflected long waves (Equations 4-7). These 
equations take into account shoaling. 

Seiche at the natural frequency of the basin was found to be a much more 
important laboratory effect in contaminating long wave experiments than the 
spurious long waves off the generator. Bichromatic tests were found to be 
contaminated by the seiche, when the group period approached the natural period 
of the flume or its superharmonics. Irregular wave tests were only contaminated 
when longer test durations were used. 
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CHAPTER 112 

THE DEVELOPMENT OF AN ON-LINE, INTERACTIVE, 
TSUNAMI-INFORMATION RESOURCE 

Benjamin Cook.1, Catherine Petroff^ 

ABSTRACT 
Tsunami! (http://www.geophys.washington.edu/tsunami/welcome.html) is a 

WWW site developed at the University of Washington with collaborative support 
from the global tsunami research community. The site originated as an on-line 
documentation of the 1994 East Java tsunami survey. The field survey 
documentation was developed to serve as a prototypical WWW resource whose form 
can be amended and improved upon for future on-line tsunami survey 
documentation. Educational and hazard mitigation resources were added to the site 
to provide the general public with an on-line source of tsunami information. The 
site's content and interface design were strongly influenced by the wide range of 
network connections and browser applications utilized by the target audience. 

INTRODUCTION 
The World-Wide Web (WWW) can be thought of as the virtual network of 

information accessible over the Internet using the HyperText Transmission Protocol 
(HTTP), the WWW communication standard. A collection of WWW documents 
with a common theme served by a computer(s) is often called a WWW or Web site. 
Tsunami! is a prototypical WWW site developed at the University of Washington 
with collaborative support from tsunami researchers around the world. Multimedia- 
supported resources currently available through the site include the following: 
Explanations of the physics of tsunamis;  case studies of significant historical 

1) Hydraulic Engineer, WEST Consultants, 2101 4th Avenue, Suite 1050, 
Seattle, WA 98121, USA. 

2) Assistant Professor, Department of Civil Engineering, University of 
Washington, Seattle, WA 98195, USA. 

1443 



1444 COASTAL ENGINEERING 1996 

tsunamis;    hazard    management    and   prevention    information;    recent   event 
documentation; and an index of tsunami-related WWW sites. 

The site originated as an on-line documentation of the 1994 East Java tsunami 
survey. On June 3, 1994, a large earthquake occurred off the southeastern coast of 
Java near the east end of the Java Trench in the Indian Ocean (Figure 1). The 7.2 Ms 

earthquake generated a devastating tsunami that took the lives of approximately 200 
East Java residents (Synolakis et al., 1995). An international tsunami survey team, 
which included tsunami scientists and engineers from Indonesia, Italy, Japan, and the 
United States, visited the impacted areas of Bali and Java from June 20 to June 25, 
1994. Survey team members measured runup heights along the southwestern coast 
of Bali and the southeastern coast of Java (Figure 2), and examined tsunami-induced 
sedimentation and structural damage. They also interviewed coastal residents to 
determine the distribution of seismic intensity and collect eyewitness accounts of the 
tsunami attack (Tsuji et al., 1995). In addition to the quantitative data collected 
during the survey, visual data such as slides, photographs, and video footage were 
also gathered. The visual data include photographs that depict sedimentation and 
structural damage observed by survey team members (Figure 3), as well as water and 
debris marks noted in the runup surveys. 

•30'N 
110-E 

China 

Indonesia 

170'E 

112" E 115*E 

•8'S East Java                  _/^, 

•IO-S 
,   100 km   , 

10-s 

Australia 

* Survey Location 
• Earthquake Epicenter 

Country Border 

Figure 1. Locator map for the 1994 East Java survey. 

Due to the limited number of tsunami scientists who were able to participate 
in the field survey, dissemination of the visual and quantitative data gathered during 
the survey was considered to be an important part of the documentation effort. Since 
the physical duplication and distribution of the visual data to tsunami scientists 
located  throughout  the  world  was   logistically  impractical,  the  feasibility  of 
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distributing digitized visual data with an Internet information-exchange service was 
explored. It was found that the WWW allowed for an easily implemented and 
distributed multimedia presentation of the survey data. Non-platform specific, the 
WWW enables the electronic publishing of documents, which can include both text 
and graphics, to any computer connected to the Internet and equipped with browser 
software. Browser applications, through their graphical interface, allow users to 
access and view WWW documents, often referred to as WWW pages. A variety of 
media resources, including graphics such as survey maps, as well as audio and video 
clips, can be incorporated into a WWW page. Another WWW feature, interactive 
graphics called image maps, allows users to retrieve information associated with a 
particular region of an image. 
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Figure 2. Interactive runup distribution map of 1994 East Java survey area. 

FIELD SURVEY DOCUMENTATION 
For the East Java survey, visual, damage, and runup data related to the event 

are accessed through an interactive runup distribution map of the survey area (Figure 
2). Site-specific survey data are downloaded by selecting the survey location of 
interest from the image map. Runup data are presented in a tabular format including 
raw data (as recorded in the field) and corrected data that have been adjusted for the 
difference in the tidal level at the time of the tsunami attack and the time of the runup 
measurements (Tsuji et al., 1995). The visual data were prepared in two resolution 
formats.   By default, the user is presented with small, low-resolution annotated 
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Figure 3. Sample digitized slide showing a scarp in Rajekwesi, East Java 
formed by tsunami-induced erosion. 
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digital images called in-line images. Relatively small in file size (less than 10 
kilobytes), the in-line images are more quickly transferred over the Internet, 
facilitating the rapid navigation of the visual data. The in-line images function as 
links to higher-resolution images, which can be accessed by clicking on the in-line 
image of interest. 

The East Java tsunami survey documentation was developed to serve as a 
prototypical document whose form can be amended and improved upon for future 
WWW tsunami-survey documentation. As shown schematically in Figure 4, a more 
comprehensive on-line documentation is proposed for future tsunami surveys that 
would serve as a data source for tsunami scientists and hazard management 
professionals. An event overview section could provide summary information about 
the event, the survey itinerary and team members, as well as links to other related 
WWW documents. Data sections accessible through the event overview could 
include earthquake source information provided by seismologists, historical data 
pertaining to local seismic and tsunami activity, and instrument records (when 
available) from tide gauges, deep-ocean pressure transducers, and remote sensing. 

Data pertaining to specific survey sites could be accessed through an 
interactive survey area map, such as the one used in the East Java documentation 
(Figure 2). Survey site overviews could provide brief descriptive summaries of the 
observed local runup and flow characteristics, and tsunami-induced sedimentation 
and structural damage. A local map could be presented in conjunction with audio- 
visual data gathered at the survey location. Site-specific runup, sedimentation, 
damage, and emergency management data could be presented in subordinate 
sections. For example, a runup data section for a specific survey site might include an 
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Damage Data 
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Reports 

Relief Effort 
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Visual Data 

Interview Records 

Figure 4. Resource hierarchy tree for tsunami survey documentation. 



1448 COASTAL ENGINEERING 1996 

inundation map, surveyed runup measurements, annotated visual data showing water 
marks, trace evidence, and indicative debris, and interview records. Borrowing on 
the multimedia capabilities of the WWW, interview records could be presented in 
written form and as audio clips, both in the native language of the interviewee and in 
English. 

At present, the preparation of an on-line multimedia survey documentation is 
technically challenging and labor intensive. Emerging software and hardware 
technologies should greatly facilitate future tsunami survey documentation efforts. 
For example, the use of digital cameras in field surveys would allow for the direct 
uploading and WWW publication of visual data. The level of detail of future 
documentation will vary as a function of the perceived scientific importance and 
human impact of a particular tsunami event. With limited public funding available 
for tsunami field surveys, the WWW enables the cost-effective documentation and 
world-wide dissemination of field survey data to tsunami scientists and emergency 
management professionals. 

SITE RESOURCES 
Additional resources were added to the site to meet the general public's 

broader needs for hazard mitigation and educational information. In addition to 
researchers and hazard management professionals interested in recent event data, the 
site's audience includes secondary and university students, and residents of tsunami- 
threatened coastal communities. In recognition of the diverse information needs of 
this group, Tsunamil's on-line resources include educational information about the 
physics of tsunamis, significant historical tsunamis, the Tsunami Warning System 
and hazard mitigation. A top-level flow chart of the subject material presented on 
the site is shown in Figure 5. Referred to as a resource hierarchy tree, it represents, 
in a general sense, the logical order in which the site developers attempted to present 
the resources. The site's directory structure reflects the resource hierarchy tree, 
assuring continuity for inter-linked documents throughout the development process. 

i 

Information: 
Emergency Management 

Tsunami Hazard 
Mitigation 

Tsunami 
Warning System 

Menu of Resources 

Project Background Related WWW Sites 

Information: 
General Education 

Significant 
Historical Tsunamis 

Physics of 
Tsunamis 

Recent Tsunami Events 

Event Overview 
e.g. East Java 

Event Overview 
e.g. Mindoro 

3- 
Tsunami Research 

Research Abstract 
e.g. PMEL 

Research Abstract 
e.g. CERC 

Figure 5. Top-level resource hierarchy tree for the WWW tsunami site. 
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With roughly 500 animation, audio, image, and text files accessible through the site, 
link management was an important issue that had to be addressed in site 
development. Similar subordinate flow charts were conceived for several of the 
more extensively-developed sections shown in Figure 5, including the "Physics of 
Tsunamis" and "Event Overview" sections (for example, see Figure 4). 

CONTENT AND INTERFACE DESIGN 
The site's content and interface design were strongly influenced by the 

technical constraints imposed by the wide range of network connections and browser 
applications utilized by the target audience. At present, there are some inherent 
technical limitations, such as network bandwidth, that strongly impact the design of a 
WWW site. Restricted local and global network bandwidth often prevents the rapid 
transfer of information necessary to allow the interactive navigation of the WWW. 
WWW-related computer hardware, software, protocols, and languages are also 
swiftly changing. 

Several types of Internet connections exist. The fastest connections, 
commonly available on university campuses and at large corporate facilities, are 
Ethernet connections. Users accessing the Internet over Ethernet connections can 
consistently realize file transfer rates, or throughput, of over 100 kilobytes per second 
(KB/s). However, many of site's potential users are limited to dial-up Serial Line 
Internet Protocol (SLIP) or Point-to-Point Protocol (PPP) connections through 
modems, with typical baud rates (bits per second) of 9,600 - 28,800, limiting 
theoretical throughput over these dial-up connections to between one and three KB/s 
(Krol, 1994). Throughput can be further diminished by heavy local and regional 
network traffic. 

This wide range in throughput poses a significant development problem as 
multimedia resources are information-rich and hence inherently large in file size. 
Image files, even when stored in the compressed formats cited later in this paper, can 
be well over 100 KB in size. Animations, even relatively short clips several seconds 
in length, can be one or more megabytes. Considerable effort was taken to present 
information on the site in the least data-intensive format for the primary links. 
Additional link-options, intended for users on high-bandwidth connections, are 
available to provide access to data-rich resources such as high-resolution images and 
animations. With the exception of the high-resolution images and animations, most 
of the site's pages have been kept to well under 50 KB, allowing even dial-up users 
to quickly download and browse through pages containing in-line images. 

Compounding the at least two order of magnitude difference in throughput 
experienced by the site's target audience, the language used to format documents, 
HyperText Markup Language (HTML), continues to evolve. At the time of the site's 
initial development (summer 1995), most graphics-capable browsers supported 
HTML 2.0, but did not support the then newly-proposed standard, HTML 3.0. 
HTML 3.0 implemented several features, including table formatting and 
sophisticated image formatting, not available with HTML 2.0, and was used 
exclusively for the site's page development because of these advanced features. For 
site resources to be easily accessed and properly displayed, developers need to 
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accurately assess the hardware and software capabilities of their site's prospective 
audience. Following this assessment, document formatting standards and multimedia 
content can be appropriately selected. 

RESOURCE DEVELOPMENT AND SITE IMPLEMENTATION 
The site presents a variety of media resources, including graphics, sounds, 

and animations. These resources were originally delivered to users over the Internet 
by a dedicated server set up specifically to support the site. It is beyond the scope of 
this paper to discuss in detail the digitization techniques and editing employed in the 
development of the site's multimedia resources. Digitization considerations include 
data preparation (e.g., cleaning of slides), digitization device and resolution selection. 
Post-digitization filtering, such as image sharpening, can greatly improve digital 
image quality. Various compression algorithms are available that significantly 
reduce file size while preserving visual and audio quality. The interested reader is 
referred to numerous on-line resources or in-print publications (see, for example, 
Murray, 1994). 

Digitization Techniques 
A variety of digitization devices are currently available for converting hard- 

copy images and analog audio and video signals into digital data. For this project, 
flatbed scanners were used to digitize hard-copy images such as slides and 
photographs. A Macintosh Quadra with hardware-assisted compression provided by 
a Digital Film frame-grabber board was used to capture video footage. Adobe 
Premier was used as the software interface for the capture board and served as a 
powerful editing environment for the acquired digital clips. Sounds were digitized 
with an analog-to-digital converter supported by the Macintosh's built-in sound 
capabilities. 

Two types of graphics file formats were used to store the images presented on 
the site; the Joint Photographic Experts Group (JPEG) format is used for in-line and 
high-resolution digital images produced from photographic images, while the 
Graphic Interchange Format (GIF) format is used for maps, image maps, and icons 
that were digitally generated. JPEG images, with their 24-bit pixel depth, can 
contain over 16 million colors, while GIF images are limited to 256 colors because of 
the format's 8-bit pixel depth. Digital movies were stored in the cross-platform 
flattened QuickTime format with Cinepak compression. Lastly, the AU file format 
was used for audio clips. 

HTTP Server Setup 
WWW documents are distributed over the Internet by HTTP servers. In 

many cases, organizations may have an existing HTTP server, and the publication of 
WWW documents simply requires that newly-developed HTML files be transferred 
to the HTTP server. Although a departmental HTTP server was available with 
limited storage space, for this project a Macintosh HTTP server was initially set up to 
facilitate site development. The creation of the dedicated server allowed for the 
autonomous administration of the WWW tsunami site during the development 
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period. The HTTP server consisted of a Macintosh SE-30 running MacHTTP 2,2 
that was connected to the University of Washington's Ethernet network. 
Remarkably, this somewhat outdated configuration performed almost flawlessly for 
one year, distributing data to the more than 10,000 users who accessed the site over 
this period. Increased server demand during the summer of 1996 necessitated the 
site's move to a UNIX-based workstation. 

FUTURE WORK 
As the tsunami research and hazard management community's information 

exchange and dissemination needs become better defined, Tsunami! can be easily 
expanded and revised. Future development efforts that have been considered include 
real-time tsunami warning dissemination, event management, and post-event survey 
administration. In cooperation with the Pacific Tsunami Warning System, tsunami 
warnings and preliminary event information could be globally disseminated over the 
WWW. Event information could be complemented by regional hazard management 
resources, including inundation maps and evacuation procedures. Post-event data 
collection could be facilitated with the on-line distribution of survey guidelines, 
survey itineraries, and preliminary visual and runup data. Finally, educational 
offerings could be expanded to include interactive demonstrations, which could be 
developed in the Java programming language, of tsunami generation, propagation, 
and inundation mechanisms. 
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CHAPTER 113 

LONG WAVE RUNUP ON COASTAL STRUCTURES 

Utku Kanoglu1 and Costas Emmanuel Synolakis2 

Abstract 

We present a general method for determining the runup and the amplifi- 
cation explicitly for nonbreaking long waves propagating over piecewise linear 
topography, using the linear shallow water wave equations. We associate each 
constant-depth segment and each linearly-varying depth segment with (2 x 2) 
matrices and we calculate the transmitted wave amplitude after propagating 
over any number of segments explicitly. We then extend our methodology to 
the three dimensional topography of a conical island. Our method is applica- 
ble in the design of dikes, sea-walls and other coastal structures. 

INTRODUCTION 

The September 2, 1992 Nicaragua tsunami, the December 12, 1992 Flo- 
res island tsunami, the July 12, 1993 Hokkaido tsunami, the June 2, 1994 
East Java tsunami, on October 2, 1994 Kuril Islands, Shikotan tsunami, the 
November 11, 1994 Mindoro Island tsunami, the February 17, 1996 Biak, Irian 
Jaya tsunami, and the February 27, 1996 Peru tsunami were eight major dev- 
astating geophysical events that caused severe property damage and killed 
an estimated 2000 people. Field observations raised new questions about the 
suitability of the standard paradigm of a tsunami model, i.e. a solitary wave 
attacking a plane beach. For one, most of the eyewitness reported waves 
which caused the shorelines to recede first before advancing; these waves were 
studied by Tadepalli and Synolakis and they are now called leading-elevation 
N-waves (Tadepalli and Synolakis, 1994). Then, practically all field-measured 

1 Research associate, School of Engineering, University of Southern California, Depart- 
ment of Civil Engineering, University Park, Los Angeles, California 90089-2531, USA. 

2Professor, School of Engineering, University of Southern California, Department of Civil 
Engineering, University Park, Los Angeles, California 90089-2531, USA. 
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runup distribution showed three-dimensional effects which had been counter- 
intuitive. For example, during the 12/12/92 Flores Island tsunami, 263 people 
were killed and two fishing villages completely annihilated on Babi Island, a 
small volcanic islet off Flores; all damage concentrated on the tsunami wise 
and wind-wave wise lee side of the island. During the 9/2/92 Nicaraguan 
tsunami, the runup varied by a factor of 4 between locations distant less than 
a mile form each other, suggesting that even though the tsunamis are long 
waves, local bathymetric features of much smaller length scale did influence 
the wave runup. A recent increase in tsunami incidence and an abundance 
of new observations of coastal effects added urgency to the resolution of the 
question to determine a priori how a given topography will affect the wave 
evolution. 

Besides tsunamis, the long wave theory presented here can be used for the 
calculation of the runup and evolution of certain wind generated waves particu- 
larly in the infragravity spectral band. The numerical solution of the nonlinear 
shallow-water wave equation were used to calculate the runup of wind swell 
(Raubenheimer et al., 1995). Also, it has long been known that the runup 
predicted by the nonlinear shallow-water wave equation is mathematically the 
same of that predicted by the linear shallow-water wave equation for the one 
slope beach case (Carrier, 1966; Synolakis, 1987). 

FORMULATION OF THE PROBLEM 

We will describe a new general method that will provide a closed form 
analytical solution to determine the relationship between the amplification 
factor and the incident wave amplitude for the two-dimensional topographies. 
Given that any physically realistic topography is unlikely to consist entirely 
of a single-sloping beach or a single constant-depth segment, and to allow 
the use of analytical (non-numerical) solutions, it is incumbent to be able to 
break down the physical propagation problem into a series of linear problems 
which can then be solved with standard method analytically. The proposed 
method of solution consists of representing a given topography by a series of 
constant-depth and linearly-varying depth segments. 

We will use the linear shallow-water wave equation to solve the propagation 
problem over linear topographies; this equation is 

Vtt ~ {Vx h)x = 0. (1) 

We introduce dimensionless variables using a reference undisturbed offshore 
water depth d as the characteristic length scale, and Jd/g as the characteristic 
time scale. With time harmonic dependence of the form rj(x, t) = ((x) e~iwt, for 
the wave evolution over the dimensionless constant-depth h(x) — hc, equation 
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(1) becomes, 
d2((x) 

dx2 + UJ
2
 C(x) = 0. (2) 

The general solution is 

•q(x,t) = {Axe ^+S1e^^}e-iw^ (3) 

where Ax and B\ are arbitrary constants. If the depth is linearly-varying and 
denned by h(x) = rax + n with m^O and n constant, the field equation is 

. . d2((x) dC(x)        2 ,,  N 
{mX + n)dx^+md^+UJ<:{x) = 0- (4) 

The eigenfunctions of the field equation are two zeroth-order linearly inde- 
pendent solutions of Bessel's equation, e.g. J0 and Y0. Then the solution for 
evolution over variable depth is 

V(x, t) = {A2 M2ujl) + B2 y0(2w>/i)}e-<w*, (5) 

with £ = J(x + n/m)/m, where A2 and B2 are arbitrary constants. 
From the solutions (3) and (5), the appropriate form of r\ is chosen for each 

segment. Continuity of the surface elevation and of the mass flux provides 
two equations at each transition point between the adjacent segments and 
the unknowns such as A\, Bi, A2, B2 can be calculated from these interface 
matching conditions. 

In general, an m-segment topography involves m-sets of (3) and (5) type 
eigenfunction expansions, each with 2 unknown coefficients. Given that the 
incoming wave height is known, (2m — 1) coefficients have to be determined, 
requiring (2m— 1) equations for closure. To this end, continuity of the surface 
elevation and of the mass flux boundary conditions must be considered at each 
transition point between the adjacent segments. These boundary conditions 
provide (2m — 2) equations. The conditions of transmission at the segment, 
or the condition of bounded solution at the coastline or perfect reflection off a 
wall provide one additional equation. Adding a new segment introduces two 
more unknown coefficients, but at the same time also allows to write two new 
boundary conditions. This extends the order of the system of equations by 
two. Thus the wave evolution over any topography composed of any number 
of piecewise linear segments can be calculated. 

Our method consists of establishing basic topography segments, i.e. a 
constant-depth segment, a linearly-varying depth segment. Each segment has 
a (2 x 2) matrix that incorporates its topographic feature. We associate each 
constant-depth segment of depth hr with a segment matrix, 
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Figure 1. Definition sketch of the Revere Beach topography (not to scale). 

(6) 

We associate each linearly-varying depth segment with hr(x) — mrx + n with 
mr 7^ 0 and n constant with the segment matrix, 

*Jpr 
J0{20Jy 

Ji(2w, 
y0(2o;yV) 

(7) 

with £pr = J(xp + n/mr)/mr. The subscripts p and r identify the transition 
point and the segment number increasing from the seaward to the shoreward. 

Using these topographic-feature matrices, it is possible to write a matrix 
equation between the unknowns of the eigenfunction expansion. We will pro- 
vide a specific example for application of this general method. 

REVERE BEACH 

A physical model of the Revere Beach -located approximately 6 miles 
northeast of Boston City of Revere, Massachusetts- was constructed at Wa- 
terways Experiment Station (WES), US Army Corps of Engineers Coastal 
Engineering Research Center (CERC), by Ward who investigated the beach 
erosion and flooding problems (Ward, 1995). Moreover it presented a unique 
opportunity to evaluate the predictions of the general method presented here. 
The model of the Revere Beach consisted of three piecewise linear, 1 : 13, 
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1 : 150 and 1 : 53 slopes from seaward to shoreward respectively, with a verti- 
cal wall at the landward end of the compound slope and it is shown in figure 1. 

Analytical Solution 

Alternative to the conventional method of solution -try to solve {2m — 1) 
equation numerically- using the general methodology presented here boundary 
conditions for each transition point can be written as a matrix equation; 

SWA1 = V1, (8) 

SnV1 = S12V2, (9) 

s22 V2 = S23 V3, (10) 

^33^3 = ^34^4, (11) 

and finally 
SwAi = Sn S\2S22 S23S33 K3iVA. (12) 

Here V\, V2, V3 and V4 are column unknown vectors for each segment. Using 
the naming style presented for the topographic-feature matrices, 

-M^VYii**^) '^ 

Ji(2^}   YlC-^) )      \Ji(^)   Y,{^ 

U^)   lo(^g) \l ( Jo(^)   YoC-^) 
Ji(^f)   Y,{^) )      I  Ji(^)   y1(=^i^ 

-l 
(j /2wv/Si\    Y (tuVhi} 

Notice that first the matrix equation (8) represents perfect reflection bound- 
ary condition, drj/dx = 0, since the topography has finite depth (hw) at the 
shoreline (x = 0). We evaluate the following integral to find time histories of 
surface elevation at any given location; 

+0O     

Vj(x,t)= | *(W)   {AjM^m) + BiYo(^§^)}  e-^du,       (14) 
—oo 

where j = 1,3 represents the segment number. The unknowns of the eigen- 
function expansion can be determined equations (8) through (12). Here $(w) 
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is the Fourier transform of the initial solitary wave profile located at x = xs and 
given by (2/3) u> cosech(aw) eVj)X' with a = 71-/27 and 7 = J3H/4 (Synolakis, 
1986). H is the dimensionless incoming waveheight. 

We evaluated the integral (14) at the shoreline (x = 0) using the contour 
integration technique to find an analytical expression for the maximum runup 
(Kanoglu, 1997). With asymptotic analysis, we found that the maximum 
runup for the Revere Beach can be given by 

TL = 2h7„1/iH: (15) 

the maximum runup depends only on the incoming waveheight H and on the 
depth at the wall hw. 

Experimental Results 

We performed the experiments 23.2m-long, 45cm-wide glass-walled flume. 
The wave maker was located 23.22m away from the wall. Ten wave gages were 
located to record time histories of free surface displacements as shown in figure 
1. Gage 4 was moved to a half-wavelength away from the toe of the 1 : 53 
slope. This gage was used to define the waveheight of the incoming wave and 
its location, ensured that all waves propagated the same relative distance of a 
half wavelength (L/2 = (l/7)arccosh\/20) between the reference location and 
the toe of the beach. This localization is the standard method for referencing 
the heights of solitary waves climbing up a sloping beach (Synolakis, 1986 and 
1987). Experiments were carried out at two different water depths, 18.8cm 
and 21.8cm. The experiments are described elsewhere in detail (Briggs et al, 
1997; Kanoglu, 1997). 

MAXIMUM RUNUP, REVERE BEACH 

3 4       5     6    7 

d = 18.8 cm,     V   Experiment 
Theory 

d = 21.8 cm,     A   Experiment 
 — Theory 

2 3        4      5    6   7 

Figure 2. Comparison of the maximum runup between the analytical solution 
and the laboratory data for two different depth d = 18.8cm and d = 21.8cm. 
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Figure 3. Comparison of the time histories of surface elevations between the 
analytical solution (evaluation of the integral 14) and the laboratory data for 
d = 21.8cm and H = 0.0378 case at three gages. Dotted lines represent the 
laboratory results. 

A comparison of theory predictions with laboratory data is presented here. 
We compared the maximum runup heights and the time series of surface ele- 
vations predicted by the general method with the laboratory data in figure 2 
and figure 3 respectively. 

THE CONTINENTAL SHELF AND SLOPE 

Our objective is to obtain the amplification factor A in the first segment 
and the reflection coefficient Ar in the third segment in terms of the incident 
wave amplitude At. We use general methodology to write a matrix equation 
to obtain analytical solution; 

5n A — 5i2 V2, 

S22 V2 = K23 V3, 

(16) 

(17) 

Combining the two matrix equations, it is possible to write the following matrix 
equation; 

Sn A = S12 S22
l K23 V3. (18) 

Using the naming style for the topographic-feature matrices, 
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Figure 4. Definition sketch for the continental shelf and slope topography. 
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-1 

(19) 

Here yt is the unknown scalar -To ensure a bounded solution at the coastline, as 
in the single beach case, the unknown coefficient in the eigenfunction equation 
for Vo must be set equal to zero. This gives a scalar unknown for this segment.- 
for the first segment and V2 and V3 are the column unknown vectors for the 
second and third segments respectively. 

The transmitted wave to the beach is given by 

+00 

m(x,t)= J   $(u)AJopdS)e-i»tdLj. (20) 

Again here <&(u;) associated with initial solitary wave profile. Amplification 
factor A can be determined from equation (19). Using the asymptotic analysis, 
the maximum runup can be given by 
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R = 2.831 y/l/m! #5/4. (21) 

This is the same analytical expression that Synolakis (1986) found for the 
single sloping beach case, implying that at least for long waves the runup only 
depends on the beach slope closest to the shoreline. To better understand these 
results, different hypothetical topographies of the continental shelf and slope 
will be investigated next, by changing the transition point and the wave height 
H the effects of the slopes on the maximum runup are analyzed. Maximum 
runup calculations are based on the evaluation of the maximum of the integral 
(20). Maximum runup calculations are shown in figure 5 for the different ranges 
of parameters; i.e. H, hi, mi and m,2- It is clear from the figure that the most 
dominant parameter on the maximum runup is the slope of beach closest to the 
shoreline; i.e. mi. More parametric analysis can be found elsewhere (Kanoglu, 
1997). 

MAXIMUM RUNUP, INTEGRAL EVALUATION 
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Figure 5. The effect of the parameters rri2, hi and H on the maximum runup 
for the continental shelf and slope with mi = 1/20 -hi = 0 means topography 
only with m2 slope and hi = 1 means topography only with rrii slope-. 
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Figure 6. Island slope in a stepwise fashion. 

CONICAL ISLAND 

The overall good agreement between the analytic results and the labora- 
tory data for the two-dimensional topography of the Revere Beach suggested 
the implementation of a similar methodology, i.e. usage of piecewise linear 
topographies for the three-dimensional topographies. 

Analytical Solution 

Here we will use linear shallow-water wave equation in polar coordinates. 
Given the singularity of the equation of motion in the case of the conical island 
h(r) ~ m(r — a) -m and a are the slope and the waterline radius of the conical 
island, respectively- one method of removing it is to approximate the surface 
of cone with cylindrical boxes -Henceforth a cylindrical box will be referred to 
as a sill- in a stepwise fashion as in figure 6. For example in the segments, the 
basic solutions are 

Vj=  E oi(n0—uft) {Antie~^Jn(kr)+AniTH^(kr)}   r > b, 
{AnJn(kr) + BnYn(kr)} r, <r < rj+1, 

(22) 

where b is the radius of the conical island at the toe, k = cu/Jhj and j repre- 
sents the segment number. Given that the solution is known for evolution over 
a sill, the dividing the solution over the conical surface involves matching so- 
lutions at the interface of steps on segments. At the edge of each sill, in other 
words at a discontinuity in h, it will be required that the surface elevation 
and the normal component of the mass flux are continuous. At the shoreline 
(r == a); the later matching condition requires that drj/dr\r=a = 0. Again 
here instead of trying to solve the system of equations which can be set up 
from the matching conditions, we will use (2 x 2) matrices to get solutions as 
described two-dimensional case. Details of the analytical study are described 
by Kanoglu (Kanoglu, 1997). 
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Figure 7. Definition sketch of the basin (not to scale). 

Experimental Study 

We performed a series of large scale laboratory experiment -in a 30m wide 
and 25m long basin- at CERC for a conical island. Conical island -60cm high, 
7.2m toe diameter and 2.2m crest diameter and 1 : 4 slope- was located in 
the middle of the basin as shown in figure 7. We varied the water depth, the 
solitary wave height, the horizontal length of the source and the eccentricities. 
We recorded the time histories of surface elevation at 27 locations and we 
measured maximum runup heights at 24 locations around the island. The 
experiments are described elsewhere in detail (Liu et al., 1995; Briggs et al., 
1994; Kanoglu, 1997). In most cases, the maximum runup heights are the 
largest at the front of the island and it decreases gradually toward the lee side 
of the island. Because of the collision of the two trapped waves, there is a 
drastic increase in the maximum runup height at the lee side of the island. 
Furthermore, in some cases as in figure 8, the maximum runup heights at the 
lee side of the island are larger than that of the front side. 

We compared the maximum runup heights and the time series of surface 
elevations predicted by the general method with the laboratory data. Com- 
parisons for the maximum runup and time histories of surface elevation are 
shown in figure 8 and 9 respectively. 
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Figure 8. Comparison between analytical solution and experimental results 
for maximum runup for two different waveheights H. 

CONCLUSIONS 

Comparisons between the analytical and experimental results are in good 
agreement for the maximum runup and the time series of surface elevation in 
both cases, i.e. the Revere Beach and the conical island experiments. For the 
conical island, we observe that the maximum runup height is largest in the 
front of the island and it decreases gradually toward the lee side of the island. 
Because of the collision of the two trapped waves, there is a drastic increase 
in the maximum runup height at the lee side. As suggested by Yeh (Yeh et 
al., 1994), our results also confirm the mechanism of catastrophe around Babi 
island. 
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CHAPTER 114 

OFFSHORE TSUNAMI PROFILES OBSERVED AT THE COASTAL WAVE STATIONS 

Toshihiko NAGAI1, Noriaki HASHIMOTO2, 
Kazuyoshi SHIMIZU8, and Fujio KITAMURA4 

ABSTRACT 

This paper presents offshore tsunami profiles observed by NOWPHAS 
(Nationwide Ocean Wave Information Network for Ports and Harbours) wave- 
measuring instruments installed at various coastal wave stations and 
tide stations in Japan. Included are wave profiles of damage-inflicting 
tsunamis generated by the 1993 Hokkaido-Southwest Earthquake, the 1994 
Hokkaido-Eastoff Earthquake, the 1996 Iri-Anjaya Earthquake, and other 
smaller recently occurring tsumamis. Also presented are characteristiscs 
and phenomena of interest clarifed through various analyses performed on 
observational data. 

Introduction 

Analysis of observed offshore tsunami profiles provides valuable 
information for clarifying their charactertics, which is essential for 
preventing disasterous consequences. Here, we present profiles of 
several damage-inflicting tsunamis which recently struck Japan, i.e., 
tsunamis generated by the 1993 Hokkaido-Southwest Earthquake on Jul.12, 
1993, the 1994 Hokkaido-Eastoff Earthquake on Oct.4, 1994, the 1995 
Hyogo-South Earthquake on Jan.17, 1995, and the 1996 Irianjaya 
Earthquake on Feb.17, 1996. Wave data was measured by NOWPHAS 
(Nationwide Ocean Wave Information Network for Ports and Harbours) wave- 
measuring instruments installed at various coastal wave stations and 
tide stations in Japan. Also presented are characteristics and phenomena 
of interest clarifed through various analyses performed on observational 
data. 
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Wave-Measuring Instrumentation 

Figure 1 shows the NOWPHAS wave observation network in Japan (Nagai 
et al., 1996,1994a) which is operated under the conspices of the Ports 
and Harbours Bureau of the Ministry of Transport (MOT) and its asso- 
ciated agencies including the Port and Harbour Research Institute (PHRI). 
This nationwide network of wave-measuring instrumentaion is the product 
of long-term intensive efforts directed at obtaining more precise and 
reliable coastal wave information for disaster prevention purposes and 
the planning, design, and construction of ports and other coastal 
structures. 

Nationwide Ocean lave 

inforratinn network for. 

Ports and HArbourS 

» 
..*. 

LtWND 

• lave Gauge Array • usw * U SW4-CWD 

Tower T 
Buoy 

Figure. 1 NOWPHAS Wave Observation Network 

Figure 2 shows three types of wave-measuring instruments employed 
in the NOWPHAS network: (1) The ultrasonic wave (USW) gauge, a widely 
employed instrument (jointly developed by the Kaijo Co. and PHRI in the 
1960s) which precisely determines wave surface elevation by measuring 
the time for an ultrasonic wave to travel between the seabed and water 
surface. (2) The current wave directional (CWD) gauge, a widely employed 
instrument (developed in the 1970s) which determines wave direction by 
measuring wave-induced horizontal current fluctuations along the seabed, 
and (3) The Doppler wave directional meter (DWDM), a newly employed 
instrument (jointly developed by the Kaijo Co., Marine Surveyors Associa 
-tion, and PHRI in 1995) which uses a single sensor to determine with 
sufficient accuracy the height, period, and directional spectra of waves. 
DWDMs have been installed at four coastal stations (Fig.1) (Takayama 
etal.,1995), and in the future are expected to be the main wave-meas- 
uring instrument employed under NOWPHAS. 

Figure. 2 USW, CWD, and DWDM Wave Gauges 
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Hokkaido-Southwest Earthquake OffshoreTsunami Profile 

Figure 3 shows 20 min of offshore wave records observed at coastal 
station No.8 Wajima (Sta.8) before arrival of the 1993 Hokkaido-South- 
west Earthquake tsunami. Shown are water surface elevation, horizontal 
current at the seabed in vector form, and the corresponding vector 
components of water velocity U(m/s) and water direction 9.   A USW 
installed at 50 m measures n   and a CWD installed at 27 m measures U and 
6.   Figure 4 shows corresponding records observed just after the arrival 
of the tsunami (Nagai etal.,1993,1994b,1995a), where it can be seen from 
the center line determined by low-pass filtering that distinct, long- 
period oscillations are generated in rj.   The wave current is also clear- 
ly affected as indicated by the long-period oscillations in the horizon- 
tal current vectors numerically determined using a triangular low-pass 
filter of 10s in length. 

St. 8  Waj i•a 1993   7       12 
1. 0 I  

<». <> ^MNWy*HM4>"W4 mtm\ »h**##| 

:.*,• """•' 
•.;    ;;,— _ 

£.. *<t *W'•!?. ••' '•-«••• '.   •           ?' 
Y.Z ;•[ i   -^Y>f*-:-"           '    '•'; •••-•^*SS-.r'' 5— -—rf • a  ;i/ J^spye**^ 

""":''": ?i\:':5?rY". £k 

Figure. 3 Offshre Wave Gauge Data before the Tsunami Attack 

Shown in Figure 5 are pair values of USW-measured filtered ri and 
CWD-measured differential change in seabed pressure p observed at Sta.4 
Akita before (left) and after (right) tsunaimi arrival; where for each 
case, 20 min of data are plotted at a sampling interval of 0.5s. Before 
arrival, most values are concentrated around the origin (rj =p= 0) 
indicating no long-period oscillations in rj or seabed current. In 
contrast, however, after the tsunami arrives they are concentrated along 
the line )?=p; thereby indicating long-period oscillations occur as 
expected under linear long wave theory. Taken together, these results 
confirm the reliability of the observed. 

Under linear progressive long wave theory, the following relation- 
ship should hold: 

U«., = U/2)(g/h)-,/2 (1) 
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Figure. 4 Offshre Wave Gauge Data after the Tsunami Attack 
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Figure. 5 Comparison of rj   and p 

where UM.X is the maximum horizontal water velocity at the seabed, 
ri/l   the amplitude of water surface elevation ()?M.X - ?»u)/2, 
g the acceleration of gravity, and h the water depth. These parameters 
are respectively plotted as pair values in Figure 6 for various wave 
stations over a 20-min period following the arrival of the tsunami. If 
eq. (1) is satisfied, then the plotted values should fall on the indi- 
cated 45 degree line. For standing waves, n =0 at the nodes (y-axis) and 
U=0 at the antinodes (x-axis). Considering the results, it appears that 
the observed tsunami is not completely progressive, but rather exhibits 
characteristics of standing waves due to the effect of wave reflection. 

Integration of current velocity over time gives the motion of water 
particles at the seabed, being shown in Figure 7 for 20 min before and 
after the tsunami's arrival at Sta. 8 with and without tide corrections. 
Motion is shown in the horizontal plane in which the x- and y-axis indi- 
cate directions East(+) and West(-) and North(+) and South(-). The 
effect of the tsunami is quite apparent, especially when considering 
tide effects. Note that the direction of the constant-velocity tidal 
current is shown before arrival, and that after correction it is 
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Figure. 7 Seabed fater Particle Movement 

properly accounted for. The amplitude of seabed particle motion due to 
the tsunami is shown to be about 50m, i.e., a distance much greater than 
can be explained by even the strongest wind-wave conditions. 

Figure 8 shows the low-pass filtered offshore wave profile n and 
tide record Z, before and until more than 6 hours after tsunami arrival 
as measured at Sta.8 (3km offshore), and the Wajima Port tide station, 
respectively. Upon tsunami arrival just after 0:OOLT, both records show 
a large peak which cannot be accounted for by the effects of wind or 
tidal motions. In addition, short-period oscillations less than 10 min, 
i.e., such as those clearly shown in v , cannot be observed in tide 
records due to the occurrence of low-pass-filter effects in the 
measuring instrument's seawater drain tube; thereby demonstrating the 
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necessity for deploying    offshore wave-measuring instrumentation. 
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Figure. 8 Comparison of Offshore Wave Profile and Tide Record 

Hokkaido-Eastoff Earthquake Offshore Tsunami Profile 

Figure 9 summarizes the heights and periods of the tsunami gen- 
erated by the 1994 Hokkaido-Eastoff Earthquake as observed along Japan's 
Pacific Ocean coast by NOffPHAS wave-measuring instrumentation (Nagai et 
al., 1995b,1995c). Individual tsunami waves was defined by the zero-up- 
cross method. A "*" denotes wave station data while all other data is 
from tide stations. Note that individual tsunami waves show a long 
period of about 40 min. 

3:01)  0:00  1:00 IM     3:00  4:08  5:00  6.00 

Figure. 9 Tsunami Heights and Periods of the 1994.10 Earthquake 
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Figure 10 shows a continuous offshore profile n of the tsunami as 
observed at Sta.19 off Tomakomai Port at a water depth of 18.5 m. This 
data was obtained as part of a continuous offshore long wave observation 
project conducted in Oct.1994 by the Tomakomai Port Construction Office 
of the Hokkaido Development Agency in order to investigate a port 
resonance problem caused by long waves. Although n is low-pass filtered, 
clearly distinguishing the tsunami from wind waves and tides is 
difficult due to the presence of waves with significant wave heights of 
more than 2 m and a large range of tidal motion. Nevertheless, when 
these observations are considered in conjunction with those in Figure 10, 
this confirms the presence of tsunami-generated waves with very long 
periods of 30 to 80 min. 
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Figure. 10 Tsunami Profile of the No. 7 Tomakomai Port 

Figure 11 also shows continuous tsunami wave data observed by tide 
and offshore wave stations at Sta.20 Mutsu-Ogawara for the tsunamis 
generated by the Hokkaido-Eastoff and 1994 Sanriku-Faroff(Dec.28,1994) 
Earthquakes. Also shown are the predicted tides, as well as seabed 
horizontal current vectors for the Hokkaido-Eastoff tsunami. 

The results of applying frequential spectral analysis to the data 
in Figure 11 are presented in Figure 12, which shows corresponding power 
spectra and the response functions of the wave and tide gauges for each 
tsunami. Note that both tsunami show the same correlation between their 
wave and tide spectra; thereby indicating accurate and reliable measure- 
ments even under transient, unstable conditions caused by a tsunami. 

Figure 13 shows the results of a spectral correlation analysis 
between rj and Z power spectra determined from observation data of the 
Hokkaido-Eastoff tsunami. Coherence and phase values indicate high 
stability for measurements at frequencies less than 10~sHz, which 
includes the frequency range where dominant tsunami energy exists. 

Shown in Figure 14 are corresponding results for spectral correla- 
tion analysis between n and the two vector components of seabed hori- 
zontal current velocity u and v, where u is the east-west (on-off shore) 
direction and v the north-south (longshore) direction. 

Evaluation of the respective coherence and phase values indicates 
consistent results with those shown in Figure 13. 
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Figure 15 shows pair values of u and n (g/h)~1/z plotted over three 
15-min periods in which the first-arriving individual Hokkaido-Eastoff 
tsunami wave was observed by Sta.20, where the values should fall on the 
straight line passing through the origin under linear progressive wave 
theory. In this case, the difference between the observation depth of 
the USW (50m) and CWD (28m) gauges is accounted for. A comparison of 
observed values indicates the presence of standing wave characteristics 
at the early stage of observation due to wave reflections off the coast. 

Figure. 15 Relation between ri   and U for the First Tsunami Wave 

Continuous-observed offshore wave profiles provide a good benchmark 
from which to evaluate numerical models for simulating tsunami 
characteristics. Figure 16 compares observed wave/tide station T?/Z and 
u of the Hokkaido-Eastoff tsunami obtained at Sta.20 with those cal- 
culated by a numerical simulation model of 3 km grid based on linear 
long wave propagation characteristics(Aida, 1962), and the initial seabed 
movement determined by the DCRC-3b model (Table 1) developed at the 
University of Tohoku. Good agreement is present for all three measured 
parameters, possibly being due to employing a grid size that is relative 
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-ly small  compared to tsunami wave  length with a 40-min period. 

Table.   1    The 1994 Tsunami Model   (DCRC-3b Model  by Univ.   of Tohoku) 
Origin of Fault 4:|.2I0°A', 146.120°/'; 

Length MUJbii 

Widelli Itthn 
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Figure.   16 Comparizon of  the Observed and Calculated Tsunami  Profile 

Hyogo-South Earthquake Tsunami Profile 

The city of Kobe and its surrounding region suffered tremendous 
damage and loss of life when the 1995 Hyogo-South Earthquake stuck 
during the early morning hours (05:47). Figure 17 shows USW-measured off 
-shore wave profile before and immediately after striking as observed by 
Sta.36 Kobe, where amplitudes of several centimeters and periods of 1 or 
2 min are indicated by the low-pass-filtered line, i.e., most of the 
earthquake's energy was expended on land areas such that its effect 
generated only slight movement of the seabed. 
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Figure. 17 The 1995 Hygo-South-Earthquake Tsunami Profile 

Irianjaya Earthquake Tsunami Profile 

Figure 18 shows the wave profile of the tsunami generated by the 
1996 lrianjaya-Earthquake as observed by Sta. 31 Habu (USW, 50 m) and 
PHRI (USW and tide station) at the entrance to Tokyo Bay 50 km distant. 
The tsunami arrived at the bay entrance 20 to 30 min after initial 
observation at Sta.31, which indicates that continuous observation and 
monitoring of offshore waves at this offshore station would allow 
predicting the strike time and provide an early warning for the Tokyo 
area. Note that the maximum wave heights are about 10 and 70 cm, respec- 
tively, with this amplification in height being due to topographical 
resonance effects. 
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Figure. 18 The 1996 lrianjaya-Earthquake Tsunami Profile 

The results of applying frequential spectral analysis to the data 
in Figure 18 are presented in Figure 19, where a distinct resonance peak 
is apparent and indicates that amplification occurs in the frequency 
band of 0. 9*10"3 and 1.5*10~3Hz (T = 18.5 and 11 rain). 
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Figure. 19 Frequential Spectra of the 1996 Irianjaya-Earthquake Tsunami 

Summary 

We have analyzed selected wave profiles and associated data of 
large, recently striking tsunami as observed by NOWPHAS offshore wave- 
measuring instruments and harbor tide stations throughout Japan. As a 
result of our analysis, several tsunami characteristics and phenomena of 
interest have been clarified, and through our better understand we can 
expect to improve observation capability. To fully understand the 
characteristics of tsunamis and long waves, however, the data acquisi- 
tion system of NOWPHAS must be reconfigured to a more continuous observa 
-tion scheme as wave observations are at the present time only performed 
for 20min every 2h. Efforts to realize such an observation system are 
now in progress (Nagai etal., 1995d). 
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I. ABSTRACT 

Tidal waves or tsunamis are long water waves of small steepness generated by 
impulsive geophysical events of the seafloor or by coastal landslides. Whereas 
their coastal evolution is now well-understood, their generation is not. Until 
recently (Tadepalli and Synolakis 1994a, 1996), numerous anecdotal records of 
historic tsunamis where shorelines significantly retreated before the tidal waves 
advanced up the coastline have been disregarded; the prevailing paradigm for 
tsunami studies is the modeling of the evolution and runup of a single-hump 
leading-elevation waves which offshore have solitary-wave profiles. We propose 
a model for the leading-wave of tsunamis to explain why the coastal manifesta- 
tion of most tsunamis suggests a leading-depression N-wave, a waveform which 
causes the shoreline to recede before advancing up the beach. Farfield, we use 
the Korteweg-De-Vries equation, and we find that N-waves of geophysical scales 
do not fission over transoceanic propagation distances and no leading solitary 
waves emerge. Nearshore, we use shallow water theory to calculate the evo- 
lution and runup of emerging non-breaking waves, and we observe that they 
evolve according to Greens' law (Green, 1837, Lamb, 1945, Synolakis, 1991). 
We discuss the effects of certain ground deformation parameters and provide 
one application of our theory by modeling the Nicaraguan tsunami of September 
1, 1992. 

II. INTRODUCTION 

The study of the generation, evolution and coastal effects of tidal waves 
is one of the classic problems in coastal engineering. Tsunamis are generated 
by impulsive geophysical events such as submarine earthquakes, volcanoes and 
landslides. The understanding of their coastal effects has progressed consider- 
ably in the last four years, both due to detailed field observations of tsunami 
inundation (Satake et al, 1993, Yeh et al, 1993, Synolakis et al, 1994, Imamuraet 
al, 1995) and due to the availability of large scale laboratory data (Briggs et al, 
1994 and 1995), all of which have helped validate inundation calculations in hy- 
drodynamic models. Yet, the process of tsunami generation is less-understood, 

T Environmental Fluid Mechanics Laboratory, Department of Civil Engg., 
Stanford Univ., Stanford, CA 94305-4020. 
* Associate Professor, School of Engg., Univ. of Southern California, 
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and only very recently there has been an effort to understand the effects of seis- 
mic parameters on the leading-wave evolution at generation (Geist and Yash- 
ioka, 1996). In fact as Tadepalli and Synolakis (1994) showed, the sign of 
the leading-wave which is a reflection of the direction of ground motion is of 
paramount importance in the determination of coastal effects. 

Several recent earthquakes in Nicaragua [Sept. 1, 1993], Flores, Indone- 
sia [Dec. 12, 1992], Okushiri, Japan [July. 7, 1993], East Java, Indonesia 
Jun. 6, 1994], Kuril Islands, Russia [Oct. 4, 1994], and Mindoro, Philippines 
Nov. 14, 1994] have produced tsunami waves which caused nearby shorelines 

to first recede before advancing. These observations have challenged further 
the prevailing paradigm for studying the coastal effects of tsunamis, i.e., the 
canonical model of a Boussinesq solitary wave profile propagating over constant 
depth and then climbing up a sloping beach (Liu et al, 1991). To quantify 
the persistent field observations and tsunami folklore, a class of water waves 
referred to as N-waves have been proposed (Tadepalli and Synolakis, 1994a) for 
nearshore-generated tsunamis, and it was observed that at least for three dif- 
ferent types of N-waves, leading-depression N-waves climb up higher on sloping 
beaches than leading-elevation N-waves with the same leading-wave amplitude. 
They also derived asymptotic relationships referred to as runup laws, whose util- 
ity was recently demonstrated (Geist and Yoshioka, 1996) to supplement numer- 
ical computations for a Cascadia Subduction Zone giant earthquake. However, 
unresolved questions persist as to the long-distance hydrodynamic stability of 
these waves. Also, given the uncertainty associated with inferring the seafloor 
displacement from distant strong-motion records (Yamashita and Shato, 1974) 
there is little understanding as to the relative effects of the vertical deformation, 
of the deformed or of the relative magnitudes of subsidence and uplift, forcing 
laboratory modelers to work exclusively with solitary waves or periodic long 
waves, and numerical modelers to routinely introduce arbitrary large "amplifi- 
cation" factors to fit their results to runup field observations. We will attempt 
to address these questions here, by first deriving an initial sea-surface profile 
for the leading wave of a tsunami from a specification of the sea-bottom de- 
formation and by demonstrating that this profile encompasses as special cases 
all N-wave like and solitary wave like profiles used in earlier studies (Synolakis, 
1987, Tadepalli and Synolakis 1994a, Carrier, 1993). We then will discuss their 
stability with respect to fission in far field evolution, and we derive nearshore 
evolution relationships. We will then obtain asymptotic estimates of the relative 
effects of some generation parameters on the runup of non-breaking waves. 

We therefore propose as a model for the leading wave of tidal waves the 
following normalized waveform, 

V(x) = {£g.H).{x - X2)sech2[7(x - 9)}\t=0 (2.1) 

where 7 = JSHpo/A, 0 = Xi + ct, L = Xi — X?, c — 1 and p0 is a steepness 
parameter. We have nondimensionalized all variables with the offshore depth 
d, and in this normalization, c — 1. £g < 1 is a scaling parameter defining the 
crest amplitude introduced only for reference to ensure that the wave height 
(2.1) is Ti; £g can be chosen to fit desired field-inferred surface profiles. H 
and the wavelength of the profile inferred from (2.1) are vertical and horizontal 
measures of the ground deformation respectively. 

When the crest of the wave at generation is ahead of the trough, we will 
refer to this wave as a leading-elevation N-wave (LEN); when the trough starts 
propagating ahead of the crest, we will refer to these waves as leading-depression 
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N-waves. As suggested by Carrier (1993), multi-lobe waves similar to (2.1) can 
be described by combinations of Gaussian profiles; we prefer (2.1) because it 
allows direct derivation of asymptotic results. Here, for brevity, we will refer to 
all multilobe waveforms as N-waves. We will also use the qualifier non-breaking 
to refer to waves which do not break in the specific evolution problem, and 
we note that the same leading wave which evolves to its maximum penetration 
without breaking on a steep beach may break on a gentle beach; in the steepness 
range of geophysical interest the leading waves of most tsunamis do not break 
on most natural beaches*, but they may break when advancing up rivers, during 
overland flow, or when focused on headlands. 

III.   TIDAL WAVE GENERATION 

To motivate the generation of N-waves and our particular choice of the 
initial profile, consider the normalized linearized shallow-water equation (LSW) 
for propagation over constant depth, long believed as the physically realistic 
generation approximation (Tuck, 1972, Carrier, 1966) i.e., 

%t - f]xx = Kt, (3.1) 

and we consider the following seafloor motion, 

2£M 

7 
-tanh[7(x - 6>)] (3.2) 

where ho(x,t) is the ground motion, measured from a horizontal datum. Most 
submarine earthquakes are bipolar, and ho(x,t) is a motion with both a sudden 
uplift and subsidence such as would occur with a normal or oblique thrust 
fault. In nature, the ground deformation would stop quickly after the rupture 
and the deformation would not propagate indefinitely as the definition of h0 

suggests. Nonetheless, since our objective is only to determine an initial profile 
valid only for short times, the above ground deformation is adequate. It can 
be verified directly that (2.1) is an exact solution of the equation (3.1) with 
ground deformation given by (3.2). The ground deformation that generates a 
leading depression N-wave is shown in figure 1. Other ground motions (Tuck, 
1972, Carrier, 1966) would also produce multi-lobe waves, but not of the same 
mathematical form; the advantage of the ground deformation h0 in (3.2) is that 
it allows for the explicit evaluation of the nearfield and farfield effects in terms 

t Since quite often tsunamis/tidal waves are reported in the press as giant walls 
of breaking water, we quote from the Proceedings of the 1979 NSF Workshop 
on Tsunamis, reported by E.O. Tuck and P. L.-F. Liu who wrote, "of course the 
physical mechanism has nothing to do with astronomical tides, but the common 
term "tidal waves" surely arose because most tsunamis are quite satisfactorily 
described as giving the appearance of a 'fast-rising' tides ... we should be pleased 
that it (the term tidal wave) provides a correct picture of what actually happens 
... A near vertical moving wall of water as in movies like the Poseidon Adventure 
is unlikely to occur in the open ocean and it is the exception rather than the 
rule for coastal impact of tsunamis." Therefore we will resurrect the term tidal 
wave and use it interchangeably with the term tsunami. 
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of simple and intuitive asymptotic formulae. 
To appreciate the range of surface profiles that (2.1) describes, figure 2(a) 

compares a classical Boussinesq solitary-wave profile with the surface profile 
obtained by (2.1), and for reference, with an isosceles* leading-elevation (LEN) 
wave with the same leading wave steepness po — 1 and a Gaussian profile sug- 
gested by Carrier (1993). Figure 2(b) shows leading-depression (LDN) profiles 
generated by equation (2.1) for a fixed H and different values of L and, for 
reference, an isosceles LDN and a combination of Gaussian profiles (Carrier, 
1993). 

As an initial condition we will use the N-wave of (2.1), and then we will 
solve the the Korteweg-De-Vries equation to calculate transoceanic propagation 
over constant depth. Once the wave arrives nearshore, we will use the LSW 
equation (Liu, 1991); it is well-established that for the non-breaking waves we 
are considering here, dispersive effects do not have sufficient time to manifest 
over the relatively short propagation distances on a sloping beach. We will 
show that both LDNs and LENs evolve according to a relationship equivalent 
to Greens' law (1837). Finally, we will provide results for the maximum runup 
and we will discuss the relative importance of certain generation parameters. 

IV. PROPAGATION DISTANCE FOR SOLITARY WAVE 

EVOLUTION 

Since, we are most interested in the the effective propagation distance over 
which the leading solitary waves emerge, we propagated LDN waves by solving 
the KDV equation numerically (Synolakis, 1990). The prevailing paradigm 
would suggest that leading solitary waves should emerge rapidly, and therefore 
the leading tidal wave attacking nearby coastlines would be a solitary wave. 
LDN waves with geophysically-realistic initial height-to-depth ratio of 0.001 
were practically unchanged after a transoceanic propagating distance of 2000 
depths (see figure 3 (a)), indicating the hydrodynamic stability of N-waves and 
explaining anecdotal reports of LDN waves striking Hawaii after the Chilean 
1960 event. No distinct solitary waves emerge even when LDN waves with 
initial height-to-depth ratio of 0.01 (much larger amplitude than a possible 
transoceanic tsunami) are propagated through twice the typical transoceanic 
distances, of about 4000 depths (see figure 3 (b)). 

V. COASTAL EVOLUTION OF N-WAVES 

We will now solve the propagation problem described by linearized shallow 
water equations (LSW) for variable depth ho(x), i.e., 

T]u - {'qxh0)x = 0 (5.1) 

normalized with the offshore depth d as the characteristic length scale, and 

* Isosceles N-wave is a wave with equal peak and trough heights. 
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Jg/d as the time scale, ho{x) = x/cot/3, when x < cot/3 and h0(x) = 1 other- 
wise. It is widely believed that these equations describe the essential physics of 
the coastal tsunami evolution problem well (Liu et al, 1991). When the incident 
wave from infinity is of the form /f^ $(w)e_8W'c?w, then the transmitted wave 
to the beach is given by : 

W'V-V-o,    J0(2Wcot/?) - *J1(2wcot)9) ' {b-2) 

where $(w) is the transform function of the incoming wave. When x = 0, R(t) = 
7/(0, i) and its maximum value R is the maximum runup i.e., the elevation above 
the shoreline at the point of maximum penetration of the wave. Carrier (1966) 
and Synolakis (1987) have proved the runup invariance between linear and non- 
linear theory, and it has been repeatedly (Synolakis, 1991, 1993) shown that 
linear theory describes well the evolution of the maximum height of long waves 
which offshore had a Boussinesq solitary-wave profile. Therefore, without loss of 
generality, we will use linear theory for non-breaking waves we are considering 
here, to calculate the evolution of the wave height and the maximum runup. 

The transform $(w) of (2.1) is obtained through contour integration (Tade- 
palli and Synolakis, 1994a) along a semi-circular contour in the upper half plane 
and is given by : 

The evolution of this wave is obtained by substituting equation (5.3) into equa- 
tion (5.2). We write r)(x,t) = Fi(x,t) + F2(x,t) + F3(x,t) and introduce 
9 = X1-X0- ct. Then, 

iu>6 
v f    *     A£e r fx ^sh(^)J0(2u;VSo)e- 
Fi(x.t) = —L T ,   \r . . T .„   v .   du>. (5.4) 

Noting that JQ{Z) — iJ\(z) is entire in the upper half-plane (Synolakis 1988, 
Tadepalli and Synolakis, 1994b), we use contour integration and compute the 
Laurent expansion to obtain : 

F (x t) - ^ 2j;^(-ir+1^o(4n7V^o)e-^ 

where -ys = JdTi/A.  Using the asymptotic expansions for the modified Bessel 
functions (Abramowitz, 1970), we approximate F\ by 

If! ^2        TO Fi = i£°Lijn E (-ir+v-2^\ (s.e) 
6 n '     n=l 

where <f>' = X\ + X0 — ct — 2^/xX0. Similarly we find that 

1/4 
n=l 

F3(x,t) = -~^l E (-l)"+1e-2^', (5.7) 
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Air2E   °° 
F3(x,t) = - ££an (5.6 

SlsPo n=1 

where, 

a,_+2n7iv / ) J\  ) sinh2(f^) \ /(t 
cosr 

an =    lim .(w - 2n7i)2/(^)eswff x   ,  ^/J^ U + »w0 + ^^ j> ,       (5.9) 

with. 

r<  ^ .._, J0(2a;v/^Xo) 
/M~ J0(2^X0)-zJ1(2u;Xoy 

(5'iUj 

On further simplifying we find that 

_2j-rrVM3 

and therefore, 

{|_2„^je-W, (5.11) 

where js — J3H/A.  Using the asymptotic expansions for the modified Bessel 
functions (Abramowitz, 1970), we approximate F\ by 

1 c ^2      oo 
Fl = T£°Lh& £ (-1)n+1"e_w> (5-13) 

n=l 

where </>' = X\ + X0 — ct — 2\fxXo. Similarly we find that, 

oc -, oo 

F,(x,t) = -^ITJ £ (-l)"+1e-2^', (5.14) 
VPO" n=l 

and 

4x2F   °° 
/?3(a;,i) = -Z-^X)0» (5-15) 

where, 

cosr 
a„ ^ll/^,^^ - = Jfe<w - 2»7i)VHe- x -^ |1 + ^ + -^ ^      (5.16) 

with, 
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f^      Jo(2uX0) - IJX{2LOX0) ' ^•17^) 

{^-2«7^}e-2^', (5.18) 

On further simplifying we find that 

  2(-l)Vp0 f3 

and therefore, 

Summing (5.13), (5.14) and (5.19) and evaluating the series expansions, we 
obtain 

rj(x, t) = r]0 [7d0sech2(7^') + -e-^'sech(7<//)] (5.20) 

where i/o = 4£fl7s/(3y^/i1/4), 7s = y/sH/i, <j> = Xi + cot/? - rf, </-' = <j> - 
2\/xcotf3 and do = L — <f>'. Note that only 7/0 depends on the local depth h. 
Solving drj/d<j)' = 0, the extremum i]ext for any location x, we obtain 

,»?ext(a;)|_ Fjl^'J /-91x 
I    w     I-      A1/4 ^-^ 

where ^ is the phase corresponding to »7ext- Therefore for any given initial LEN 
or LDN wave, ?7ext is independent of L and depends only on the local depth h. 
N-waves are therefore seen to evolve far from the shoreline in a manner similar 
to what is referred to as Greens' law (Green, 1837, Lamb 1945, Synolakis, 1991) 
whether a leading-depression or leading-elevation wave. 

VI.   RUNUP OF N-WAVES 

To calculate the maximum runup, the maximum of equation (5.2) at x = 0 
has to be evaluated; proceeding as in the previous section, we find that 

00 , -1 •. 

,(0,t) = Ro £ (-1)"+V   2ni(L -<f>) + -\ e"2^, (6.1) 
n=l *• Ai 

where R0 = ^£g^
2(2Trcot(iy /p^ . Here, we compute the maximum runup of a 

N-wave (2.1) explicitly; in Tadepalli and Synolakis (1994a), only an upper limit 
had been calculated. We first note that the phase <f>m at the extremum runup 
satisfies 

3(L     ^-^Hrnie-^.1 (6-2) 
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Denoting 

oo 

S(<t>m) = £ (-l)n+1nh-2n^, (6.3) 

we rewrite the equation for 4>m as 

dS(cf>m)        35'(</>m) 
2{L - <f>m) 

(6.4) 

Solving for S((j>rn) for LDN (L — (j>m > 0), we find that S((j>m) — S0(L — </>m) 2. 
We then note that 

/oo 

S(<f>m)d<f>m = £ (-l)n+Ve-
2n,*» (6.5) 

and obtain the maximum runup of a non-breaking leading-depression N-wave, 

R = 3.3£>| Q(L,7)Rsoi. (6.6) 

Here Rsoi is the runup of a Boussinesq solitary wave of the same 7i, and (6.6) is 
asymptotically close to runup law for solitary waves given by Synolakis (1987). 
This is reassuring; as figure 2(a) shows in the asymptotic limit LEN profiles 
describe solitary waves, for example when L = 30, £g = 0.032,(5 !==> 10 and 
Po = 1. 

This relationship (6.6) referred to as the N-wave runup law is valid when 
47cot/3 » 1 for non-breaking LDN waves. The limiting wave amplitude for 
the validity of the above runup law can be obtained from the non-linear shallow 
water theory using Carrier and Greenspan hodographic transformation (Carrier, 
1958) and is the same amplitude as outlined in Tadepalli and Synolakis (1994a) 
for p0 = 1. Q(L,^f) has to be determined numerically, but to the same order of 
approximation as (6.6) and over a wide range, Q varies linearly with L. 

As examples, figures 4(a) and 4(b) show the variation of maximum runup 
with L and 7i respectively. Clearly in the region of physical interest the runup 
increases almost linearly with Tt. 

Figure 5 shows the maximum runup variation with the crest-to-trough 
heights ratio; this parameter is uniquely determined from (2.1) through H, L 
and po. Notice that the maximum runup decreases from the isosceles N-wave 
limit to the solitary wave limit as the crest-to-trough ratio increases, consis- 
tent with the earlier observation that LDNs and LENs climb further than the 
equivalent solitary waves of the same 7i and steepness. 

VII.   DISCUSSION 

We have presented a model for the leading wave of tsunamis, encompassing 
as special cases waves similar to the Boussinesq solitary wave profiles, N-waves, 
and the certain combinations of Gaussian profiles (Carrier, 1993). The func- 
tion can be fully described by specifying the crest amplitude 7i, the steepness 
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parameter p0 and L, and it includes the individual classes of N-waves outlined 
earlier by Tadepalli and Synolakis (1994a). 

Our conjecture is that tsunamigenic faulting generates multi-lobe waves, 
and that the leading wave of the tsunami is important for estimating coastal 
effects, at least along open coastlines. Most physically realistic tsunamis retain 
their overall N-wave character even after transoceanic propagation. Nearshore- 
generated tsunamis do not have sufficient propagation distance to fully evolve, 
and their nearshore manifestation is almost invariably N-wave like. We found 
that the maximum runup decreases as the ratio of trough height-to-crest height 
decreases, confirming that the dip angle is an important parameter for tsunami 
characterization, as suggested by Yamashita and Shato (1974) and Geist and 
Yashioka (1996). 

The two-dimensional character of the generation region limits the appli- 
cation of our proposed model, even though the canonical model itself is two- 
dimensional. We do note, however, that two-dimensional SW propagation mod- 
els are still used extensively by oceanographers for calculating wave evolution 
and runup of wind-generated swell (Raubenheimer et al 1995, Raubenheimer 
and Guza, 1996), a wave motion presumably much shorter than tsunamis. 

Nonetheless, we are reluctant to draw excessive physical conclusions other 
than claim that our initial profile provides a conceptual framework for anal- 
ysis and for explaining certain field observations qualitatively, or even certain 
local numerical calculations as demonstrated by Geist and Yashioka (1996). 
Yet, we did perform simple calculations using our model in one of the recent 
tsunami catastrophes, where the coastal topography allowed it. One segment 
of the pacific coastline of Nicaragua is a 73km long with almost uniform plane 
beach slope (cot/3 = 33.18), fronted by a continental shelf. This simplicity has 
allowed the use of two-dimensional numerical shoreline models coupled with 
three-dimensional offshore propagation models to calculate the runup and inun- 
dation. Figure 6 shows a comparison between the numerically generated surface 
profile for the Nicaraguan tsunami with that of equation (2.1), at the time when 
the wave reaches the toe of the beach (Titov and Synolakis, 1993, Satake, 1995). 
The measured and numerically computed maximum runup values were 6m±2m, 
while the runup law (6.6) predicts 3.5m. 

We envision our model being applied for first-order estimates of tsunami or 
tidal wave inundation, as the realistic alternative to the solitary wave model. 
Given an approximate seafloor deformation area and an average seafloor dis- 
placement and the known dip angle of a fault, the parameters £g^,7i can be 
estimated, and our N-wave model can provide an initial condition for numerical 
computations. It can also provide an estimate of the runup through the runup 
law (6.6), when the coastline is fronted by a fairly uniform beach. The runup 
of a real tsunami may vary substantially in the longshore direction due to lo- 
cal topographic features, yet the model will provide respresentative values for 
preliminary design purposes. 
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Figure 1   Bottom displacement (3.2) that describes leading depression N- 
wave (2.1) for Xi = 262.5 and 7 = 0.014. 
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Figure 2(a) Comparison of Boussinesq solitary profile (-•-), N-wave soli- 
tary profile (-) (L=30, Sg =0.032), Gaussian profile (- -) and leading elevation 
isosceles N-wave (••) 

Figure 2(b) A family of leading-depression waves generated by N-wave (-) 
for L — 8,4,2, l;po — 1, combination of Gaussian profiles (- -) and leading- 
depression isosceles N-wave (••) generated with L = 0,po = 1- 
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Figure 3(a) LDN N-wave generated by equation (2.1) for {X\ = 190, X2 = 
200,7i = l.E - 03) propagated by KDV to 2000 depths. 

Figure 3(b) LDN N-wave generated by equation (2.1) for {X\ = 98, X2 — 
100, H = l.E - 02) propagated by KDV to 4000 depths. 
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beach using N-wave [equation (2.1)] with L = 9, Eg = 0.4823 and 7S = 0.015. 
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CHAPTER 116 

LONG-PERIOD OSCILLATIONS IN A HARBOUR 
CAUSED BY TYPHOON 

Wataru Kioka1 

ABSTRACT 

A nonlinear model for predicting the resonant oscillations in a harbour due to 
typhoon is developed and its validity is evaluated through the comparisons with filed 
measurements obtained in Yui Fishery Harbour facing Suruga Bay in Japan. The 
numerical model is based on a time domain solution of Boussinesq equations 
proposed by Nwogu(1993) with an additional Forchheimer resistance term in the 
momentum equation to take account of the reflection characteristics of permeable 
seawalls in the field. It is shown that the numerical model predicts well the low- 
frequency oscillations inside the harbour exited by incident wave groups. 

1. INTRODUCTION 

Excessive long-period oscillations are often observed in relatively small harbours 
along sea coasts when typhoons or atmospheric low pressures pass over sea area. 
Such oscillations often lead to the breaking of mooring lines and the flooding on the 
wharf. Recent filed observations reveal that locked or bound long waves 
accompanied by incident wave groups have relevance to large oscillations in a harbour 
(e.g., Okihiro et al., 1993). The resonance phenomena due to such infragravity 
forcing are essentially nonlinear as the locked long waves exist under wave groups 
through nonlinearity. In this study, a nonlinear model for predicting the low-frequency 
oscillations inside a harbour due to the typhoon is developed using the Boussinesq 
equations. The validity of the model is evaluated through the comparisons with field 
measurements obtained during Typhoon in Yui Fishery Harbour facing Suruga Bay in 
Japan. 

2. MATHEMATICAL MODEL 

Professor, Dept. of Civil Eng., Nagoya Institute of Technology, Nagoya, 466 Japan. 

1491 
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dr3-Porous Layer; 

WAVE 
•/// 

Wave Generator y    ! 

Sponge Layer 

Fig. 1    Sketch of numerical model 

2.1    Model Equations 

The numerical model is based on a time domain solution of Boussinesq equations 
proposed by Nwogu (1993) with an additional absorbing term in the momentum 
equation and a source generation term in the continuity equation (Brorsen and Larsen, 
1987) : 

£+V-[(£+ /»)«] 

+ V-[(iz„2 -I^)/?V(V-H) + (za +l/r)fcV{V•(/»)}]-£/• =0      (1) 

«(+(H.V)« + gVC+^za
2V(V.H() + zaV{V-(H)} 

+ /s M + za
2V-(V.«) + zaV{v.(/m)} I- 2 

.2 
0 (2) 

where £(x,y)is the water surface elevation, u{x,y,t) is the velocity at an arbitrary 
elevation z = za(x,y), u" is the vertical source distribution extending from the bottom 
to free surface, and fs(x,y) is the distribution function for the sponge layer. The 
instantaneous horizontal volume flux of the source distribution is included only in the 
continuity equation, provided that the weak nonlinearity represented by the ratio of 
wave amplitude to water depth, e - a0 /h0, is in the same order of magnitude as the 
frequency dispersion represented by the square of the ratio of the water depth to 
wavelength, ju2 = (h0/l0)

2. The distance za is determined using an error-minimizing 
criterion for the dispersion relation. Following Nwogu (1993), the elevation za is set 
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Fig. 2   Definition sketch of porous structure model 

to be - 0.53/z. On the upwave control boundary and sides of the computational 
domain, all outgoing waves are absorbed by using sponge layers and applying the 
Sommerfeld radiation condition at the outer boundaries of the sponge region (see Fig. 
1). The radiation condition is prescribed from the linear long wave theory. The 
function fs(x,y) varies linearly over the sponge region, i.e. increases linearly with the 
distance from fluid boundary lines, so that local disturbances due to the sponge layers 
are kept to a minimum. A harbour with fully reflective boundaries is treated as the 
solid walls. 

2.2    Modeling Porous Structures 

For the cases of partially reflective boundaries, the Boussinesq equations (1) and 
(2) are further modified to account for the reflection characteristics of permeable 
seawalls, assuming Forchheimer resistance law for the fluid motion in porous 
structures, as in the forms (Kioka et al., 1996) 

£+v-[(<r+%P] 

\iz°2 -i/,2Hv-Hp)+(^ +^Hv-vH>)}]=0      (3) 

"P, +^v(«P
2)+gv^ +|[lZa

2V(V-«P,) + zQV{V-(teP/)}] 

(4) + a i^2v(v-«p)-fzKv{v.(K)} +/KI»P = ° 

where wp is the discharge velocity vector at the distance za in porous structures, x 

is the porosity, r is the inertial coefficient given as r = 1 + /c(l - X) with K being the 
added mass coefficient, a and /? are the linear and nonlinear damping coefficients in 
the unsteady Forchheimer equation, respectively. The flow in the porous domain is 
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0.05 0.10 

Fig. 3    Reflection coefficients (A = 4.0m) 

0.15 0.20 
B/L0 

assumed irrotational. The damping coefficients a and p are respectively given after 
van Gent (1995) as 

a = 1000 
{l-Xf 

D2 

"^hh. 
(5) 

(6) 

where v is the kinematic viscosity coefficient, D is the mean grain size of the 
material of the porous media, and KC is the Keulegan-Carpenter number. The 
contribution of the added mass to the total inertial resistance is assumed to be 
disregarded ( r = 1). 

The damping coefficients of porous structures cannot be exactly determined from 
the field measurements, as methods for evaluating these coefficients of large blocks 
are, at present, not fully established. In the numerical analysis, the porosity X is 
adjusted to suit the observed reflection coefficients while the damping coefficients 
a, p are held fixed. Fig. 3 shows the computed reflection coefficients KR as a 
function of the ratio of the thickness of porous body B to the deepwater wavelength 
L0, using sinusoidal waves in the constant water depth of h = 4.0 m. The coefficients 
KR are simply given as the ratio of the maximum wave height measured in front of 
the porous structure to the incident wave height. For example, in the case of wave 
period T - 9.5 s and B = 20 m, the porosity X = 0.4 approximately gives KR - 0.4, 
according to Fig. 3. The energy dissipation of the incident waves due to the porous 
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the porous structure, however, decreases with the increase of the water depth. In the 
case of h - 6.0 m, KR nearly equals 1.0 in the range of X > 0.4 and B/L0 < 0.2 . For 
porous structures in relatively deep water depths, the reflection coefficients are 
underestimated even when using an unrealistic value of the porosity X. In the deeper 
water depth, the thickness of the porous structure 2? is then taken longer than the 
actual width of the wave-dissipating blocks in the field. The wider porous body leads 
to better agreements with the observed reflection coefficients, but yields slightly 
different reflection characteristics of the short waves. 

2.3 Numerical Scheme 

The equations (l)-(4) are numerically solved using a finite difference scheme. The 
spatial derivatives in one direction are approximated using 5grid-point centered 
differences with fourth-order accuracy, leading to a truncation error that is small 
relative to all retained terms in the equations. Although the finite difference 
approximations of the xy-, xxy- and yyx -derivatives can be respectively 
approximated with fourth-order accuracy using 3grid-point centered differences per a 
direction, 5grid-point approximations are adopted here in order to avoid numerical 
instabilities. For the temporal integral, an iterative scheme based on the 3rd-order 
Adams-Bashforth-Moulton method is employed. The water surface elevation C, can 
be obtained explicitly. As the velocity component in the x -direction it is solved by 
calculating matrices, the derivatives of the component in the y -direction v can be 
treated explicitly for the sake of efficient calculations. 

The directional spreading of incident wave energy has a significant influence on 
the long-period oscillations, and thus must be taken into account for the quantitative 
prediction. The wave condition at the upwave boundary is then specified in terms of a 
directional wave spectrum. The single direction per frequency method is used to 
describe the first-order water surface elevations with the parametric cosine power 
function for the directional distribution. Since the contribution of second-order waves, 
especially sub-harmonic waves, is important for the quantitative prediction, i.e., for 
preventing the generation of spurious free waves at the incident boundary, all the 
sub-harmonics and super-harmonics in directional wave fields are included in the 
incident waves through the quadratic transfer function. The characteristics of the 
groupiness of individual waves and the associated long-period waves are influenced 
by the initial phase angles of the different frequency components. In the numerical 
analysis hereafter, the computations are carried out three times for each set of the 
initial phases. The effective duration of each run is about 1200s. 

3. FIELD OBSERVATIONS 

Yui Fishery Harbour is a relatively small harbour facing Suruga Bay in Japan (see 
Fig. 4). Two breakwaters are constructed at the eastern and western side of the 
harbour entrance, and the offshore breakwater (under construction) is located about 
70 m away from the tip of the western breakwater. These breakwaters and the 



1496 COASTAL ENGINEERING 1996 

Fig. 4   Layout of Yui Fishery Harbour 

revetments facing open sea are covered with wave dissipating blocks. The field 
measurements of the water surface elevations have been carried out for two months 
from August to October in 1994, at station about 300 m offshore from the southern 
offshore breakwater, station at the harbour entrance and 4 stations inside the harbour 
basin, as shown in Fig. 4. The time series of surface elevation with the significant 
wave height Hi/3 - 3.7 m and period  T{/3 = 9.5 s have been obtained at the offshore 

station due to Typhoon 26, September 29-30 in 1994. The wave heights of the short- 
wave components were significantly reduced inside the harbour. The low-frequency 
waves in the range from 0.0025 Hz to 0.013 Hz were, however, amplified to a 
certain degree due to resonant oscillations inside the harbour. 

4. NUMERICAL CONDITIONS AND RESULTS 

4.1 Numerical Conditions 

The directional spectra have not been observed at the offshore station. The 
measured time series of the surface displacements cannot be directly used for the 
incident waves in the numerical calculations. The incident short-wave components are 
given from the Bretschneider-Mitsuyasu spectrum assuming the Mitsuyasu-type 
directional function for the directional distributions. The water depth at the offshore 
station is 25.0 m. The significant wave heightHx/i = 3.7 m and the period Tl/3 - 9.5 s 

observed during Typhoon 26, 1994 are used for the numerical simulations. The 
parameter Smax indicating the degree of directional spreading was not directly 
measured but estimated from the measured wave steepness using the procedure 
proposed by Goda and Suzuki (1975). Their estimation method gives SmK = 40 at 
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Clm] 

Fig. 5    Snapshot of free-surface displacements 

the offshore station. The frequency bands of 0.4 ~ 2.0 times the peak frequency are 
decomposed into 100 first-order wave components. The directional spread of ±50° 
from the principal wave direction is modeled using 20 components. The wave 
directions are selected in a random order within each frequency band. The set-down 
wave components defined as low-frequency waves below the bands of short-waves 
are calculated through the quadratic transfer function, and are added to the short- 
waves at the incident boundary. The super-harmonic wave components are also 
included, but with no effect on the long-period oscillations in the harbour. Since the 
inclusion of all second-order waves requires a large computational effort, only the 
contribution of the sub-harmonic components may be considered for the second - 
order waves. The numerical simulation is carried out using a time interval At - 0.1 s, 
and spatial grid sizes Ax - 5 m,  Ay = 5 m . 

The water depths at each grid-points are counted, referring to the mean water 
level observed at the offshore station. The 1: 6 constant slope slipway is located at 
the end of harbour basin. The short-wave components are expected to break on the 
slope. The wave heights are, however, very small inside the basin, so that the 
influence of long-period free waves caused by the wave breaking on the slope of the 
slipway may be disregarded for predicting the harbour oscillations. The slipway inside 
the harbour is then assumed to be an upright porous structure similar to the other 
partially reflective boundaries. 

4.2 Numerical results 

Fig. 5 shows the snapshot of the free-surface displacements in the vicinity of Yui 
Fishery Harbour due to Typhoon 26, 1994. The offshore breakwater, being under 
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construction, is not effective in reducing the transmitted waves on the leeward side. 
The incoming short-waves considerably attenuate inside the harbour basin primarily 
by the breakwaters and the wave absorbing works. 

The comparisons of the time series between the numerical results and the 
observations are shown in Fig. 6. In the case of offshore station, the temporal profiles 
of the long-period components are exaggerated by multiplying by 5. The set-down 
waves generated by the short-waves crossing at small angle tend to be underestimated 
in the region of relatively deep water depth. This may result in the slightly smaller 
long-period components as compared with the observations at the offshore station. At 
the station D inside the basin the low-frequency oscillations near 0.013 Hz are clearly 
reproduced, but their amplitudes are slightly smaller than the measured ones. The 
computed short-wave components inside the basin appear to be calmer than the 
measurements. The wave dissipation inside the harbour is possibly overestimated from 
the porous structure model. 

The computed spectra at the stations C and D inside the harbour are compared 
with the measurements in Fig. 7. The numerical model predicts well the amplification 
in the low-frequency range. It should be noted the secondary peak near 0.013 Hz is 
slightly larger than the first peak near 0.0025 Hz. The linear model gives much 
smaller amplification for the secondary peak. 

The spatial profiles of the long-period components are plotted in Fig. 8. The 
long-period components of near the peak frequencies / = 0.0025 Hz, 0.0090 Hz and 
0.013 Hz are extracted from the computed spectra inside the harbour. The long- 
period oscillations are seen to be not multi-directional, but quite uni-directional in the 
y -direction (in the direction of the longer side of the basin). Near the first peak 
(/ = 0.0025 Hz), the surface elevations within the harbour rise more or less in unison. 
At the second and third peaks (0.0090 Hz, 0.013 Hz), the long-period waves behave 
as a standing wave, respectively corresponding to two and three anti-nodes in the y - 
direction. 

5. CONCLUDING REMARKS 

A nonlinear model, which takes account of the multi-directional features of the 
incoming waves as well as the partially reflecting boundaries, is developed for 
predicting the resonant oscillations in a harbour due to typhoon. The spectra observed 
in Yui Fishery Harbour are well reproduced in the low-frequency range of interest by 
the present numerical model. Possible countermeasures against the resonant 
oscillations observed in a small harbour like Yui Fishery Harbour are currently under 
investigation using the present model. 
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CHAPTER 117 

ESTIMATION OF WAVE GROUPS PARAMETER 
FROM WAVE CLIMATE STATISTICS 

Satoshi Nakamura1 

Abstract 
Field measurement of sea surface elevation for 

analysis of wave groups have been carried out at the 4 
wave observation points around Japan about for 6 months. 
As the result of analysis of coefficient variation of 
wave group parameter, that a record length of wave data 
needs more than 60 minutes for the reliable statistics 
of wave groups. Using the wave record of the enough 
length for wave groups analysis, the empirical 
relationship between wave group statistics and wave 
climate statistics is estimated. 

Introduction 
We have well known that wave groups cause hydraulic 

problems near the surf-zone, for example harbor 
tranquillity due to long period oscillations taken by 
wave groups, abrupt beach erosion due to the 
infragravity waves generated by breaking of wave groups, 
a sliding of breakwaters by continuous high waves, and 
fluctuations of over-topping volume on sea-walls. In 
spite that the grouping waves are the origin force of 
hydraulic problems, the research on the statistics of 
the wave groups which incident to beaches and harbor has 
not been carried out sufficiently yet. For indicating 
the degree of wave grouping, a lot of parameters have 
been proposed. For example, Goda(1970) proposed the 
peakedness parameter of spectral distribution,Qp, 
Funke-Mansard(1979) proposed the groupiness factor,GF, 
Kimura(1980) shows theoretically relationship between 

Senior research engineer, Marine Environment Division 
Port and Harbour Research Institute, MOT 
3-1-1 Nagase, Yokosuka 239, JAPAN 

1503 
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the run length,j, and the correlation coefficient with 
succeeding waves, yHH, and Battjes(1984) proposed the 
correlation coefficient of wave envelop curve,K. It is 
no problem to use whichever parameter for the statistics 
of -wave groups, because they have an adequate 
correlation each other. The statistical variability of 
the parameters with record length of the data is rather 
more important for the analysis. 

This study is to discuss on the statistical 
variability of a wave group parameter for reliable 
information of wave groups and to propose the empirical 
formula to estimate the wave groups parameter from wave 
climate statistics in case of no information on the wave 
groups. 

Field Observation 
There are many wave observation stations to observe 

waves and to get wave climate statistics around Japan. 
Figure 1 shows the location of wave gages connected to 
the nationwide ocean wave information network(Nowphas) 

Fushikitoyama   17.0m   Nov. 12,1993 - Apr. 11,1994 

Tottori   30.0m   Dec. 19,1994 - Jan.25,1995 

J 

Kashima   23.4m   Feb.25 - Mar. 13,1994 

.^. 

*£? 
Shionomisaki   50.5m   Mar.27 - Dec. 12,1994 

Figure 1 Location, water depth of wave gages, 
and observation terms 
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and some of the independent wave gages. This network 
consist of the wave gages near the big harbors. The 
data of this network is generally collected about 100 
waves every 2 hours and sent to the Port and Harbour 
Research Institute. The representative value of the 
wave such as mean wave height and period and the 
significant wave height and period are computed. The 
data of un-networked wave gages is similarly processed 
at each station. This record length is enough for 
analysis of the representative value of the individual 
waves distribution, but for analysis of wave groups, it 
is too short to get the reliable results. Therefor, the 
special recordings of continuous 119 minutes every 2 
hours for about 6 months of sea surface elevation are 
done at the 4 wave stations (Toyama, Kashima, Tottori and 
Shionomisaki) which are selected with a basis of the 
different sea condition. The locations, the 
establishment water depths and the observation periods 
of the stations are shown in the figure 1. The sea 
surface data divided every 2 hours is A/D transformed 
with a sampling interval 2 Hz and stored in MO disk. 
After whole data recorded, the data which has some noise 
was removed and the data was deducted in the tide level 
change. Table 1 shows the value of skewness and 
kurtosis of sea surface elevation each observation 

Table 1 Skewness and kurtosis of surface elevation 

Skewness Kurtosis 

Fushikitoyama 0.068 ±   0.054 3.0 +   0.079 

Kashima 0.086 ±   0.041 3.0 ±  0.069 

Shionomisaki 0.059 ±   0.036 3.0 ±  0.086 

Tottori 0.086 ±   0.036 3.0 ±  0.081 
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points and their standard deviation. At the each 
points, the skewness almost equals to zero and the 
kurtosis equals to 3. These value indicate that the 
distribution of surface elevation is not affected of 
wave breaking and wave shoring. 

Parameter to Identify Wave Groups 
There are several parameter of wave groups. The 

groupiness factor GF is calculated in the value of 
coefficient variation of smoothed instantaneous wave 
energy history(SIWEH). The run length j is calculated 
in how many time the wave height which is higher than 
the standard height such as H1/3 or f4,ean happens 
continuously after defining the lines of individual wave 
heights. The yHH is by the correlation coefficient of 
consecutive wave heights. The spectral peakedness Qp is 
the moment of spectral distribution. The envelope 
correlation K is the correlation coefficient of wave 
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envelop curve. The each correlation of these parameters 
are adequate. Among these parameters, the parameter yHH 
are used following analysis. Because it is easy to 
calculate in a series of analysing wave climate 
statistics based on the individual wave analysis and it 
is possible to change from the yHH into the others using 
the relationships which was gotten from field 
observation. Figure 2 show the relationship between yHH 
and other parameters. In the upper left graph, solid 
lines are theoretically given by Kimura. The relation 
in each graphs can be approximated with the simple 
functions. Suzuki and Kawai et al.(1994) also showed 
the relationships among them by numerical simulations. 

Statistics Variability of Wave Groups Parameter yHH 
In order to estimate statistical variability of the 

parameter yHH which is related to the record length, the 
value of coefficient variation,C.V., of the standardized 
parameter yHH (t)/yHH(119) is used, where ym(t) is 
calculated with the record length of variable t minutes 
and YHH(H9) is tne value with 119 minutes of data 
length. Figure 3 shows the change of statistical 
variability yHH with the record length t minutes. The 
solid line is the mean value of the 372 various 
conditions of wave groups. As the record length becomes 

-t-H i "N= 372 

^S 
o«rm< i 

•±i ; 
n: 
re --i 

>; . 
CJ i i                 t 

30 60 90 
Data Length (t) 

120 

Figure 3 Change of statistical variability of yHH 
with the record length 
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long, the variability of yHH becomes small rapidly until 
3 0 minutes and decrease of it tend to stable longer than 
30 minutes. The value of yHH is reliable with a record 
length of 60 minutes although there is some variability 
in the value of yHH. As considering the sea condition 
change of itself, for example, the change due to the 
movement of the low atmosphere pressure, it is necessary 
for wave groups analysis to observe among from 60 
minutes to 120 minutes. In this paper, the record 
length of 119 minutes is used for further analysis. 
Figure 4 show the relative frequency of the parameter YHH 
at the 4 observation points. In each figure, The symbol 
N shows total number of records. There is a difference 
in the occurring frequency of the large value of yHH, 
because the total number is not equal. 
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Figure 4 Relative frequency of yH 
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Relationship between Wave Group Statistics and Wave 
Climate Statistics 

It is necessary to record as a lot of waves as 
possible from now, to study on wave groups structure, 
and to process statistics of the wave group 
characteristics. As for getting a statistical value of 
it, however, the long terms are needed by getting a 
reliable value because strong wave groups happens 
rarely. Then, for information of wave groups, it is 
necessary to show the degrees of the wave group using 
the characteristics of wave climate such as (H1/3,T1/3) and 
(#mean' ^mean) which is obtained enough at many ports. As 
for the study on the statistics of the wave 
characteristics, a principal objective is placed in the 
height of the waves. For example, above-mentioned T1/3 

is average period with higher 1/3 rank wave height and 
also the peak period Ts obtained by spectral analysis is 
the period with highest spectral density. In case of 
analysis of the wave group, the analysis to have paid 
attention to the period must be done.  Figure 5a and 5b 

cu 
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WaveN= 827 
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•4T/T  2 T/Tmean T/Tmean 

a. b 

Figure 5 Time series of surface elevation 
and its period distributions 
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are the time series of surface elevation and the its 
non-dimensional periods distribution obtained different 
wave groups condition. When the wave grouping appears 
strongly in the time series(5a), the non-dimensional 
distribution of periods has a peak towards long period 
side. The other hand, when the wave grouping does not 
appear clearly(5b), the distribution has a peak towards 
short period side. This fact indicates that the 
skewness of periods distribution is related with the 
wave group parameter yHH . The skewness can be easily 
measured with the quartile skewness,QS, with the 
definition of the following: 

OS- 
(r7S-rSD)-(rS0-r«) 50 x25' 

-^75 •'25 
-(1) 

where the quartile value of periods, T^, is selected in 
ascending order of wave period until the subscript ^ 
percentage of the total number of waves is reached. 
When the peak leans to the large percentage with the 
condition of the distribution has a one peak, the value 
of the index QS is negative. When the peak leans to 
small side, the QS   is positive.  Figure 6 shows the 

CO r=- .80 

CO 
:•   .: •     • 

^T 

•    ;%1A,,-.     . 

CXI .  • '.«K.e-- * -r • • 

<r-> 1                1               1                1 i 

.6 -.4 -.2    0    .2    A    .6 
QS 

Figure 6 Relationship between YHH and QS 
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relationship between QS and YHH- Their coefficient of 
correlation is 80%. We find that the wave groups 
influence strongly in the distribution of periods. In 
our field wave climate observation, however, a standard 
procedure is not to define representative wave period 
such a rB, depend on the distribution of wave periods. 
Therefor, I use the combination parameter wave height 
ratio and the period ratio, which is calculate the 
characteristics of wave such a (i^,ax, Tmax) , (H1/3,T1/3), and 
(Hmean, Tmean) depend on the wave height, instead of the 
distribution representative period T^. For estimating 
the value of yHH from the value of wave heights and 
periods, the combination parameter %nxm, which composed 
of wave periods ratio T = T1/3/Tmean and wave height ratio 
%=Hin/Hmean is used as the parameter QS. The powers of 
this parameter are defined on condition that the 
parameter has high correlation with YHH- Figure 7 shows 
the correlation coefficient between yHH and %nxm with 
value of n and m.  The combination parameter %nTm has 

r(7HHIX
n*r) 

Figure 7 Correlation coefficient between yHH and %nxm 
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high correlation with the ratio of n and m on 5 to -2. 
This ratio of n and m is same at this 4 observation 
points. The value of n=2.5 and m=-l are chose because 
the combination parameter has positive correlation 
coefficient and the relationship between yHH and this 
parameter is almost linear. The yHH is approximated with 
a first order function of X2,5!"1 as follows: 

HH=a X 
2S T -1 +b (2) 

and determined the constant a and b using the least 
squares method. Table 2 shows the pair of coefficients 
a and b at each observation points. These pair of 
coefficients are approximately same value at the 4 
observation points in spite of different sea condition 

Table 2 Pair of coefficients a and b 

a b 

Fushikitoyama 0. 74 -1. 69 

Kashima 0. 69 -1. 50 

Shionomi saki 0. 69 -1. 52 

Tottori 0. 72 -1. 57 

of wave energy and direction. This result shows that 
the degree of wave groupiness is independent to the 
location of wave gages. On all seashore, the grouping 
waves come. Figure 8 shows a comparison of the observed 
yHH with the estimated one at the Shionomisaki 
observation point. There is a close agreement between 
them. The empirical formula to estimate the wave groups 
parameter from wave climate statistics is proposed. 
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Figure 8 Comparison of observed YHH 
and estimated one 

Conclusions 
To identify wave groups, the correlation coefficient 

of consecutive wave heights, yHH, is easy to add in a 
series of analysing wave climate statistics based on the 
individual wave analysis. It is possible to change from 
the YHH into the other parameter proposed by many 
researchers using the relationships obtained from field 
observation. 

The value of wave group parameter yHH is corresponded 
to the data record length. The reliability of yHH 
increases rapidly until 3 0 minutes of data length and 
increase of it tend to stable longer than 30 minutes. 
The value of YHH i-s reliable with a record length of 60 
minutes although there is some variability in the value 
of YHH- Using the enough record length of sea surface 
elevation data, the relative frequency of the parameter 
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yHH based on the 6 months observation at 4 points are 
shown. 

The degree of wave grouping appears on the skewness 
of distribution of periods strongly. The relationship 
between quartile skewness of distribution of periods,QS 
and yHH has 80% coefficient of correlation. In case that 
the distribution of wave periods is not calculated, 
standard wave climate procedure don't define 
representative wave period such a T^, the combination 
parameter, x2-5!"1, composed of wave climate statistics 
(H1/3,T1/3) and (flmean'^mean) have an adequate correlation 
with wave groupiness. 

Empirical formula of the wave groupiness to estimate 
from wave climate (equation 2) is proposed. The 
coefficients are constant regardless of the observation 
points. 
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CHAPTER 118 

REFLECTION COEFFICIENTS OF THE STEP-SHAPED SLIT CAISSON 

ON THE RUBBLE MOUND 

Sung Mo. Ahn,'Ryuichi Fujiwara2, Hiroshi Matsunaga3, 
Katsuhiko Kurata4,Shohachi Kakuno5 

ABSTRACT 

The characteristics of the reflection coefficients of a step-shaped slit caisson 
on the rubble mound are examined by experimental data.A numerical analysis 
which combines the method of matched asymptotic expansions with a boundary 
element method has been applied for the calculation of the reflection 
coefficients of the caisson on the rubble mound. Numerical results are 
compared with experimental data to show the validity. Dimensions of the 
preferable cross-section of the step-shaped slit caisson on the rubble mound 
are discussed and obtained through the numerical results. 

1. INTRODUCTION 

Many kinds of perforated breakwaters, seawalls, and quay-walls have been 
constructed in Japan. A large number of studies about the hydraulic 
cahracteristics of this type of breakwaters have been performed since Jarlan's 
original work (1961). Reflection coefficients of the structures of this type 
depend strongly on the relative wave chamber width, the ratio of the wave 
chamber width to the wave length, and low reflection coefficient can be 
expected only in a narrow band of wave frequency. From this reason, a new 
type of breakwater with a step-shaped slit wall, whose cross section is shown 
schematically in Fig. 3, has been developed recently and some very fascinating 

1 Research Engineer, Hydraulic Engineering Laboratory,Technical Research Institute 
, Toyo Const. Co. Ltd. 3-7-16, Naruo -hama, Nishinomiya, Hyogo, Japan 
2 Senior Research Engineer, ditto 
3 Senior Engineer, Osaka Branch,Toyo Const.Co. Ltd. 
4 General Manager, Technical Research Institute Toyo Const. Co. Ltd. 
5 Assoc. Prof, Dept. of Civil Engrg.,Osaka City Univ.3-3-138,Sugimoto,Sumiyoshiku, 
Osaka,Japan 
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results have been found. It was found that this breakwater has low reflection 
in a wider range of wave frequency compared to conventional slit-type 
breakwaters. Although a numerical analysis which combines the method of 
matched asymptotic expansions with a boundary element method(BEM) has 
successfully been applied for calculation of the reflection coefficients of this 
structure(Kakuno et al., 1989), the previous analysis was on the condition of 
non rubble mound. It is essential to verify the effect of rubble mound and to 
discuss the preferable shape of the step-shaped slit caisson(SSC) on the rubble 
mound for the objective of the construction of this breakwater in the field. 

The main objective of the present study is to present the preferable shape 
and dimensions of the SSC on the rubble mound from the viewpoint of the 
reflection coefficient.Wave flume experiments were carried out for this 
objective and the results were compared with those of a modified numerical 
model which was modified to take the effect of the rubble mound into 
consideration. 

2    NUMERICAL ANALYSIS 

2-1     Assumptions  and  the Boundary  Conditions 

We consider two-dimensional problem as shown in Fig.l. Assuming non- 
viscous and incompressible fluid except the region of the vicinity of the slits, 
we may have the velocity potencial for the fluid motion in the whole fluid 
domain Q. The velocity potential <p(x,z), which excludes the time term 
exp(-ior) satisfies the governing equation and the boundary conditions as 
follows : 

V20 = O ;in   Q (l) 

dQlfy - v0 = 0 

d(f>ldy = 0 

d$\dn = 0 

dQldx = 0 

lim (d(f>sc /d\x\ - ik(psc) = 0 ^ _oo 
\x\ -*  oo ' ^   ' 

Radiation condition, Eq.(6), can be rewritten for this problem with a complex reflection 

coefficient p as follows: 

0(*>y)|x _* _oo ~* (^ + pe'1^)coshk{y+h)/coshkh (7) 

;on y = 0 (2) 

;on y = -h (3) 

,on   Su (4) 

,on   x =1 (5) 
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Figure 1. Definition  sketch 

2-2    A  Method  of Matched  Asymptotic Expansions 

(1) Far-field Solutions 
The flow domain is devided into two fields; one is the region 1 and the 

other the region 2 as shown in Fig. 1. Applying Green's theorem to the governing 
equation in each region, far-field solutions having no local influence by slit 
walls are derived as follows: 

—L{o + ,y)Gl(o+,y^,r,)-<l,l(o+,y)—1(o+,y;%,V) 
3G\ 

ax 
dy 

dGy 
+P-h   <Pi(l,y)—{i,y,%,r,)dy 

m ax 
(8) 

5*2(1, v) = <Po (?,»?) 

,0 aG_2 

ax 

d(f>2 

>(o_,y) {o-,y;Z,v)-—(o-,y)G2{o-,y;Z,v) 
ax 

dy 

aG2 ac2 
+i-d<t>2\x'-hm) \x,-hm;%,r,)dx + $r<l>2{x,y) (x, y; §, r))ds      (9) 

ay an 

where G\ and G2 are Green's functions, (|f,77) is a coordinates in the fluid 
domain, (x,y) is a coordinates on the pass of integration, ris the pass of 
integration on the slope of the rubble mound, <p2{x,y)i$ the velocity potential 
on the r, and <p2(x,-hm ) is the velocity potential on the flat top of the rubble 
mound. ipQ(^,r]) is the velocity potential of the incident waves which may be 
written as: 
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0o fe W = exp (ik £) cosh k(r] + h )/cosh kh (10) 

(2) Near-field Solutions 
The near-field solutions which must satisfy the boundary condition on the 

surfaces of cylinders may be taken as an oscillating flow through the slits between 

cylinders with a velocity amplitude u(rj) 

farii-tetcWpW + cfa) (ID 
where the positive and negative signs correspond to region 1 and region 2, 
respectively, C'o(r)) is a complex constant, and c{rj) is a complex blockage 
coefficient (Kakuno et al., 1993) whose real part corresponds to the coefficient 
of the inertia resistance and imaginary part to the coefficient of energy 
dissipation due to the separation at slits. 

(3) Matching and reflection coefficient of the SSC 
In order to match the inner expansions of the far-field solutions and the 

outer expansions of the near-field solutions, we have to obtain the limit form 
for £ -• ±oin Eq.(8) and Eq.(9): 

^(o+,v)-2^h    (o+,y)s1(o+,y;0+,V)dy 
dx 

dGx 
+ 2^h   <f\{hy) {l,y;Q+,v)dy (12) 

m dx 

<p2{o-,v) = 2<P0(o-,71)-2^h   —-{o-,y)G2(o-,y,0-,r,)dy 
m ax 

+2j_d <t>2 (*i, ~hm ) (X, -hm ; 0 _, TJ )dx 
8y 

+ 2k<t>2{x,y) — (x,y,G-,r1)ds (13) 
dn 

Equation (12) and (13) may be matched with Eq.(ll)   to yield unknown 

parameters,U(TJ),(p(x,y) and <p2(x,y) and we may have: 

C(v)u(v) + <Po{o-,v) = £hmU(y) '[G1{o+,y;0+,n) +G2{o-,y;0-,v)}iy 

+f-h    <Pl{hy)        \l,y;0+,r))ds -Ld<l>2\x,-hm) [x,-hm;0-,rj)dx m dx dy 

i      \ ^2 I \ 
-ST<t>2\x,y) {x,y,0-,ri)ds (14) 

dn 
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Also we may derive three equations as the limit form of Eqs. (8) and (9) making 

(§,77) approach impermeable surfaces: 

0l(/,r?) = 2/°, 
dcf) 3Gi 
— {0+,y)Gi(0+,y;l,r,) - fr{0+,y) — (o+,y;l,rj) dy (15) 

<t>2 (%, -hm ) - J-d </>2{x,-hm)——-{x,-hm;%,-hm)dx = <Po\E;,-hm) 

+1°, 
0G2, #2 

K(0-,y)—(0-,y;l-hm)- — (0-,y)G2(0-,y;l-hm) dy 

+Jr0-(x>y)~J~\x,y,§,-hm)ds (16) 

-3/"* 

<t>2{%,n)-k<h.{x,y) (x,y;%,r))ds = 0o(l, v) 
dn 

•A. 
dG7 d(j>2 

*i(^-,y)—-{o~,r,Z,ri)-—(o-,y)G2(o-,y;£,v) 
dx dx 

dy 

+}-a4>2{x,-hm) (x, -hm;%,T])dx +JT<p2(x,y) (x,y; Z,r))ds     (17) 
dy dn 

Obtaining u{ri),<j>\{l,y),(p2{x,-hm ),<t>2{x,y) from Eqs.(14) through (17), we 
may calculate limit values for Eq.(8) and (9) . Comparing these limit values 
with Eq.(7), the reflection coefficient can be obtained.The numerical method 
for the type of those equations has been discussed in detail, for example, by 
Macaskill(1979). 

3     EXPERIMENTS 

A wave flume in which model tests were conducted is 40m long, 1.0m 
wide and 2.0m deep, and is shown in Fig. 2.The slope of the foreshore was 
uniform with 1:100. The cross section of the breakerwater model is shown in 
Fig.3,where the water depth on the horizontal bottom was kept constant: 
h - 50cm . To examine the characteristics of the reflection coefficient and to 
verify the validity of the calculation, we used 12 types of model caissons with 
2types of rubble mound. The test conditions are shown in Table 1. From 
measured wave profiles in front of the caisson, the reflected wave height and 
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the reflection coefficients were estimated by using Goda's method (Goda et 
al.,1976). 

Wave Absorber    Wave Generator (Pendrum type) 

a"1, 

• 
V 

Model       Wave Meter 

/             / pfn              DD           -"*^Wave \1 £*•„   i:ioo rr             'V 

\) i-H-l J i ^=» ___ 

-                              ^ftm 

1VIII 
*• 

o 

Figure 2. Wave   Flume 

lower part of step-shaped slit wall 
£       ^»AL«_^/_^ impermeable wall 

:4^vi  

wave chamber 

Figure 3.   Cross Section of Breakwater 

Table 1.   Test Condition 

Water Depth (h) 50 cm 

Height of Rubble Mound (hr) hr lh =0.14, 0.33   (2 Types) 

Wave Period(r) 0.73-2.19 Sec     (6 Types) 

Wave Height(H) H/L =0.01 ,0.02    (2 Types) 

Model Breakwater 12 Types 

4     DISCUSSION 

4-1     Results  of   Experiments 

In Fig. 4, the variation of the reflection coefficients as a function of the 
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relative wave chamber width,///,, is presented with a parameter hs/hm , 

where/^ is the height of the lower part of the slit wall and hm the depth of the 

top of the rubble mound. From Fig. 4, it is observed that the reflection 
coefficients KR become slightly smaller at larger period as hs/hm becomes 

large, that is, the height of the lower part of the slit wall(fts) increases. Fig. 5 
shows the variation of the reflection coefficients as functions of the relative 

wave chamber width and a parameter hc/hm , where hc is the height of the 

bottom of the wave chamber. From the figure, it is obvious that the reflection 

coefficients KR become smaller at longer period as the height of the bottom of 
the wave chamber becomes large.However,in the shorter period the reflection 
coefficients become large with increasing hcjhm .Also, the value of//L where 
the reflection coefficient attains minimum value becomes small.These results 

implies wave energy must be dissipated effectively by raising the bottom of 
the wave chamber; that is, the flow through the gaps of the lower part of slit 
wall is directed upward and is merged with the flow through the gap of the 
upper part of slit wall.Therefore, the flow through the gap of slit wall is 

accelerated and more energy loss due to eddy-formation and flow separation 
may be expected.From these results, lower part of the slit wall and raised bottom 
of the wave chamber may be effective for the reduction of the reflection 
coefficient.Fig. 6 and Fig. 7 show the reflection coefficients as functions of 
the relative wave chamber length and hr/h (Fig.6), where hr is the height of 

the rubble mound, or the wave steepness, H/L (Fig.7). From these figures, as 
hr/h increases from 0.14 to 0.33, or as the wave steepness increases, the 

reflection coefficients KR become small. 

1.0-r 

hjhm=0.8 
Hsihm=0.6 

¥sJhm=0.4 

0.00 0.10 0.20 0.30 0.40 
Relative wave chamber length (1/L) 

Figure 4.   Effect of the height of the lower part of slit wall 
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Figure 5.  Effect of the depth of the wave chamber 
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Figure 6.   Effect of the height of rubble mound 
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4-2     Comparison  of Numerical  and  Experimental  Results 

In Fig. 8, an example of the comparison of numerical results and 
experimental data for the reflection coefficients is shown. From Fig. 8,it is 
obvious that the numerical results of the reflection coefficients agree well with 
the experimental ones and the validity of the present numerical scheme is 
shown. 
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Figure 8.     Comparison of numerical and experimental 
reflection coefficient 

4-3    Preferable Shape and Dimension of the SSC on the Rubble Mound 

The preferable shape and dimensions of the SSC are discussed on the basis 
of the criteria as follows: 

1) for short-period waves,the value of the reflection coefficient is almost 
the same as one of the conventional slit-type caisson. 

2) for long-period waves, the value of the reflection coefficient is smaller 
than the conventional slit-caisson in a wider range of wave period. 

Fig.9 shows the relation between the reflection coefficients^ and the 
relative wave chamber width, //£, with a parameter hs/hm , of the SSC on 
the rubble mound and the conventional slit-type caisson. As the height of the 
lower part of the slit wall increases, the minimun value of KR shifts to longer 
period slightly. In order to decide the preferable dimension of the SSC , the 
criteria as mentioned above was applied in the range of the relative wave 
chamber width where the reflection coefficients become smaller than 0.5. Table 
2 shows the range of the relative wave chamber width for^ s 0.5 read from 
Fig. 9. From Table 2, the preferable height of lower part of the slit wall ,hs, 
should be taken as 0.6 times the depth of the top of the rubble mound,hm. The 
same routine may be performed for the preferable depth of the wave chamber, 
and the results of that are shown in Fig.10 and Table 3. From Table 3, the 
preferable height of the raised bottom of the wave chamber ,hc, may be judged 
to be 0.4 times the depth of the top of the rubble mound,hm. Therefore, 
dimensions of the most preferable cross-section of the SSC is a combination 
oi,hs = 0.6hm and/!c - 0Ahm- Now, as readily expected, the gap-ratio 2a ID, 
where2« is the gap,or slit,width and/) is the distance between adjacent 
cylinders, is very effective parameter on the reflection coefficients of this 
type of structure. Fig. 11  shows the effect of the gap-ratio 2a ID for the cross 
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section of the SSC with hs = 0.6hm and^ = 0Ahm. Table 4 shows that the 
most preferable gap-ratio la ID of the SSC is 0.25. 
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Figure 9. Preferable height of the lower part of the slit wall 

Table 2.   Range of relative wave chamber length / / L 

hslhm the range of / / L with KR S. 0.5 

Conventional type 0. 15~0.19 

0.2 0.14~0.19 

0.3 0.13~0.19 

0.4 0.12~0.19 

0.5 0.11~0.18 

0.6 0.10~0.18 
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Figure 10. Preferable depth of the wave chamber 
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Table 3.  Range of relative wave chamber length / / L 

hclhm the range of / /1 with KR S 0.5 

Conventional type 0. 16~0.19 

0.2 0.10~0.18 

0.3 0.09~0.18 

0.4 0.07~0.18 

0.5 0.06—0.17 

0.6 0.06~0.17 

lyhm=0.60   hc/hm=0.40   Vh =0.33    H/L=0.02 

« * 

o 
U 

V 

n ' 1 ' 1 ' r 
0.00 0.10 0.20 0.30 0.40 

Relative wave chamber length (1/L) 
0.50 

Figurell. Preferable gap ratio of the slit wall 

Table 4.  Range of relative wave chamber length / / L 

Rg (= 2a 1D) the range of //iwith KR S 0.5 minimum value of KR 

0.33 0.10~0.18 0.28 

0.30 0.09~0.18 0.19 

0.25 0.07~0.18 0.03 

0.20 0.06~0.17 0.22 

0.15 0.06~0.17 0.44 
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CONCLUSION 

The main conclusions obtained from this study can be summarized as 
follows:. 
1) Lower part of the slit wall and raised bottom of the wave chamber are 
effective for reduction of the reflection coefficient. The reflection coefficient 
of the SSC becomes low in a wider range of wave frequency than the 
conventional slit type caisson . 
2) The numerical analysis which combines the method of the matched 
asymptotic expansion with BEM is supported and verified by the results of 
experiments on the reflection coefficients of the SSC on the rubble mound for 
regular waves. 
3) Dimensions of the most preferable cross-section of the SSC is a combination 
of, the lower part of slit wall whose height is 60% of the water depth of the 
top of the rubble mound and, the raised bottom of the wave chamber whose 
height is 40% of the water depth of the top of the rubble mound, and the gap- 
ratio is 25%. 

The next step we should take is to examine the stability of the SSC, for 
the purpose of the construction of the SSC in deeper seas. 
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CHAPTER 119 

BERM BREAKWATER TRUNK EXPOSED TO OBLIQUE WAVES 

A. Alikhani1, G. R. Tomasicchio2 and J. Juhl3 

ABSTRACT 

Comprehensive three-dimensional model tests with a berm breakwater round- 
head and the adjacent trunk section were carried out at the Danish Hydraulic 
Institute (DHI) and at the Hydraulic & Coastal Engineering Laboratory of Aal- 
borg University (AAU). This paper describes the influence of wave obliquity on 
the profile shape, on the initiation of longshore transport and on the longshore 
transport rate at the trunk section both during and after the profile reshaping, 
whereas the roundhead stability is described in Juhl et al (1996). Furthermore, 
tests were made for studying the influence of storm duration and of short crested 
waves. Equations for calculation of profile development and longshore transport 
rate under oblique wave attack are introduced. 

keywords: berm breakwaters, reshaping, threshold values, longshore transport. 

1. INTRODUCTION 

A berm breakwater exposed to head-on waves can hardly be destroyed unless it is 
overtopped, whereas for oblique waves the stones can move along the breakwater. 
Burcharth and Frigaard (1987) made the first systematic study of oblique wave 
attack on reshaping breakwaters by testing with angles of wave attack of 15° and 
30°. As guideline they recommend H0 < 4.5 for a trunk exposed to steep oblique 
waves, H0 < 3.5 for a trunk exposed to long oblique waves and H0 < 3 for a 
roundhead, where 

is the stability number, A is the relative density, £>„50 is the equivalent cube side 
length and Hs is the significant wave height. Dependency on wave obliqueness was 
not described. Burcharth and Frigaard (1988) mentioned that H0 is insufficient 
to describe the phenomena as it among other things does not contain the effect 
of wave length and the effect of the duration of the sea storm. 

^h.D. student., Aalborg University, Sohngaardsholmsvej 57, DK-9000 Aalborg, Denmark 
2Ph.D. Assoc. Prof., Universita degli Studi di Perugia, S. Lucia, 1-06125 Perugia, Italy 
3Senior Eng., Danish Hydraulic Institute, Agern Alle 5, DK-2970 H0rsholm, Denmark 
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They concluded that the erosion in oblique waves has a non-linear dependency 
of the sea state. 

Van der Meer (1988) introduced the product of dimensionless wave height and 
wave period parameters for the design of a reshaping breakwater: 

H0Top = -Jk-T^g/D^ (2) 

where Tp is the peak period and g is acceleration due to gravity. 

Vrijling and Swart (1991) used data from tests of Burcharth and Frigaard (1988) 
and data from Delft Hydraulics to fit a formula for the transport of stones along 
the trunk of a breakwater under oblique wave attack. The formula gives the 
along-structure transport measured as the number of stones per wave, S : 

S = 4.8*l(n5(i/oTOp-100)2 (3) 

The effect of obliquity of the incident waves is not included in Eq. (3). In average 
the onset of transport corresponds to H0Top—lQQ. van der Meer and Veldman 
(1992) presented Eq. (3) in a slightly different form. They concluded that the 
longshore transport for larger angles of wave attack such as 50° is much smaller 
than for 15° and 30°; their formula is: 

S = 5.0 * 10-5(HoTop - 105)2 (4) 

The influence of angle of wave attack for shingle beaches was studied by Van 
Hijum and Pilarczyk (1982) who proposed Eq. (5) for the along-structure volume 
transport rate under different angles of wave attack. The formula is only valid for 
shingle beaches, H0 — 12 — 27, and can thus not be applied for berm breakwaters. 

Sv 710   1n„4Hso^cosip Hso^cosip sinijj 
= 7.12*10 ( 8-3) (5) 

gDg0Ts Dgo A>o tanh/c/i 

where ip is the incident wave angle, Hso is the deep water significant wave height, 
Ts is the 15% excess value of wave period, Dg0 is the sieve diameter for which 
90% of the stones (by weight) are smaller, k is the wave number at the structure 
toe, h is the water depth at the structure toe, g is the acceleration of gravity and 
Sy is the bulk volume transport rate. With regard to the geometry of a reshaped 
breakwater Van Hijum and Pilarczyk (1982) concluded that profile parameters 
should be reduced by X/COSI/J. However, van der Meer (1988) re-analysed the data 
and came to a reduction factor of cos tp. The analysis was done only for 30° of 
wave attack and for finer material (12 < H0 < 27). 

In the Shore Protection Manual (CERC, 1984) a longshore transport formula is 
given by the following relationship which is valid for HB larger than 50 (i.e. for 
sand beaches): 

Sv = 0.12 * lQ-\H2
scovsin2i> (6) 

where cop is the wave celerity associated to the peak wave period. The formula 
includes the effect of the wave angle, but does not consider the grain size. 
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Tomasicchio et al. (1994) and Lambert! and Tomasicchio (1996) on the basis 
of flume tests, proposed a conceptual model relating longshore transport due to 
oblique wave attack to stone mobility. The transport model assumes that stones 
move during up-rush and down-rush in the direction of incident and reflected 
waves and that movement statistics is affected by obliquity through a modified 
stability number: 

Nr = -rwfr-(—r1/5(w)2/5 (?) 

where Hk is a characteristic wave height for the phenomena under study. For 
stone movements at a berm breakwater H^ = i/1/50 is assumed; C^ is the ratio 
between the characteristic and significant wave height and has a value 1.55 if a 
Rayleighian wave height distribution is valid. The second factor in Eq. (7) is 
such that N** = H0 for i/> = 0 if smo ~ smk, where sm„ is the wave steepness 
in deep water based on the mean wave period and s^ was assumed to be 0.03. 
Tomasicchio et al. (1994) defined the longshore transport, S, as the number of 
stones moved per wave to be related to the displacement length, la, a standard 
measure for damage, Nod, and to the incident wave angle, ijj. The damage index 
Nod was found to 

Nod = 2.05N**(N*S* - 2.0)2-2 (8) 

and for N** > 2.0, S is given by: 

5 ld    Nod 

sinV>      £>„501000 
(9) 

In the following, the analysis of the effect of incident wave angle will be presented 
but also some other important parameters will be discussed. 

2. EXPERIMENTS AND TEST PROGRAM AT DHI 

2-1. Model set-up 
An experimental investigation has been carried out at DHI in a 23 x 30 m wave 
basin in order to study the stability of a berm breakwater roundhead and the 
adjacent trunk section under the exposure of oblique waves. Fig. 1 shows a plan 
of the model basin including the various positions of the two 5.5 m wide wave 
generators capable of generating irregular long crested waves. Fig. 2 shows the 
initial profile at the trunk section, and the roundhead was made by rotating the 
profile around the centreline. 

2-2. Stone characteristics 
The berm breakwater was constructed of two stone classes, i.e. one for the core 
and the scour protection and one for the berm, the crest and the rear side pro- 
tection. The core material had a nominal diameter of Dn50 — 0.010m. A relative 
wide stone gradation was used for the berm, j*^ = 1.8, with an equivalent cube 
length of Dnb0 = 0.023m. The density of the stone material was ps = 2.68£/m3. 
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Figure 1: Plan view of the experimental set-up at DHI showing different positions 
of the wave paddle. - 

Figure 2: Initial profile for tests at DHI. 

2-3. Test program 
A total of six test series with irregular long crested waves were carried out in 
order to consider five angles of incident waves with a wave steepness of 0.05 
(-30°, 0°, 15°, 30°, and 45°; 0° is perpendicular to the trunk, see Fig. 1) and two 
wave steepnesses for the angle of incidence of -30° (sm =0.03 and 0.05). Each test 
series consisted of five tests (H0 — 2.0, 2.5, 3.0, 3.5, and 4.0) with a duration cor- 
responding to 2,000 waves for initial reshaping of the berm breakwater followed 
by four tests with a duration of 1,000 waves for studying the stone movements 
on the reshaped profile {H0 = 2.5, 3.0, 3.5, and 4.0). All waves were generated 
on the basis of a Pierson Moskowitz spectrum. 
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2-4. Measurements 
The waves were measured at 14 positions in the wave basin by the use of re- 
sistance type wave gauges. The wave conditions were checked by five reference 
wave gauges placed in a way to minimise the effect of reflection from the berm 
breakwater. Spectral analysis and zero-crossing analysis were carried out. 

A total of 38 profiles along the 8.5 m long breakwater were measured after its 
construction (initial profile) and after each test run. The profiling was made with 
a laser running on a beam across the breakwater trunk. The horizontal position 
of the laser along the beam was measured by another laser, whereas the location 
along the breakwater axis was fixed manually. The profiles were measured for 
each 0.5 m along the trunk and for each 0.1 m at the roundhead. Assessment 
of the stone movements was made based on visual observations, photos taken 
after each test run and video recordings. Observations were made both during 
the reshaping process involving a large number of stone movements and after the 
reshaping. In order to facilitate observations of the threshold conditions for long- 
shore transport and the longshore transport rate, all the armour stones in a one 
meter wide section of the trunk were painted (immersed in paint) before the re- 
shaping phase and the surface was painted again before the stone movement tests. 

3. EXPERIMENTS AND TEST PROGRAM AT AAU 

3-1. Model set-up 
A model test program for studying the effect of directionality of the waves and the 
effect of the number of waves on the behaviour of a berm breakwater trunk section 
exposed to oblique waves has been carried out in a 8.5 x 15.7 m directional wave 
basin at Aalborg Hydraulic & Coastal Engineering Laboratory. Fig. 3 shows the 
layout of the model basin and the cross section of the structure. The waves were 
generated by 9 paddles each 0.9 m wide. 

Figure 3: Lay-out of model basin and breakwater cross-section used for the di- 
rectional wave tests at Aalborg University. 
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3-2. Stone characteristics 
The berm breakwater was constructed with only one stone class having a nominal 
diameter of Dn50 = 0.0152m and jf^ = 1.44. The density of the stone material 
was measured to ps = 2.70t/m3. 

3-3. Test program 
A total of 20 tests with irregular waves were carried out. The reshaping phase 
considered 5 wave attacks (H0 — 2.2, 2.7, 3.3, 3.8, and 4.1) with long crested 
oblique waves. The tests were made with an angle of incidence of 60° with 
respect to the breakwater and a duration of 2,000 waves. The reshaping phase 
was followed by 4 tests with long crested oblique waves (60°) for studying the 
stone movements on the reshaped profile (H0 — 2.9, 3.2, 3.5, and 4.0); each test 
with a duration corresponding to 1,000 waves. 
After these stages, long duration tests with a total duration corresponding to 
11,000 waves were carried out (11 tests with H0 = 4.0). Two of the tests were 
made with directional waves having an angle of incidence of 60° and a cosine 
spreading function of s = 10. All waves were generated on the basis of a JON- 
SWAP type spectrum with peakedness parameter 7 = 3.3, width parameters 
a = 0.10 for / < /p and a = 0.50 for / > fp. 

3-4. Measurements 
Prior to the initiation of the model tests, the directional waves were calibrated 
with a very gentle stone absorber in order to minimise wave reflection. The waves 
were measured at 6 positions in the wave basin by the use of resistance type wave 
gauges. The wave conditions have been checked by five reference wave gauges 
placed in positions with minimum effect of reflection from the berm breakwater. 
For the long crested waves the incident wave height was calculated using the 
method of Funke and Mansard (for separation of incident and reflected waves) 
and for the directional waves the calibrated target waves were used. 

A total of 3 manual profile measurement were made: the initial profile, the pro- 
file after reshaping of the trunk and the profile after the long duration test with 
H0 = 4.0. Assessment of the stone movement was made based on visual obser- 
vations and photos taken after each test. Observations were made both during 
the reshaping process involving a large number of stone movements and on the 
reshaped profile. In order to facilitate observations of the threshold conditions for 
the longshore transport and of the longshore transport rate, all the berm stones 
in a 0.6 m wide section of the trunk were painted (immersed in paint). 

4. DISCUSSION 

Three effects will be discussed in the following: 
1. effect of wave obliquity on threshold of movement; 
2. effect of wave obliquity on profile shape and sorting of the stones; 
3. effect of wave obliquity on longshore transport. 

4-1. Threshold of stone movement 
For smaller angles of incidence the unstable stones will first start rocking and/or 
rolling and will not move in the longshore direction as long as the longshore 
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component of the energy flux is not big enough to move them. Table 1 shows 
the longshore transport (stones per wave) on the reshaped profile as a function 
of H0Top for different angles of wave attack. 

"o-* op 15° 30° 45° 
40 0.000 0.000 0.000 
55 0.000 0.000 0.000 
80 0.002 0.003 0.005 
100 0.008 0.014 0.015 
131 0.021 0.05 0.07 
161 0.2 - - 

Table 1: Longshore transport after reshaping (tests made at DHI). 

In general, the largest transport distance occur for I/J = 45° with a decreasing 
tendency for smaller and larger angles of wave attack. Now the threshold values 
are described as: 

50 
i/sin 2-ip 

during the reshaping phase, and 

HT    -        ?5 

after the reshaping phase 

(10) 

(11) 

4-2. Sorting and profile shape 
With regard to the tests made at DHI, Fig. 4 shows the as built structure stone 
distribution as well as the stone distribution around the water level and in the 
lower steep part of the reshaped breakwater after exposure to head-on waves with 
H0 = 4.0.     ID50 around the water level is found to be half the w50 in the lower 

initial proKle 

Still wafer level region ol the reshaped profile 

lower sleep part of reshaped profile 

STONE WEIGHT,W{g) 

Figure 4: Stone distribution after exposure to 2,000 head-on waves with H0 = 4.0 
(DHI tests). 
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steep part, where w50 is defined as the stone weight for which 50% of the stone 
are smaller. However, for more narrow stone gradations the differences will be 
less pronounced showing that the stone distribution might be an important pa- 
rameter. The result of the tests at AAU with larger angle of wave attack and 
narrower stone gradation indicate less sorting of the stones. The major part of 
the resorting happens in the first 1000 waves. Due to the less sorting of stones for 
larger ip and narrower stone gradation, a modification should be applied to the 
Dnso value. This modification might be dependent on the incident wave angle as 
well as on the value of jf*-. From Fig. 5 it is seen that in long duration tests 
the lower part of the profile is not changing but the upper part is developing as 
a function of duration. The reason for this continued recession is lack of nour- 
ishment from the upstream of the breakwater.     In the test of Van Hijum and 
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38.5- 

MSL 

z^-^ initial prolil* 

11000w»v*s 

>- 
27.5- 

22.0- 

18.5- 

11.0- 

5.5- 
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0.0 •     l     '     l I    •    I    ' :    I    • I    '    I 
50   63  75   SB  100  113  125  138 

Figure 5: AAU tests, initial and reshaped profile at trunk section (ip = 60°) 

Pilarczyk (1982) some of the structural parameters are neither fitting to ^/cosip 
nor to cosV' as re-analysed by van der Meer (1988), e.g for the crest width the 
reduction factor is even bigger than unity. The fact is that the reduction factor 
for the upper part of the profile under oblique waves is more dependent on the 
storm duration, while for head-on waves this is not the case. Therefore, due to 
the longer duration sea state the recession of the berm under oblique waves can 
exceed the value for head-on waves for fixed equivalent wave parameters. Thus, 
a reduction factor for the upper part of the profile is meaningless under a long 
duration sea storm. 

Equations were developed to calculate the reshaped profile under head-on and 
oblique wave attack. For reshaped profiles there is always a point, below SWL, 
which indicates the change of the curvature of the profile, see Fig. 6. This step 
point, ha, can be described by 

h. 
HoTopDn50N

0-07,/^^ 
40 

(12) 

where N, is the number of waves. From this point, depending on the water depth, 
wave parameters, stone weight, incident wave angle, initial shape of the profile, 
and repose angle of the stones, two power functions can represent the reshaped 
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profile namely upper part and lower part. The lower part can be described as: 

Y = -K(Y)
1,7

 + h - hs (13) 

where X and Y are the length and height of the reshaped profile counted from the 
center line of the breakwater, h is the water depth at the toe of the breakwater 
and coefficient mi is given by 

I ye(~0.013HoT„P) 
mi = _  (14) 

cos^» 
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Figure 6: Initial, predicted and measured reshaped profiles for H0Top = 161. 

Tests result at DHI show that the part of the profile below the transition point 
ht follows the repose angle of the stones under water, where ht is given by 

ht = Hs cos ip + hs (15) 
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The upper part can be described as: 

Y = hm2(^-)1/7 + h-hs (16) 

where 

1 7e(-o.oii/„Top) 
m2 =  (17) 

COS U! 

The upper part above still water line is more depending on the initial shape of 
the profile. Tests result at DHI show that the part of the profile above the berm 
is following the initial profile shape. 

A computer program "RESHAPED " is developed for calculating the profiles, see 
examples in Fig. 6. The profiles are drawn from an arbitrary point say from the 
center line of the breakwater and then by the use of an iterative procedure shifted 
along still-water line until the mass balance is fulfilled. In the case, where enough 
nourishment is not supplied from upstream, additional erosion due to longshore 
transport must be considered. For this purpose the longshore transport rate de- 
scribed in Eq. 18 can be used. RESHAPED is calibrated for a breakwater with 
core material and a relatively wide stone gradation. Comparison was made with 
some of the tests at AAU with a structure without core material and narrower 
gradation, showing more resistance of the breakwater compared to the tests at 
DHL Calculations of the profile developments for the tests at DHI were also made 
using BREAKWAT, see van der Meer (1992), showing an overestimation of the 
structure response. 

4-3.  Longshore transport 
Eq. 4 seems to be adaptable for berm breakwaters, but no influence of the wave 
angle is included, i.e the formula does not consider any difference between the 
effect of head-on waves and of oblique waves on the longshore transport. 
One of the most important parameters influencing longshore transport is the 
longshore component of the incident wave energy. Therefore it is rational to relate 
the longshore transport to this parameter and consequently Eq. 4 is modified as: 

S = 0.8 * lO-6
v/cos^(//oTopy

/sin2'0 - 75)2 (18) 

The formula is calibrated to give the maximum longshore transport for ip = 
45° and zero transport for head-on waves and waves propagating parallel to the 
breakwater axis. As the test conditions at laboratories were different (e.g water 
depth, nearshore slope, stones characteristics, initial profiles, wave generation 
and calibration procedures, and analysis of incident and reflected waves), each 
set of laboratory data will be discussed separately. Eq. 18 is shown in Fig. 7 
together with data from DHI tests after reshaping. The test results and Eq. 18 
show comparable relationships of the wave conditions and angle of wave attack. 
Fig. 8 shows Eq. 18 together with longshore transport data from the tests 
by Burcharth and Frigaard (1987). The tests for studying the influence of the 
wave angle were all made with a breakwater constructed with a profile as will 
develop after exposure to head-on waves, as they assumed the profile to be almost 
independent of the wave angle. Three points may concern here: 
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0.60- x   45 deg DHI (1995) 

o   30 deg DHI (1995) 
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Figure 7: Longshore transport, in form of stone per wave, S, as function of H0T0, 

1) The structure was not compacted during a reshaping process and redistribution 
of the stones did not take place. By constructing a breakwater in this manner, the 
additional stability due to the natural armouring that occurs as a result of stone 
motion induced by wave attack will not develop. This can have more influence 
on the tests with 15° than on the tests with 30°. 
2) Results have shown that the profile reshaping is larger for head-on waves than 
for oblique waves. Running tests with oblique waves on a more reshaped profile 
will result in more energy dissipation and thus reduced longshore transport, which" 
could be the reason for the small difference in longshore transport rate between 
15° and 30°. 
3) In some of the tests with increasing wave parameters the longshore transport 
was not increased; which can be due to the breakwater becoming more consoli- 
dated during exposure to more and more waves. 

15 dog Burcharth and Frigaad(1987) 

30 deg Burcharth and Frigaad(1967) 

HoTop 

Figure 8: Longshore transport for data of Burcharth and Frigaard (1987). 
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Fig. 9 shows the longshore transport after reshaping based on data from van der 
Meer and Veldman (1992). 

25 deg van dor Meer (1992) 

50 deg van der Meer (1992) 

—| 1 1-*« 1 1 1 1 1 1 1 
112        140        168        196        224       252        280 

Figure 9: Longshore transport for data of van der Meer and Veldman (1992). 

This figure confirms that other important parameters are the directionality of 
waves and the number of waves. Test results from AAU for directional waves 
have shown that the longshore transport is much lower than for long crested 
waves. For example for s = 10, where s is a parameter that controls the angular 
distribution in the cosine power spreading function, the longshore transport was 
1/4 of the case for long crested waves for H0 = 4.0. More tests with, different 
s values are necessary in order to formulate the directionality effects. Fig. 10 
shows a plot of the data of the tests of van der Meer and Veldman (1992), where 
the directionality has been taken into account applying a reduction factor of 4. 

0.60- •   25 deg van der Meer (1992) 

+  50 deg van der Meer (t992) 

0.51- 

0.43- 

1 0.34- 
/<— 25 deg 

1 
0.26- 

w 
0.17- 

0.09- 

o.oo- * 
'      I     '     I     '     1     '     I     '     I 1   "      1     '     1 

196        224        252 

Figure 10: Longshore transport for data of van der Meer and Veldman (1992), 
with a reduction factor of 4 for directional waves. 

For an angle of wave attack of 25° the data fit very well, but for 50° there must 
be some other reason which is not explainable. 
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In order to show the effect of the storm duration, long duration tests were carried 
out with a total of 11,000 waves. The number of moved stones was counted after 
each 1,000 waves. The longshore transport rate was decreasing with increasing 
number of waves, see results presented in Fig. 11. Experimental data fit in with 
an exponential function: 

S- 
1000 

(19) 

For tests at AAU with ip = 60° and H0 = 4.0, a was found to be equal to 350. 

300- 

270- 

240 

210- 

180- 

150- 

I     '     I     '     I     '     I     '     I     '     I     '     I     '     I     '     I     '     I     '     I     '     I 
,0      1.0      2.0      3.0      4.0      5.0      6.0      7.0      8.0      9.0     10.0    11.0    12.0 

Figure 11: Long duration tests at Aalborg University H0 = i.0,ip = 60°. 

5. CONCLUSIONS 

Three-dimensional experiments both at DHI and Aalborg University shown that 
the threshold value of the stone movement, the shape of the profile and the rate 
of longshore transport are dependent on both the angle of wave attack and the 
wave energy. 

Laboratory investigations shown that due to the wave induced sorting of the 
stones, Dn5o does not remain constant during the reshaping process at certain 
locations on the cross section. The sorting is a function of the hydrodynamic 
vector in front of the structure and will change as a function of the incident wave 
energy and the wave direction. 

An equation for calculation of the longshore transport rate on a reshaped berm 
breakwater is established, see Eq. 18. Criteria for initiation of stone movements 
both during and after reshaping are given, see Eq 10. and 11. Moreover, labora- 
tory investigations from Aalborg University shown that directional waves reduce 
the longshore transport rates (a specific test with a wave angle of 60° showed a 
reduction of 4) and that the longshore transport is reduced by an exponential 
function when increasing the number of waves. 
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The presented longshore transport formula can not necessarily fit all the data 
because it does not consider the effects of the stone gradation, the shape of the 
stones, the permeability, the armour layer thickness, the spreading function and 
the number of waves considered for each test at different laboratories. Further 
analysis are required to study the influence of especially stone gradation and di- 
rectional waves. 

The profile of a reshaped profile can be described by two equations, one for the 
part above a defined step point and one below this point, see Eq. 13 and 16. It was 
found that the angle of wave attack can be included by a reduction factor of cos -0. 
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CHAPTER 120 

INTERACTION BETWEEN MAIN ARMOUR AND TOE BERM DAMAGE 

by P. Aminti and A. Lamberti2 

ABSTRACT 
Wave flume tests were carried out aiming to describe and quantify the interaction between 
main armour and toe-berm damage up to failure. Experiments are descibed in brief, as well 
as the qualitative combined damaging process. An interaction scheme is formulated; data 
and formulae are provided for the quantification of the risk implied in the combined failure. 

1. INTRODUCTION 

The toe berm of a breakwater is primarily supposed to provide static support to 
main armour layer, avoiding that its lower units might roll down on the sloping lower 
surface. 

Regarding the effects on the armour layer, if, on one hand, the whole toe-berm 
upper surface is eroded and erosion undermines the lowest units of the armour layer, 
the armour units may slide down producing relevant damage of the main armour layer. 
On the other hand, if the berm is wide enough and almost horizontal, units which are 
removed from the overlaying armour layer can be retained on the berm itself, reducing 
the effective slope of the layer and possibly increasing armour resistance to waves. 
Secondarily and proportionally to its width, the toe berm acts on the water flow, 
modifying for instance the wave breaking process and the boundary layer evolution at 
the breakwater surface. 

In the case the armour layer is damaged when the berm still shows a significant 
retaining capacity, armour stones held on the berm can hinder its further erosion. 

Some information regarding rubble mound toe protection stability in front of an 
impermeable vertical wall may be found in the Shore Protection Manual referring to 
Brebner & Donnelly (1962). Similar information drawn from Japanese experience can 
be found in Tanimoto & al. (1982) or Goda (1985). 
Regarding toe berm stability at a rubble mound breakwater van der Meer (1992) 
presented a first design formula for depth limited wave conditions desumed from 
model tests of seven breakwaters with alternatives, whereas Gerding (1993) performed 
several tests for the specific purpose and derived a verification and design formula 
valid also for deep water conditions. 

No precise information could be found in literature about damaging interaction, 
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Professor, DISTART, University of Bologna, viale del Risorgimento 2, 40136 Bologna, Italy 
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and only an indirect and qualitative statement, van der Meer (1992), that berm damage 
greater than 3-10% may cause the berm to loose its functionality and should therefore 
considered not acceptable. 

In order to quantify the outlined interaction between toe-berm and armour layer 
a set of laboratory experiments was performed aiming: 
• to identify the effect of a stable berm on main armour damage; 
• to analyse the damaging process of the berm in a wide set of structure and wave 

conditions; 
• to identify the berm damage level which forces the downsliding failure of the 

armour layer. 
Analysing the wide set of experimental data obtained from our tests we have finally 
• compared results from our tests and Gerding tests 
• derived revised damage formulae for the berm including the effect of factors not 

variables in Gerding data set or not represented by Gerding formula; 
• derived a relation between the berm width and the critical damage level causing 

main armour failure; 
• analysed the statistical errors of Gerding and our revised formulae. 

2. PERFORMED TESTS 

Tests were performed in Florence. The wave channel used has a 0.8x0.8 m2 

section, is 40 m long and is equipped with a wave paddle of the absorbing type; water 
depth at the wave paddle is 0.5 m. A 1:100 bed slope reduces water depth to 0.34 or 
0.20 m in front of the tested structure. The maximum significant wave height that 
could be produced in the test section is 0.15 m. 
The test section was divided into three parts 0.265 m wide where structures were built 
with an identical profile, but with stone of different size in the berm. This enabled to 
test contemporary three berm conditions, but forced also to use a smaller scale than 
usual. The absence of scale effects was checked reproducing tests T23, T25 and T27 
of Gerding (1993) in 1:2 scale. All the geometrical dimensions of the breakwater were 
accurately reproduced as well as the testing procedure used by Gerding at DH De 
Voorst: in these tests (only in these) no settling wave attack was run before the 
nominal ones and berm was rebuilt after each wave attack. Only the foreshore slope, 
which was yet prepared with a slope 1:100 in our channel, while it was 1:20 in DH 
experiments, is different. . The milder foreshore slope caused in our tests a reduced 
wave height at breaking and a slight distorsion of the wave height distribution which 
was accounted for by assuming as characteristic wave height for stone mobility H2%; 
no significant scale effects could be observed with this assumption. 

Several test structures were designed keeping fixed some parameters and others 
variable. Fixed were: armour stones (weight 32 g, density 2.6 g/cm3, equant shape) 
breakwater crest elevation (15 cm, irrelevant overtopping), berm base depth (25 cm in 
deep water, fig 1, and 15 cm in shallow water), shape and grading of berm stones 
(equant, very well sorted) and, approximately, the wave height likely to produce 
structure failure (Hsd=8 cm).   Variable were:   water depth at structure toe, armour 
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slope, toe bertn depth and width (the mentioned parameters define a structure shape) 
as well as wave steepness and toe berm stone size. 
The criterion for the choice of variable parameters characterising each test series was 
to select combinations of reasonably extreme parameters. Each structure shape is 
identified by four parameters and denoted by four letters specifying in the order: 
• water depth at structure toe hm: D (deep) <=> hm=34 cm, S (shallow) <=> hm=20 cm; 

in the first case wave are not depth limited, whereas in the second case extreme 
waves are depth limited; 

. berm depth ht: H (high berm) <=> hf=Hsd; L (low berm) <» hf=l .6Hsd; in the first 
case berm stones almost as great as armour stone are requested, in the second case 
almost as great as the underlayer ones; 

• berm width bt: F (no berm) <=> bf=Q, the berm depth marks a reduction in armour 
size; N (narrow) <=> bf=3Dn50td ; W (wide) o 6plODn50W ; Dn50td is our 
conventional design size of berm stones, i.e. the size satisfying Gerding berm 
stability formula () with damage Nodt=b,IDn50t (1 in the case of no berm) 

• armour slope: S (steep) <=> cotga= 1.5; M (mild) <=> cotga=2.5; it was supposed 
that milder slopes could hinder armour sliding even in the case of severe berm 
erosion. 

Figure     1     shows    the 
DLWS structure. 

Different berm stone size 
were tested corresponding to 
more and less stable berms 
than provided by the design 
criterion. The actual number of 
stones in the berm width can be 
significantly different from one 

Fig. 1 Section of the tested structure DLWS of the nominal values (0,3,10), 
ranging actually from 0 to 25. 

Each structure was attacked with waves of increasing intensity up to failure. 
Wave conditions were drawn from a fixed wave signal set providing a wave height 
increase around 10-12% per step. For each test series the wave spectrum shape was 
kept constant and in all cases each wave attack lasted 3000 waves. Two combinations 
of wave steepness and spectral shape were used: a PM spectrum giving H/Lom=0.05 
(short waves, identified by a 5th letter S in test series code) and a JONSWAP 
spectrum with y=5 and H^Lom~Q.Q2 (long waves, L). 

12 structure shapes (8 in deep water and only 4 in shallow water conditions, 
since low berm are unrealistic in this case) and 73 test series, i.e. combinations of 
structure shape, wave steepness and berm stability conditions, were tested 
systematically. 

Waves were generated using the same signals and target wave conditions were 
preliminarly measured at structure toe in the absence of any structure. Measurements 
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were repeated during tests for control purposes but target values were used for 
analysis. 
Damage to the armour layer and to the berm was measured: 
• by profiling the structure with a rod array after each wave attack and deriving 

erosion area (Ae) from profiles (erosion damage S = /\g/Dn50) and 
• by counting over a certain observation area (the relevant part of the structure times 

an observation width 80) the number of stones (Nd) displaced from the armour 
layer or removed from the berm (Nod = Nd/(Dn50 -B0). 

3. QUALITATIVE RESULTS AND CLASSIFICATION OF FAILURE 
PROCESS 

Figure 2 shows some typical results of one test series. 

izm 
Fig. 2 Structure DHNS at start of test and after the 3rd and last wave attacks. Remark in the central 

photo how a moderate berm damage in the left structure (dark-coloured stones removed) does not 
induce any incremental damage on main armour compared to the central structure, whereas the rightt 
photo shows how a relevant berm damage forces the armour down sliding in the left structure and a 
significant incremental damage in the central structure, where the narrow flattened berm is unable to 

stop falling units, compared to the right structure. 

Since every stone moved on the armour layer is displaced downwards and almost 
certainly removed from it, erosion and displacement damage of the armour are strictly 
linked and represent a single damaging process. 
This is not the case for the berm when the armour layer is damaged, see fig. 3, since 
profiles do not distinguish armour from berm stones, whereas the distinction was 
natural while counting removed stones. Berm apparent erosion usually decreased 
when the armour layer was severely damaged, whereas the number of stones displaced 
from it is regularly increasing with wave height. As index of damage to the berm the 
displacement damage is therefore used in principle. A qualitative description of the 
damaging process must however accompany the damage quantification in order to 
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avoid anbiguities. 
Referring to failure conditions the following classification was used: 
1. stable and wide berm: the berm mantains its initial shape up to armour layer 

failure, most of falling armour stones are stopped by the berm causing a reduced 
damage increase with wave intensity; 

2. stable but narrow berm: the berm mantains its initial shape but most of the armour 
stones fall below it; 

3. wide berm less stable than the armour layer but effective in retaining falling units; 
4. berm less stable than the armour layer and ineffective in retaining falling units; 
5. severely unstable berm: the armour layer fails due to lack of support provided by 

the berm. 
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By decreasing berm stability 
wide berm structures move from 
type 1 to 3 ending at 5; narrow 
berm structures normally follow the 
sequence 2,4 and 5. 

Figure 4 shows schematically 
the damage progress in berm and 
main armour for a non effective 
(left) or effective (right) berm.  The 
three progress lines represent in left 
to  right  order  a  stable  berm,  a 
moderately unstable and a severely 
unstable  one.     The  right  figure 

shows also how a stable and wide berm retards the damaging of the main armour, the 
effect being cancelled in a weak berm, and how, hypothetically, main armour damage 
can retard the berm damage causing armour down sliding. 

Since the damage causing main armour failure is well documented in literature 

3 

Ns 

Fig. 3 Damage progress for a typical structure: DHNS, 
long waves, Dn5Qf = 2.04 cm 

Armour failure 

H,=const2 / 

B/ H5=constl 

' 

«?y 

Fig. 4 Damage progress in a non effective berm case (left side) and in an effective berm case (right) 
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(Sa =8H-12 depending on slope, van der Meer 1988), the main aspects requiring 
quantification are: 
• the benefit of a stable berm if any, 
• the berm damage threshold causing armour down sliding 
• a reliable relation providing berm damage (in the stable armour case at least). 

Figure 5 shows the comparison of main armour damage over berm of different 
stability. In the presented cases the sudden damage increase due to berm flattening is 
evident. A curve is shown representing van der Meer formula, i.e. the usual increase 
of damage with increasing incident wave height. Erosion damage is converted to 
displacement damage dividing by 2.0. 
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Fig. 5 The effect of berm stability on main armour damage in two tested structures 

4. POSITIVE EFFECTS OF A STABLE BERM ON THE ARMOUR LAYER 

The positive effect of a stable berm can be desumed from the comparison of 
observed armour damages over a certainly stable berm with damage estimates 
obtained from van der Meer (1988) formulae. This formula is actually deduced 
mostly from experiments on slopes, i.e. in the absence of any berm; the comparison 
with the formula is quantified by evaluating the average ratio of observed and 
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Test series D**S-L 

5.00 

E   3.00 

0.00 

3.00 

computed damages presented 
in table 1. Since formulae 
include the effects of wave 
and of armour layer 
parameters (wave height and 
period, armour slope, stone 
size and density) the ratio 
even if not constant is less 
variable than the damage itself 
and can characterize the 
damage relation below the 
threshold. 

Fig. 6 Comparison among experimental displacement 
damages due to long waves in deep water acting on steep 

armour slopes over berms of varying width and depth 

Armour damage was 
measured both as erosion and 
as displacement damage. The 
two damage estimates are well 

correlated: we have observed Sa = 2.5 • N0Cja ± 0.8; but, while the first is subject to the 
evaluation error due to the limited number of profiles and includes structure 
settlement, the second is not subject of any measurement error, since counting is exact 
and displaced stones are clearly recognizable. Displacement damage was therefore 
preferred. Figure 6 shows the comparison of armour damages due to long waves on 
steep armour slopes in deep water. The compared results are derived from cases 
where the berm was very stable and show the effect of berm width and height. Every 
existing formula, as e.g. Van der Meer's formula, returns equal damages for the four 
structures. The effect is comparable to discrepancy observed between data in extreme 
conditions and van der Meer formula were observed also by Mase & al. (1995). The 
effect is in this case out of discussion: both the height and width of the berm have 
evident and positive effects. The effect is similar but smaller for mild armour slope 
and/or in shallow water, supporting the interpretation that the positive effect is due to 

reshaping of the armour layer 
sustained by the berm in the 
most severely attacked zone. 

Figure 7 presents a 
typical behaviour of the ratio 
between observed damage and 
the damage estimated by van 
der Meer formulae. 

Table    1    shows the 
average   ratio   between the 
observed   damage    and the 
damage    foreseen    by the 
formula. Due     to the 

6.00 7.00 

Hs, cm 

Fig. 7   Typical ratio of observed damage to the damage 
derived from van der Meer eq.. Structure DHWS with long 

waves (most effective berm among tested ones) 
recognized inaccuracy of the 
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formula (6-7% on Hs) and due to the recognized lack of reproducibility of armour 
strength (s30% on damage) only discrepancies greater than 40% are singularly 
evident. 

Table 1. Average reduction factor to be applied to van der Meer equation below the 
negative effect threshold 

Long waves Short waves 
FS NS WS FM NM WM FS NS WS FM NM WM 

DH — 0.4 0.2 — 0.8 0.4 ... 0.5 0.4 ... 0.9 0.6 
DL 1.0 — 0.5 1.6 ... 1.0 0.5 ... 0.7 — ... 0.8 
SH 1.2 0.9 0.8 ... ... 0.8 0.8 1.1 0.6 ... ... 0.6 

Some conclusions may be drawn: 
• positive effects are evident only in deep water; 
• the effect normally increases with berm height and width; 
• the effect is greater for steep armour slopes; 
• strong positive effects are possible only when the berm can retain displaced stones 

from falling to a depth where they would be of no use for the portion of the profile 
that is attacked by waves. 

5. NEGATIVE EFFECTS OF AN UNSTABLE BERM ON THE ARMOUR 
LAYER 

In most cases armour damage increased quite abruptly as a consequence of berm 
flattening, see fig. 5. In a few others it raised more gradually. The damage increase 
shows always some irregularity due to the limited number of armour stones in the test 
area, and this makes the identification of small deviations questionable. 
As long as the berm damage is significantly below the critical threshold no evident 
correlation between armour and berm damage could be observed. 
Actually the erosion and flattening of the berm is supposed to cancel progressively the 
beneficial effect of the stable berm, but this is covered by the "noise" in most cases. 

On the oher side, when the armour is severely damaged and armour stones cover 
the berm, the conditions for experimental evaluation of the berm damage are the worst 
and only the order of magnitude of the damage can be assessed. Visual inspection 
showed also that armour stones were never covering with sufficient and uniform 
density the berm, so that a compensation between the shelter effect of a dense armour 
stone cover and the erosive effect of isolated stones is likely to occur. 
When eventually erosion undermines the armour layer, a rather sudden incremental 
damage AA/od = 3 + 4 takes place. 

Since the flattened berm has an almost constant shape (slope 1:4+5), the 
corresponding berm damage level measured either as erosion or as displacement 
damage should depend only on the nodimensional berm width: berm damage, 
represented by either the erosion area /^(volume of erosion per unit length) or by the 
number of displaced stones Ndt (proportional to the length where removed stone are 
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Fig. 8 Empirical relation between the critical berm erosion 
and the relative berm width 

10"* | •—•—  1—.— | counted), should depend only 
on berm width Bt and stone 
size Dn50t, the nondimensio- 
nal version of this relation is a 
relation between A/oc# or St 

and Bt/Dn50t. 

Figure 8 shows the two 
average empirical relations. 
For each substructure the 
critical damage was assessed 
(either as a value, when 
sliding was observed, or as a 
bound, when sliding was not 
observed) and statistics were 
evaluated for berm-width 
classes.   Figure 8 shows the 

average values and the 2 standard deviation range. 
The two lines represent relations fitted to the average raw values; from these a unique 
corrected relation for the damage can be derived (following paragraph describes the 
correction): 

Sf^2.0.A/o
c
df=3 + 0.7-(Sf/Dn50f)

5/4 (1) 
The final interaction scheme is: 

• if the berm damage is below critical threshold, the effect on the armour is normally 
weak; it can be: 

• disregarded (traditional approach, using e.g. van der Meer formulae) 
increasing parallely the estimate error; 

• pointed out by some new method (e.g. Mase & al., 1995) or derived from 
tests; in this case the benefit should be reduced progressively to zero with 
incresing berm damage up to the critical value; 

• if the berm damage reaches the critical value the upper layer of the armour will 
slide down causing a considerable increase of damage and reaching, for any 
reasonably safe design, armour failure (A/oda = 4). 

6. RELIABILITY OF OUR DAMAGE ESTIMATES 

For several reasons raw estimates of the berm damage St and Nodt are only 
moderately correlated and show an average ratio far greater than 2.0. If every 
removed stone causing erosion is counted in Nd and if no other mechanism but 
erosion causes profile modification, then the relation between the two variables would 
be 

S-(l-n) = Nod , (2) 
where n is the void fraction near the suface (s0.5), expressing in non dimensional 
form the fact the eroded part of the initial profile was occupied by stones and by 
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interstitial void. 
But actually settlement do occur, particularly for the berm since it was reconstructed 
after each test series, and some error in conting the removed stones could not be 
avoided. Berm stones were made recognisable by colouring the top layer, and 
removed stones were counted only when they were removed outside the berm 
including its face. Some berm stones were removed from the berm and not counted, 
because maybe they were hidden by fallen armour stones or among armour stones 
(particularly when in order to obtain a very unstable berm berm stones were smaller 
than those in the underlayer), some more eroded by the second layer were not counted 
because they were uncolored and confused with stones of the lower layers, some 
others were not counted because they moved within the berm. 
The best experimental relation between the two variables in our experimental set-up 
and procedure was 

cm 

Sf = 5.2 • A/odf + ^|^      c.det.= 0.76 
Dn50t 

It can be interpreted as: 
• the average structure show a berm settlement of approximately 0.5 cm; 
• on the average only 38% of berm stones contributing to erosion are positively 

counted as removed. 
The first assumption corresponds to observations. The second was controlled in some 
final tests series where the upper first three layer of the berm where coloured 
differently from the front face, eliminating the second and partly the third cause of 
counting errors. It was observed that stones of the upper first layer transported out of 
the berm were on the average 45% of those that were counted as moved, i.e. that were 
moved outside they colour area. The difference (45-38%) can be easily explained by 
the remainin error causes. 
The above empirical relation was used to correct raw berm damage estimates and 
combine them into "true" berm eroson and displacement damage indexes 

f cm \ 

S*t = 2.0 N*odt^avg 6 0-5- Bt N 

Dn50t 

The relation compensates for some systematic errors performed in the evaluation but 
shows also the errors present in the raw estimates. 
Likely errors of compensated values are about 40% (less or more depending on the 
number of original raw estimates available: in some cases counting was impossible, 
in some others berm stones erosion area could not be assessed). 

7. REVISION OF TOE BERM DAMAGE FORMULAE 

Tests were programmed making use in a predictive sense of Gerding formula, 

H, 
AA7 50f 

1.6 + 0.24--4-|-AU0-15 (3) 
un50t, 

The results of the tests substantially confirm the formula. 
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Comparing the two sets of experimental results and or the derived formulae a few 
differences must be remarked. Formula (3) is based on a series of tests expressly 
designed for the evaluation of berm damage under a fixed armour layer, whereas our 
tests were primarily focused on the influence on armour damage and were therefore 
carried in a more complex and difficult experimental environment. The berm in 
Gerding's tests was reconstructed every time and damage are the damages of the wave 
attack, whereas in our tests the berm was reconstructed at the beginning of the test 
series and the observed damage is the cumulated effect of all the wave attacks in the 
current progression. Foreshore slope was different in the two experiments, as 
mentioned before. Armour slope in Gerding test was fixed: 1:1.5. Wave steepness in 
Gerding tests varied in {0.02, 0.03, 0.05} with preference with the central steepness, 
i.e. varied significantly less than in our experiments. 
The main differences we observed are: 
• the average exponent of displacement damage was higher: 0.2; 
• the average sensitivity to berm depth was lower 0.15; 
• a systematic effect of wave steepness (or wave period) was evident as in Benoit & 

Donnars(1996). 
A formula similat to (3) that fits our results is: 

_«s_ 
A,D, t^nsot 

l.l + 33-Sm+0.15-~-i- •Nodr" (4) 
-'nsof) 

We have also reanalysed berm damage data with a more free approach since 
some aspects of formulae (3) and (4) did not convince us. 
Let uc = jg-Hs be the conventional reference velocity (the velocity scale in the 
breaker area), let ut be the maximum velocity at the toe-berm i.e. the real cause of 
damage, and let vt = ut/uc be the non dimensional velocity at the berm. The erosion 
of toe berm stones depends on the ratio between the hydrodynamic force on the stones 
and their submerged weight 

Nodt=fmct H'   -u2 (5) 

where I) fund should be a mono tonic increasing function with no upper bound, and 2) 
vt should depend only on what influences the flow field and not on Af. 
The non dimensional velocity at the berm should depend on: 
• a location parameter specifying where the berm is located with special refence to 

breakers: ht/Hs; 
• a roughness ratio,  ratio  between the flow field dimension and the  surface 

roughness: ht/Dn50t ; 
• wave  period  and  armour  slope,  determining  wave penetration  into  depth, 

reflection, run down: Sm and tga 
• berm width: Bt/Dn50t. 

Formulae (3) and (4) conform to the above scheme but represent the influence of 
the roughness ratio which seems of secondary importance compared to the location 
parameter.  Making use of the fact that At was practically constant in Gerding tests, 
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formula (3), for instance, can be easily transformed into an equivalent relation 
involving the location parameter: 

H s  

A,D, t^nidt 
1.6 + 0.4--^-- 

ht      H« 

Hs  A,D, 
.N    015 

(6) 
't'-'nSOt J 

This relation however shows un upper limit in the damage 
H, 

N 1/0.15 

0.4-h 
which was 

*; 
almost reached in some of our experiments. 
We have therefore interpreted also our data according to a power regression equation 
returning toe berm damage as function of the independent variables described above. 
The relation is fitted on our data and checked with Gerding's results. 
The best representation is obtained with different equations fitting for ht/Hs greater 
and smaller than 1.35; the separation value is empirical but not far from the condition 
that berm emerge at extreme run down; in the tested conditions the average run-down 
according to van der Meer (1992) is R^VoMs = 0.75. 
All the independent variables were initially included in the regression;    the less 
influent were progressively discarded until the loss of of determination (percentage of 
explained variance) became greater tha 0.01. The final regression are: 

for ht/Hs< 1.35 

<rt = 3'l(T6- 
H„ 

s4.0 

V V-'nsof j 

Hs 

'-on 

-3.1 
B, 

D„ 

-0.4 

(7) 

on our data the coeff. of determination is 0.75 and 
Gerding data r.m.s. log deviation is 0.85; 
.    for 1.35 <ht/Hs 

\^n50t J 
r.m.s. log deviation is 0.48;   on 

N«ff = 9- 10 -6 H, 
A,D, ^50* 

3.5 
He 

1.9 

yi-om j 

-3.0 

•(tghkhj 4.8 B, 

\Dn50t 

-0.3 

(8) 

on our data the coeff. of determination is 0.73 and r.m.s. log deviation 0.71; r.m.s. log 
deviation is 1.43 on Gerding data. As a comparison the r.m.s. log deviation of Nodt in 
Gerding's relation is 1.50 on our data, and 0.75 on Gerding's data. 
Figure 9 gives an impression of data fitting to equation (7). 

8. CONCLUSIONS 

An effective berm (high, wide and stable) can reduce significantly the damage 
progress of a steep armour layer, particularly in deep water conditions; 
The effect is significantly greater than the error range usually attributed to design 
formulae, particularly to van der Meer's one, which is quoted as providing estimates 
with a 6-7% error on Hs. The effect may be as great as 40 % on Hs at start of damage 
level (Noda = 1) and is in several tested cases above 20%. 

A berm damage above a critical threshold causes the rapid regressive erosion of 
a one stone layer (sliding) and the failure of the armour layer for every tested 
conditions (tga. > 1 / 2.5). The threshold damage value increases with berm width; a 
graph representing the critical damage is provided. 
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Fig. 9. Comparison of our experimental data with damage relation (7) 

The armouring process of an unstable berm by displaced armour units, visually 
observed, does not produce evident effects in our tests, mainly because the surface 
armouring layer never was so dense everywhere to induce an effective protection of 
the underlaying berm stones. 

The test showed that wave steepness has an evident effect on berm damage. 
The berm depth influence is secondary if the berm is struck by breakers (ht/Hs < 1.35 
in our tests or berm above run-down level in a more general case),   whereas it 
becomes predominant if the berm is deeper. 
Secondary effects of berm widt and of of depth at structure toe are recongnizable. 

A formula for toe-berm damage is provided representing principal and 
secondary effects. In all tested conditions Gerding's formula gives however 
reasonable results. Correction terms in Gerding formula are provided in order to 
represent all the principal effects. 

The design criterion "failure of the main armour (i.e. filter visible) and of the 
berm (i.e. erosion undermining armour units) for the same wave conditions" provides 
a balanced design. The criterion used for programming the tests, "failure of the main 
armour for wave conditions that, according to Gerding formula, cause as many 
displaced stones in the berm as they are in the top layer", lead to failure types 2 or 3 
and can also be considered a balanced criterion, showing only minor unrepresented 
effects of wave steepness and berm width. 
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CHAPTER 121 

Stability of artificial roughness elements and run-up reduction 

M. Klein Breteler1 and K.W. Pilarczyk2 

Abstract 

Smooth concrete slope protection structures are an interesting alternative to rip-rap 
slopes for areas with a mild wave climate (up to H„ = 3 m), especially where the 
accessibility and the aesthetic appearance of the slope is of great importance. The 
smooth surface makes the water line accessible to bathers and fishermen and it also 
enables an integrated design in the scenery. 
Unfortunately the smooth surface gives a much higher wave run-up, leading to a 
higher structure. To tackle this problem one can use a smooth surface with artificial 
roughness elements. 
The present research leads to the conclusion that relatively small roughness 
elements reduce wave run-up considerable, but don't effect the stability of the 
cover layer. 
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Figure 1, Cross section and plan view of smooth slope with artificial roughness 
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Introduction 

Smooth concrete slope protection structures are used throughout the world, 
especially in areas where the accessibility and the aesthetic appearance of the slope 
is of great importance. The smooth surface allows recreation and makes the water 
line accessible to bathers and fishermen but it also enables an integrated design in 
the scenery. 
On the other hand there are important disadvantages that cannot easily be 
overcome. For example, the smooth surface gives a much higher wave run-up. 
Consequently, the height of the structure must be much larger than that for an 
alternative structure with e.g. rip-rap. This leads not only to higher construction 
costs, but it is also undesirable in areas where the view over the sea should not be 
hindered by coastal structures. 

To illustrate the problem an example has been presented in Figure 2. It shows the 
necessary height of the structure with slope of 1:3 for a wave attack of 2 m high 
waves with wave period of 5 s. The crest of the smooth slope with height of 2.85 
m will have the same amount of wave overtopping as the rip-rap slope of 1.70 m 
height. 

I-1.70m 

rip rap slope 

Figure 2, example of crest height for a smooth structure and a rip-rap structure 

These problems can be tackled by using a smooth surface with artificial roughness 
elements. Walking across a slope, on which 5 to 15% of the surface is covered 
with block-shaped roughness elements with a height of less than 20 cm, is almost 
as easy as on a smooth slope. It is even easier when the slope is a bit slippery. 

As a covered slope decreases the wave run-up, one can expect larger hydraulic 
forces on the structure. The influence of these extra hydraulic forces on the stabil- 
ity of the cover layer is investigated by way of large-scale model tests. 
The tests have also resulted in new wave run-up data, which are compared to 
earlier small-scale test results. 

The research was commissioned by the Rijkswaterstaat of the Dutch Ministry of 
Transport and Public Works (Road and Hydraulic Engineering division) and was 
performed by Delft Hydraulics in co-operation with Delft Geotechnics. 
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Reduction of wave run-up 

The influence of artificial roughness elements has first been studied in a small-scale 
model with wave heights ranging from Hs = 0.11 up to 0.25 m. Various types of 
elements were used, resulting in reduction factors depending on the type of element 
and the relative spacing and dimensions of the roughness element. These results 
were described briefly by De Waal and Van Der Meer (1992). 

The spacing and dimensions of the roughness elements in the small scale model is 
shown in Figure 3. All tests have been performed on a slope with steepness of 1:3, 
which is a common steepness for Dutch dikes. 
The amount of roughness elements is expressed in a percentage: the total area of 
the roughness elements compared to the total area of the slope. In this way the first 
configuration in Figure 3 has 4% roughness. 

schematised cross section 
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Figure 3, Small scale model of smooth slope with roughness elements. 



ARTIFICIAL ROUGHNESS ELEMENTS 1559 

An important parameter for designing the height of a structure is the wave run-up 
level which is seldom exceeded. For practical reasons R„2% has been chosen, which 
is the run-up level relative to the still water level with exceedence frequency of 
2 %. The exceedence frequency is defined as the number of run-ups exceeding the 
R„2% level devided by the number of incoming waves. 

The test results are plotted in a dimensionless form in Figure 4. In the Figure one 
can see that the tests on a very smooth slope (plastic) and the tests on a smooth 
concrete slope give the same results. These test results can be summarised with the 
following formula (De Waal and Van der Meer, 1992): 

if ^oP < 2: 

if ^op -> 2: 

H 
*- = l-5-£ 

H, 

(1) 

(2) 

with:   R„2% = level of run-up which is exceeded by 2 % of the incoming waves, 
relative to the still water level (m) 

Hs =   significant wave height of the incoming waves at the toe of the 
structure (m) 

£op =  breaker parameter (-) 
= tana/V(Hs/Lop) 

a =    slope angle (°) 
Lop = wave length at deep water (m) 

= gTp
2/(27t) 

T  =   wave period at the peek of the spectrum (s) 

1 

• I • 
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•   4 % roughness 

•   11 % roughness 
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« 1 
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12 3 4 
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Figure 4, results of small scale run-up tests. 
op 

The tests with the roughness elements show a considerable lower wave run-up than 
the tests with a smooth slope. The following reduction factor is introduced: 
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/• (3) 

with:   [Ru2%]rough = wave run-up on a slope with roughness elements (m) 
[Ru2%]Smooth = wave run-up on a smooth slope without roughness elements 

(m) 
f = run-up reduction factor (-) 

The smaller the reduction factor, the more the wave run-up is reduced. The range 
of the reduction factors is as follows: 
• blocks with 4% roughness: f = 0.61 to 0.73 (average: 0.66) 
• blocks with 11 % roughness: f = 0.58 to 0.68 (average: 0.62) 
• ribs with 13% roughness: f = 0.46 to 0.65 (average: 0.55) 

The smallest reduction factors are measured with the ribs on the slope. The largest 
factors are found for the slope with 4% roughness, but the differences are only 
small. It means that with only a small amount of roughness elements, such as only 
4% of the surface, one can obtain a considerable run-up reduction. 

These results have been checked in the Deltaflume of Delft Hydraulics. In this 
large scale flume we can make waves up to 2 m high. For the present study a slope 
with steepness of 1:4 was installed with 4% roughness elements. A roughness 
element of 0,10x0.10 m2 and 0.088 m high was placed on each area of 0.5x0.5 m2, 
resulting in a 4 times larger model than during the small scale tests. 
The significant wave height was varied between 0.41 m and 0.82 m at a water 
depth of 5 m. 

i 
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4% roughness 
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•  small scale (4% roughness) 

• 
< • %  w 

A* • 
T 
• 

, **v 

H300S 009 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 

—• breakerparameter % 

Figure 5, Results of large scale tests in comparison with small scale tests 

In Figure 5 the results of the large scale model tests on a 1:4 slope in the 
Deltaflume are presented together with the small scale tests on the 1:3 slope and 
results of large scale tests performed in the Large Wave Channel in Germany 
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(Fiihrboter et al '89). The German tests were performed on a slope with steepness 
of 1:6 and 4% roughness elements. The size of the roughness elements were 
0.16x0.16 m2 and 0.14 m high. The wave height was varied between 0.75 m and 
1.25 m with relatively large wave period (small wave steepness). 

From the results with a smooth slope we can conclude that the large scale model 
also matches the formula (1) and (2) very well. 
The results with roughness elements, however, show a difference. The large scale 
tests in the Deltaflume and from Germany both give an average reduction factor of 
0.78, which is considerably higher than the small scale tests (0.66). This difference 
can not be explained with the difference in the slope angle, because the Deltaflume 
tests (slope of 1:4) and the German tests (slope 1:6) give the same result. 
Probably there is a scale effect that can not be neglected. The influence of the 
Reynolds number may be of influence. Therefore we should be cautious when 
using the reduction factors from small scale tests. For now we estimate the run-up 
reduction for a slope with 4% roughness to be f = 0.75 to 0.80. 

Stability of block revetments without roughness elements 

The smooth surface of a block revetment and its nice interaction between the 
blocks leaves only one possible damage mechanism under wave attack: the uplift of 
blocks due to a pressure difference over the cover layer. 
This damage mechanism is explained with Figure 6. 

REVETMENT 

Figure 6, Damage mechanism of block revetment 

Figure 6 shows the most important moment during wave attack. The previous wave 
has resulted in maximum wave run-down and the next wave is going to plunge on 
the slope. At this moment, which lasts for approximately 0.15Tp to 0.25Tp, there is 
a region with a large pressure on the slope (under the oncoming wave) and a region 
with a low pressure on the slope (almost dry region above wave run-down level). 
The high pressure is transmitted through the filter, which is filled with water to at 
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least the still water level and probably even higher. The transmitted pressure leads 
to an upward pressure difference in the region with low pressure on the slope. 

The wave impact itself lasts very short (less than a 0.1TP) and therefore can not be 
responsible for lifting a heavy block: The inertia dominates the motion. 

The pressure transmission and resulting uplift pressure is influenced by the ratio of 
permeability's of cover layer and filter layer and the thickness of the cover layer 
and filter layer. Based on the assumption that each infinitesimal segment of filter 
cannot store water, a differential equation can be derived (Klein Breteler et al 
1991), which can be used to quantify the uplift pressure. The uplift pressure turns 
out to be influenced only by the leakage length: 

(4) A-   kb 

D~\k'D 

with:   A = leakage length (m) 
D = thickness of cover layer (m) 
b = thickness of filter layer (m) 
k = permeability of filter layer (linearized) (m/s) 
k' = permeability of cover layer (linearized) (m/s) 

A large leakage length will lead to a large pressure difference over the cover layer 
and a small stability. A small leakage length can be achieved by applying an open 
cover layer with large permeability of the cover layer (relative to the filter layer). 
An open cover layer will easily relief the high pressure in the filter, without 
resulting in an uplift force on the blocks. 

The stability calculation of a block revetment follows several steps: 
1. calculation of the decisive pressure on the slope for the given wave conditions. 
2. calculation of the permeability of filter and cover layer and calculation of 

leakage length. 
3. calculation of pressure difference over the cover layer (load on the blocks) 
4. calculation of weight of the blocks, friction between blocks and other aspects of 

the strength of the cover layer. 
5. comparing the load and strength leads to a conclusion about the stability. 
Al of these aspects are dealt with by Klein Breteler (1995). 

Stability of slope protection with artificial roughness elements 

The stability of a smooth block revetment under wave attack is hardly affected by 
the water motion along the surface, because the hydraulic forces have no grip on 
the surface. This apparent advantage, compared to a rip-rap slope for example, 
does no longer hold when large artificial roughness elements are applied. If, 
however, the dimensions of the roughness elements are small compared to the 
thickness of the cover layer, it is possible to minimise the influence on the stability 
and still provide a large reduction in wave run-up. 
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This concept has been tested in the Delta flume of Delft Hydraulics with regular 
waves ranging from H; = 0.3 m up to 1.0 m. The sand slope of the dike in the 
flume was protected against wave attack with a geotextile, a granular filter of 0.15 
m thick and a cover layer of rectangular blocks of 0.5x0.5 m . The thickness of the 
cover layer was 0.15 m, but the roughness of the cover layer was created by 
replacing 25 % of the blocks by thicker blocks. Most of these so called 'roughness 
blocks' were 0.238 m thick, giving a roughness height of 0.088 m. 
To study the influence of the roughness height on the stability also blocks without 
extra thickness were used (no roughness), 0.200 m thick blocks (roughness height 
of 0.05 m) and 0.300 m thick blocks (roughness height of 0.15 m). 
The test set up is given in Figure 7. 
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Figure 7, Model set up in Deltaflume for stability tests. 

The objective of the study was to compare the uplift pressures on the cover layer 
with roughness elements and on a smooth cover layer. Regular waves were used as 
they were sufficient for the experiments. 

The stability of a smooth cover layer can be jeopardised by the uplift pressure as is 
described in the previous chapter. For a rough surface one should anticipate on 
other forces as well. Fflhrboter (1986) described serious damage to the bottom 
protection of the Fider Barrage in Germany. This bottom protection was 
constructed with blocks with various thicknesses on a filter layer, comparable to 
the structure presently studied. The structure was seriously damaged after a period 
with large flow velocities. Supported by scale model tests he found that the stability 
was influenced by the flow that causes a high pressure against the roughness 
elements, see Figure 8. 

The high flow pressure against the side of a roughness element is transmitted to the 
filter, contributing to an uplift pressure. At the Fider Barrage the blocks could also 
move aside by the flow pressure and rotate out of the bottom protection. The latter 
mechanism is not possible on our slope protection. 
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Figure 8, Flow pressure against roughness element is transmitted to filter 

The two major causes of forces on the blocks on a slope protection: 
1. The large pressure gradient on the slope during maximum wave run-down, just 

before the wave impact, leads to transmission to transmission of pressure 
through the filter to the blocks in the low pressure region. This results in an 
uplift force on the blocks near the wave run-down level. 

2. The flow over the slope causes a flow pressure against the roughness elements, 
leading to a horizontal force on the blocks. But it is also transmitted to the filter 
contributing to an uplift force. The largest forces can be found at locations with 
largest velocities along the slope: near the level of wave impact. 

Since it could not be foreseen which mechanism would give the largest uplift 
pressure on the slope with roughness elements, the model lay-out anticipated on 
four different levels of maximum wave forces, relative to the still water level. 
At each level several blocks were equipped with pressure gauges and instruments to 
measure the displacement of blocks. The instrumentation was such that hydraulic 
loads on the roughness element itself and on adjacent blocks could be measured 
(see figure 7). 
The levels of the roughness elements equipped with pressure gauges and 
displacement devices ranged from SWL-H; up to SWL. 

In addition, two water velocity meters were installed to measure the velocity 
parallel along the slope in front of roughness elements. These devices were 
installed to support the derivation of (theoretically based) formulas to quantify the 
influence of the roughness elements on the stability. 

Typical test results are be presented in Figure 9. 

The measured uplift pressure in Figure 9 is drawn with the solid line. It should be 
compared to the weight of the blocks, which is drawn with the dotted line. With 
increasing height of the roughness elements we see an increasing uplift pressure, 
but since the weight of the roughness elements is larger as well, the stability does 
not decrease. 
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Figure 9, Pressure difference over the cover layer (H; = 0.80 m and T = 3.3 s). 

Also the uplift pressure over an adjacent block in the same row, in one row lower 
and in one row higher is measured. The influence of the roughness elements on the 
uplift of these adjacent blocks was negligible. 



1566 COASTAL ENGINEERING 1996 

\: 

Figure 10, Forces acting on a roughness block. 

A theoretical analysis of the relation between the water velocity on the slope, the 
pressure against the roughness elements and the uplift pressure on the cover layer 
was performed to see if the results of the measurements are applicable to all kinds 
of revetment and roughness geometry's. Figure 10 shows the pressures and forces 
acting on a roughness element. By considering the balance of forces and 
momentum it was possible to distinguish two damage mechanisms, each relevant 
for a certain type of roughness elements: 
1. Wide blocks (width measured perpendicular to the water line) with relatively 

small roughness height: fh/B < < 0.5. The influence of the horizontal forces is 
small. The uplift pressure is the most important force and the block will slide 
out of the revetment during instability. Instability will not occur at a lower wave 
height than for a slope without roughness elements 

2. Small blocks (width measured perpendicular to the water line) with relatively 
high roughness height: fh/B > > 0.5. The influence of the horizontal forces is 
large. The uplift pressure and forces along the slope result in a rotating motion 
if the blocks have open joints (such as at the bottom protection of the Eider 
Barrage, see Fuhrbdter 1986). Instability may occur at a lower wave height than 
for a slope without roughness elements. 

The exact criteria to distinguish these types have not yet been established. The 
preliminary advice is to make roughness elements smaller than 1/3 of the width of 
the blocks: 

fh/B < 0.33 

with:   fh =    height of the roughness element (m) 
B =    width of the block, measured perpendicular to the water line (m) 

In that case the roughness elements will not decrease the stability. 
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Conclusions 

For areas with a mild wave climate (up to H, = 3 m) a smooth concrete slope 
protection structure is an interesting alternative to rip-rap slopes. The smooth 
surface makes the water line accessible to bathers and fishermen and it also enables 
an integrated design in the scenery. 
Unfortunately the smooth surface gives a much higher wave run-up, leading to a 
higher structure. This extra construction height can be kept within acceptable limits 
if artificial roughness elements on the smooth surface are used. 

Small scale tests are performed to find the wave run-up reduction f, defined as a 
multiplication factor. The smaller the reduction factor, the more the wave run-up is 
reduced. The range of the reduction factors from small scale tests is as follows: 
• blocks with 4% roughens: f = 0.61 to 0.73 (average: 0.66) 
• blocks with 11% roughness:        f = 0.58 to 0.68 (average: 0.62) 
• ribs with 13% roughness: f = 0.46 to 0.65 (average: 0.55) 
The first type of structure (4% roughness) is also tested on a large scale, with 
waves up to 1.2 m high. The large scale tests in the Deltaflume and from Germany 
both give an average reduction factor of 0.78, which is considerably higher than 
the small scale tests (0.66). 
Probably there is a scale effect that can not be neglected. The influence of the 
Reynolds number may be of influence. Therefore we should be cautious when 
using the reduction factors from small scale tests. For now we estimate the run-up 
reduction for a slope with 4% roughness to be f = 0.75 to 0.80. 

The present conclusion for the reduction factor means the following for the 
example structure given in Figure 2: 
• crest height for smooth surface: +2.85 m 
• crest height for surface with 4% roughness elements:     +2.20 m 
• crest height for rip rap structure: +1.70 m 
We see that with only 4% roughness the crest height can be reduced considerable 
and is now not that much higher than the rip rap structure. 

From a theoretical analysis of the water motion and loads following two major 
causes of forces on the blocks on a slope protection has been identified: 
1. The large pressure gradient on the slope during maximum wave run-down, just 

before the wave impact, leads to transmission to transmission of pressure 
through the filter to the blocks in the low pressure region. This results in an 
uplift force on the blocks near the wave run-down level. 

2. The flow over the slope causes a flow pressure against the roughness elements, 
leading to a horizontal force on the blocks. But it is also transmitted to the filter 
contributing to a uplift force. The largest forces can be found at locations with 
largest velocities along the slope: near the level of wave impact. 

The forces on the blocks were measured in the Delta flume of Delft Hydraulics 
with regular waves ranging from H; = 0.3 m up to 1.0 m. Based on these 
measurements and on a theoretical analysis of the balance of forces on the blocks it 
was concluded that stability is not decreased by roughness elements when these are 
small compared to the width of the blocks (measured perpendicular to the water 
line): fh/B < 0.33. 
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CHAPTER 122 

WAVE INDUCED VELOCITIES AT 
A RUBBLE MOUND BREAKWATER 

Bruno Brunone1, member ASCE, and Giuseppe R. Tomasicchio1 

Abstract 

An experimental study has been carried out concerning horizontal velocities 

induced by a regular wave acting on a rough permeable steep slope. Time-histories of 

vertical distributions of the horizontal component of local velocity observed for all 

the considered wave conditions have been compared with results from 1st and 2nd 

order wave theories. Further analysis has concerned water surface elevation, depth- 

averaged velocity and uniformity level of velocity profiles. For both local and global 

characteristics of velocity field, results from wave theories expected to apply are not 

in good agreement with experimental data. 1st order theory appears satisfactory for 

the shorter waves but departs significantly from data as the Ursell number increases. 

INTRODUCTION 
Despite their importance in design of rubble mound breakwaters, kinematics 

of waves propagating along a steep slope has received little experimental attention 

(Torum and Gudmestad 1990). On the contrary, a large amount of experimental data 

is available for the case of a wave propagating over a horizontal impermeable smooth 

bottom (e.g. Ragone 1983) or over a gentle slope (e.g. Iwagaki et al. 1974; Stive 

1980). Due to the lack of data, no comparison between theoretical and experimental 

vertical distributions of velocity on a steep slope is available. In the last decade, 

interest for systematic experimental investigations has grown up  due to  the 

1 University of Perugia, Institute of Hydraulics, Localita S. Lucia, 06125, Perugia - Italy. 
e-mail: brunone@unipg.it; tomas@unipg.it 
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development of 1-D numerical models simulating the wave induced kinematic field 

along and inside a rubble mound breakwater (Kobayashi and Wurjanto 1990; van 

Gent 1993). Comparisons between 1-D model previsions and experimental values 

have been carried out for the case of regular waves spilling on a rough, impermeable 

mild (1:35) slope (Cox et al. 1995) while with regard to steep slopes, only not 

consistent comparisons between computed depth-averaged velocity, U, and 

experimentally observed values of the mean local velocity, u, are available (e.g. T0 

rum and van Gent 1992). Moreover, 1-D numerical models have been extended to the 

formulation of a vertically 2-D shallow-water model (Bradley et al. 1996) and even to 

the reshaping simulation of a berm breakwater (Norton and Holmes 1992; van Gent 

1995). The purpose of this paper is to present and discuss results from an 

experimental investigation concerning regular waves acting on a rough permeable 

steep slope. Data from this study are discussed from two complementary points of 

view. The first of them relates vertical distributions of the horizontal component of 

local velocity; the second one concentrates on the characteristics of some selected 

global quantities of the wave induced flow field which are provided by 1-D numerical 

models. In both cases comparisons are provided with wave theories which are 

expected to apply. 

EXPERIMENTS 

Laboratory tests were carried out in a wave flume 35 m long and 0.75 m wide 

equipped with a piston-type wave maker generating regular waves. The water depth, 

constant along the flume, was equal to 0.50 m. The breakwater, with a 1:2 uniform 

slope, was composed of an armour layer 2D'n50 thick, with nominal diameter 

D'n50 = 0.027 m, a filter layer 6D"n50 thick, with D"n50 = 0.015 m, and an 

impermeable core (Fig. 1). 

Wave conditions were selected in order to produce no damage or overtopping 

of the structure and breaking waves of surging type. Table I shows the considered 

wave conditions at the structure toe with T and H' being the wave period and the 

wave height (incident + reflected), respectively. 

Water surface elevation, t), was contemporary measured by standard 

conductivity-type gauges at the structure toe and at the section where velocity 

measurements were taken. Time-histories of the vertical distribution of the horizontal 

component of the mean local velocity, u, at four sections along the slope (x = 0.0, 

0.3, 0.4 and 0.5 m) were obtained placing a single micro-propeller at different depths. 
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Figure 1 - Geometry of the tested structure and co-ordinate system. 

The deepest point for velocity measurement was at 3.5 cm from the surface of the 

mound. Due to the use of a single micro-propeller, velocity measurements along the 

vertical were synchronised by superimposing measurements of free surface elevation 

at the considered section; synchronisation of velocity measurements at different 

sections was reached by superimposing measurements of r\ at the structure toe. 

Velocity signals presented noise which was removed by a Butterworth lowpass digital 

filter. Finally, according to observations by Tarum and van Gent (1992) and Cox et 

al. (1994), a phase averaging was made in order to reduce the remaining small 

irregularities in the velocity time series. 

TABLE I. Wave characteristics 

wave 
condition 

symbol T 

(s) 
H' 

(cm) 

1 O 0.80 3.51 

2 • 1.50 4.91 

3 D 1.50 5.48 

4 X 1.70 7.59 

5 A 1.25 3.10 
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EXPERIMENTAL OBSERVATIONS AND THEORETICAL RESULTS 

Local Characteristics of the Velocity Field 

Time-histories of the vertical distributions of the horizontal component of 

local velocity were obtained for all the five wave conditions at the four considered 

sections. All velocity distributions present values of u with the same sign along the 

vertical. A time shift can be observed between the extreme values of the free surface 

elevation TI and those of u. Absolute values oft/ at the passage of the wave through 

result systematically larger than the corresponding ones at the wave crest. Finally, the 

non-uniformity of the velocity profile depends on the wave characteristics; in 

particular, non uniformity increases for decreasing wave period. 

Before introducing comparisons between experimental and theoretical 

velocity distributions, a selection of wave theories to consider was made, even if in a 

somewhat arbitrary and merely qualitative way, by evaluating the following 

dimensionless parameters (Le Mehaute 1976): relative water depth, h/gT2, and 

relative wave height, H / gT , where H = wave height, h = water depth, and g = 

acceleration due to gravity. Ursell number, UR = HL2 / h3, with L = wave length, 

related to the ratio of the convective inertia term to the local inertia one, was also 

considered. Table II reports the values of the three above mentioned dimensionless 

parameters for the considered experimental conditions. 

TABLE II. Wave dimensionless parameters 

wave condition no. 1 2 3 4 5 
x = 0.0m 0.0796 0.0226 0.0226 0.0176 0.0326 

h/gT2 
x = 0.3 m 0.0557 0.0158 0.0158 0.0123 0.0228 
x = 0.4m 0.0478 0.0136 0.0136 0.0105 0.0195 
x = 0.5 m 0.0398 0.0113 0.0113 0.0088 0.0163 
x = 0.0m 0.0056 0.0023 0.0025 0.0026 0.0020 

H/gT2 
x = 0.3 m 0.0072 0.0023 0.0018 0.0020 0.0032 
x = 0.4m 0.0059 0.0021 0.0015 0.0017 0.0033 
x = 0.5 m 0.0057 0.0016 0.0013 0.0013 0.0031 
x = 0.0m 0.2823 4.3470 4.8407 8.5617 1.4858 

uR x = 0.3 m 1.0551 9.4812 7.2463 13.6100 6.1511 
x = 0.4m 1.3674 11.294 8.3772 15.3138 8.5275 
x = 0.5 m 2.2798 13.0164 10.3179 17.1729 11.5205 

The range of experimental conditions include relative depths, h/gT , from 

0.0398 to 0.0796 for wave condition no. 1 and from 0.0088 to 0.0326 for wave 
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conditions no. 2 to 5; relative wave height, H/gf2, from 0.0056 to 0.0072 for wave 

condition no. 1 and from 0.0013 to 0.0033 for wave conditions no. 2 to 5; Ursell 

number, UR, from 0.2823 to 2.2798 for wave condition no. 1 and from 1.4858 to 

17.1729 for wave conditions no. 2 to 5. Thus, values of the three dimensionless 

parameters for wave condition no. 1 are significantly different from those attained in 

conditions no. 2 to 5. Specifically, wave motion no. 1 appears to be characterised by 

quasi-deep water conditions and by very small values of the Ursell number with 

respect to the other cases. On the basis of Fig. 2 (Le Mehaute 1976), for wave 

condition no.l, 2nd order and only marginally 3rd order theories apply; for the case 

of wave conditions no. 2 to 5, 2nd order theory should be taken into account. As a 

term of reference, also 1st order theory was considered in calculations. 
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Figure 2 - Regions of validity for various wave theories and experimental conditions from 
the present study (modified from Le Mehaute 1976). 

Comparisons have been carried out between observed and calculated velocity 
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distributions at some selected times counted in terms of t* = t/T, with t* = 0 

corresponding to r\ = rin^ at the considered section. Figs. 3 a and 3b refer to section 

x = 0.3 m and to wave conditions no. 2 to 5; in plots, z is the vertical co-ordinate, 

positive upward with z = 0 at the armour surface. Fig. 3 a shows the comparison 

between experimental and 2nd order theory velocity profiles, while in Fig. 3b 1st 

order theory results are considered. It is noted from these figures that nor the 2nd nor 

the 1st order theory is valid and that only small differences between them arise. 

Analogous results (not shown) are found at the other sections for wave conditions 

no. 2 to 5. On the contrary, with regard to wave condition no. 1, values from the 2nd 

and 1st order theories are practically indistinguishable and therefore in Fig. 4 only 

results from the 1st order theory are reported. A rather good agreement is found at 

section x = 0.0 m; further landward it gets slightly worse but it can be noticed that the 

1st order theory well approximates the velocity profiles of wave condition no. 1. 

As a preliminary result, it can be stated that the 1st order theory well 

simulates experimental velocity profiles characterised by a noticeable disuniformity 

and corresponding to a short period wave. Moreover, in accordance with the results 

of Le Mehaute et al. (1968) for a horizontal bottom, also for the case of a steep 

slope, the selection of the appropriate wave theory to describe the velocity field on 

the basis of relative water depth, h / gT , and relative wave height, H / gT% appears 

to be not completely reliable. 

With regard to the wave kinematics field on a steep slope, more precise 

indications on the wave theory selection can be obtained by evaluating the influence 

of different terms like local inertia, convective inertia, wave reflection, energy 

dissipation due to surface roughness and flow in the mound. For wave condition no. 
1, where UR ranges from 0.2823 to 2.2798, accordance between the 1st order theory 

and the experimental velocity profiles suggests the predominance of the local inertia 

term with respect to the others. This is probably due to the small wave period which 

determines a so rapid change in the kinematic characteristics in one section that the 

effect of different conditions in the adjacent sections can be considered negligible. For 
the case of wave conditions no. 2 to 5, where UR ranges from 1.4858 to 17.1729, 

other terms become more important than the local inertia one and there is no 

agreement with 1st and 2nd order theories. In other words, when in a given section 

the wave field characteristics vary very rapidly due to the small wave period, there is 

a minor influence of the contemporary changes in the adjacent sections. 

The not large number of the examined experimental conditions and the lack of 

velocity measurements at the surface and close to the bottom give no possibility to 
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Figure 3a - Vertical distributions of the horizontal component of mean local velocity at 
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2nd order theory). 
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Figure 3b - Vertical distributions of the horizontal component of mean local velocity at 
section x = 0.3 m for wave condition: a) no. 2, b) no. 3, c) no. 4, d) no. 5 (broken lines: 
1st order theory). 
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discuss further in terms of velocity profiles and makes not convenient to consider 

higher-order wave theories. 

Global Characteristics of the Flow Field 
In the present section the discussion refers to global quantities of the flow 

field, provided by 1-D numerical models, such as water surface elevation, rj, and 

depth-averaged velocity, U, defined as: 

n' 

2>iAzi 

h + r| 

where «' = n + 2, with n being the number of the velocity measurement points along 

the vertical at the considered section. The extension of the experimental velocity 

profiles to the bottom and to the surface has been obtained by extrapolation. Because 

the momentum flux correction coefficient, P, is not defined when U is close to zero, 

the variance, o2 (Brunone and Tomasicchio 1996) defined as: 

i>;-u)2 

P
2
=

W
   ,    . (2) 
n - 1 

must be introduced. It allows to describe the uniformity level of velocity profiles and 

to evaluate 1-D approximations during the whole wave period. 

With regard to r\, for all the considered cases, in agreement with Le Mehaut6 

et al. (1968), also when a steep slope is considered, differences between experiments 

and theory are not as great as that for local velocities since the most significant 

feature, the wave height, is imposed by experiments. For wave condition no. 1, Fig. 5 

presents the experimental and calculated (1st order theory) time-histories of TI, [/and 

a2 through the wave period at the four different sections. Small differences and a 

moderate phase shift are observed between the experimental and calculated values of 

U. Maximum and minimum values of U happen at the same time of the corresponding 

extreme values of TI. In agreement with the experimental observations (Brunone and 

Tomasicchio 1996), the calculated time-history of variance a2 presents a bimodality 

with two relative maximum (minimum) values. At section x = 0.0 m, calculated 

variance of velocity profiles simulates rather well the experimental data; further 

landward, differences increase and approximation is not satisfactory even if the 
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Figure 5 - Time-history of water surface elevation, depth-averaged velocity and variance 
of velocity profiles for wave condition no. 1 at section: a) x = 0.0 m, b) x = 0.3 m, 
c) x = 0.4 m, d) x = 0.5 m (broken lines: 1st order theory). 
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of velocity profiles at section x = 0.3 m for wave condition: a) no. 2, b) no. 3, c) no. 4, 
d) no. 5 (broken lines: 1st order theory). 
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behaviour of the experimental values of the variance is certainly captured. Fig. 6 

presents time behaviour of i\, U and a2 at section x = 0.3 m for wave conditions no. 

2 to 5. Still the experimental and calculated values of r\ are almost identical. This is 

not the case for the values of the depth-averaged velocity, for which differences are 

large and only a certain similarity in the shape can be found. Calculated time-histories 

of the variance present values much larger than the experimental ones and a very 

different shape. 

CONCLUSIONS 

Water surface elevation and horizontal velocity profiles at some sections 

along a rough permeable steep slope were observed for different wave conditions. 

Two different groups of wave conditions were identified by evaluating relative water 

depth, relative wave height and Ursell number. For wave condition no.l, 2nd order 

and only marginally 3rd order theories are expected to apply; for the case of wave 

conditions no. 2 to 5, 2nd order theory should be considered. As a term of reference, 

also 1st order theory was taken into account in calculations. Accordance between 

experimental and calculated values of water surface elevation was found for all the 
cases. Only for wave condition no. 1, where UR ranges from 0.2823 to 2.2798, 

experimental and 2nd order theory velocity profiles show a satisfactory agreement 

and accordance is noticed also when 1st order theory is considered. Analogous 

considerations are valid for global characteristics of flow field such as depth-averaged 

velocity U and variance of velocity profiles o2. For the case of a rough permeable 

steep slope, as a preliminary result of the study, it can be stated that wave kinematics 

is not correctly described by wave theories which are expected to apply considering 

only the values of relative water depth and relative wave height. Phenomena like 

wave reflection, energy dissipation due to slope roughness and flow in the permeable 

layer should be necessarily taken into account in description of wave induced 

kinematics on a steep slope. 
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CHAPTER 123 

Natural Periods of Armor Stones 

Fred E. Camfield1, Fellow, ASCE 

Abstract 

Results of a laboratory investigation were analyzed 
to determine the response of quarrystone armor units to 
particular wave periods. Results indicate that individual 
stones appear to respond to particular wave periods 
depending on the stone's mass, shape, and placement in the 
structure's armor layer. Results also indicate that the 
wave period critical for design may not be the longest 
wave period in the incident waves, and investigations must 
be carefully conducted to determine the critical design 
conditions. 

Introduction 

Variables affecting stability of armor stones include 
wave height, wave period, water depth at the structure, 
foreslope of the shoreline, structure slope, structure 
porosity, and armor stone variables. Armor stone 
variables include stone density, mass, stone shape, 
orientation of the stone in the structure, contact with 
adjoining stones, and location of the stone in the armor 
layer with respect to the still water line (SWL). 

Structures, in general, have natural frequencies and 
can be excited into motion by impulses applied at that 
frequency. Likewise, individual armor units on a coastal 
structure will have a natural frequency dependent on the 
mass, shape, and orientation of the armor unit in the 
structure. For concrete armor units, with a fixed mass 
and shape and uniform interlocking, this should be a 

Research Hydraulic Engineer, Coastal and Hydraulics 
Laboratory, U.S. Army Engineer Waterways Experiment 
Station, Vicksburg, MS  39180-6199 
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single frequency. For armor stones, with variations in 
mass, shape, and orientation, there would be a range of 
natural frequencies due to the variations in the units. 

Results of laboratory investigations were analyzed to 
compare motion of armor stones with various incident wave 
periods for different cases where the foreslope, water 
depth, structure slope, structure porosity, and stone 
density were held constant. Both monochromatic and 
spectral waves were used for the investigations. Separate 
investigations were carried out for three revetment slopes 
and one breakwater cross-section. 

Laboratory Investigations 

Investigations were carried out as part of a research 
effort to study the stability of selectively placed armor 
stones. Field practice is to place quarrystone armor 
units to provide the best fit obtainable for particular 
site conditions. The selective placement of quarrystones, 
i.e., the selection and placement of armor stones one at 
a time to achieve the best fit (often call Standard 
Placement), is known to provide better stability. The 
tighter fit of armor stones using this placement method 
may also allow the use of a single layer of armor stones 
which will result in significant construction cost savings 
when compared to the traditonal use of two armor layers. 
Guidelines for selective placement specifications are 
given by the Coastal Engineering Research Center (1995). 

Laboratory tests were conducted at the U.S. Army 
Engineer Waterways Experiment Station's Coastal and 
Hydraulics Laboratory in a two-foot wide wave flume. The 
flume is equipped with a programmable wave generator 
capable of producing both spectral and monochromatic 
waves. A long, two percent (1:50) foreslope was 
constructed in front of the model structures to produce 
breaking waves on the structure. 

Tests were for model revetments having slopes of 
1:1.5, 1:2, and 1:3, and for a breakwater cross-section 
with a 1:1.5 structure slope. The model revetments were 
constructed to be "impermeable" with a dense sand core 
overlaid with filter cloth. Layers of smaller bedding 
stone were used under the model armor stone. This bedding 
stone conformed to the present guidance in the Shore 
Protection Manual (1984), i.e., W50/10 for a first 
underlayer and W50/200 for a second underlayer. The tests 
on the breakwater cross section used the second underlayer 
stone as the structure core. 

Tests were conducted for single layers of armor 
stones.  Revetment tests were conducted using model armor 
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stones with a median weight of 0.47 lbs, and a range from 
0.31 - 0.70 lbs (0.66 w50 - 1.49 w50). Breakwater tests 
were conducted using stones with a median weight of 
0.43 lbs, with a range from 0.33 - 0.66 lbs (0.77 w50 - 
1.53 W50). 

Tests were conducted with waves breaking on the model 
structures. A total of 11 model revetments and five model 
breakwaters were tested. The water depth was varied to 
produce breaking waves of different heights. Tests were 
conducted using both monochromatic waves and spectral 
waves with periods (peak spectral periods) ranging from 
1.3 to 3.0 seconds in the model. Waves were analyzed 
using a three-gage array (Hughes, 1993). Visual 
observations were made of armor stone movement for the 
various test conditions. 

Repetitive tests were conducted to determine the 
stability of the armor stones. Initial tests were 
conducted using spectral waves with varying peak periods 
until rocking motion was detected in the armor stones. 
These tests were followed by tests using monochromatic 
waves with various periods that were embedded in the 
spectral waves. Tests continued until the structure 
failed, i.e., several stones rolled out of the armor 
layer, after which the revetment structure was 
reconstructed and retested. 

Observations of Armor stone Movement 

Observations indicated that different wave periods 
often affected different armor stones. Stone movement 
generally occurred at or somewhat above the still water 
line. With other variables, including water depth, held 
constant, breaking waves were generated with variations in 
wave period. If waves having a particular period caused 
motion, i.e., rocking of an armor stone, waves were then 
generated at periods slightly higher and/or lower than the 
initial period. It was found that moderate changes in 
wave period could cause changes in which stones exhibited 
motion, i.e., a stone which appeared stable at one wave 
period would be set in motion by a slightly different wave 
period, while a stone that initially had exhibited motion 
would become stable when the wave period changed. 
Examples of observations for three test set-ups are shown 
in Table 1. For each set-up shown, the only variables 
were the wave period and wave height, all other parameters 
being held constant. 

Placement of the individual stones played a role in 
stone movement but did not appear to be the controlling 
factor. Stones that appeared to be less well placed 
(fewer points of contact) often remained stable while 
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stones  with  seemingly  better  placement  moved  when 
subjected to particular wave periods. 

TABLE 1. Stone Movement vs. Wave Period 

Test T 
(s) 

Hl/3 
(cm) 

Comments 

13 Sep 95 
Run No. 13 1.5 21.3 

Breaking Waves, movement in 
stones above SWL 

13 Sep 95 
Run No. 14 1.7 21.3 

Breaking waves, movement of 
different stone above SWL 

13 Sep 95 
Run No. 15 2.0 21.6 

Breaking waves, movement of a 
stone in a different location 

29 Jan 96 
Run No. 5 2.0 19.5 

Plunging breakers, 
Movement in stones above SWL 

29 Jan 96 
Run No. 10 2.5 22.3 

Breaking waves, movement of 
different stone above SWL 

14 Mar 96 
Run No. 2 1.5 14.3 

Surging breakers, movement in 
one stone near SWL 

14 Mar 96 
Run No. 3 1.7 18.3 

Breaking waves, movement in same 
stone plus one additional stone 

14 Mar 96 
Run No. 12 2.0 19.0 

Breaking waves, movement in 
second stone, other not moving 

14 Mar 96 
Run No. 18 2.5 19.2 

Surging breakers, stone near SWL 
(not previously moving) came out 

Consideration needs to be given to the different 
equations used for armor stone stability. The Hudson 
equation (Shore Protection Manual, 1984) does not include 
wave period, and bases stability on stone movement at 
whatever period may cause motion. This approach would 
appear to be correct if testing is conducted at a full 
range of wave periods. The stability equation proposed by 
van der Meer (1987, 1988) incorporates wave period which 
could be incorrect as it assumes a significant effect at 
all wave periods and lower stability at longer wave 
periods The present tests showed that shorter wave periods 
often caused motion in stones and structural failure while 
longer wave periods, at similar wave heights, did not 
cause instability. Tests by others (Mansard, et al., 
1996) also show that the longest wave period may not be 
the critical period for design.   Previous tests by 
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McCartney and Ahrens (1975) for a concrete revetment unit 
also showed lower stability at a shorter wave period. 

Investigations comparing wave spectra with 
monochromatic waves showed that wave spectra sometimes 
caused movement in armor stones while monochromatic waves 
having a period equal to the peak spectral period did not 
cause stone movement. This has also been observed by 
Kamphuis (1996). As noted above, minor variations in wave 
period can cause major changes in the response of the 
armor stones. As a wave spectrum contains waves at many 
periods, it is possible that an armor stone may respond to 
a period other than the peak spectral period. As an 
example, one test set-up for a breakwater cross-section 
(8 Jul 96) exhibited stronger motion of armor stones when 
subjected to a wave spectrum with a peak spectral period 
of 2.0 seconds than when the test section was subjected to 
2.0 second monochromatic waves, even though the 
monochromatic waves had a higher wave height. Lowering 
the wave period of the monochromatic waves to 1.8 seconds 
produced stronger motion and one stone was displaced from 
the structure. It should be noted that comparisons 
between spectral and monochromatic waves were not 
consistent. In some cases wave spectra did not cause 
stone motion and monochromatic waves caused motion, and in 
other cases both the wave spectra and the monochromatic 
waves caused movement of the armor stones. 

Conclusions 

While this paper presents a concept for 
consideration, additional testing is needed to more 
completely investigate the natural periods of armor stone. 
The scalability of natural periods has not been 
established, and tests at different scales are needed. 
Finally, a practical method of applying the knowledge 
gained from this research to field use must be determined. 
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CHAPTER 124 

Reliability based optimal design of vertical breakwaters 
modelled as a series system of failure 

E. Christianil H.F. Burcharth 2 J. Dalsgaard S0rensen 3 

Abstract 

Reliability based design of monolithic vertical breakwaters is considered. Probabilistic 
models of important failure modes such as sliding and rupture failure in the rubble 
mound and the subsoil are described. Characterisation of the relevant stochastic para- 
meters are presented, and relevant design variables are identified and an optimal system 
reliability formulation is presented. An illustrative example is given. 

Keywords: Vertical wall breakwaters, sliding failure, rupture failure, design optimisa- 
tion, reliability 

Introduction 

A number of breakwater failures have been reported during the last 20 years for rubble 
mound breakwaters as well as for vertical breakwaters e.g. Sines (Portugal), Arzew 
(Algier), Mutsu-Ogawara Port (Japan), Gela (Italy) and Algeciras Port (Spain). This 
has resulted in new ways of approaching the design problems related to breakwaters. 
Probabilistic methods have been introduced to solve breakwater design problems in the 
early stage of planning. Reliability based design of breakwaters has been discussed by 
Nielsen et. al. (1983), Burcharth (1991), (1992a), (1992b), Burcharth et al. (1994) and 
(1995) and by Takayama (1994). 

In the following a caisson vertical breakwater is analysed with respect to probability of 
failure for single failure modes. Emphasis is put on the foundation failure modes and 
their relative importance. 

Identification of the failure modes 

Sliding and rupture failure in the rubble mound foundation and in the subsoil are 
usually the most critical failure modes for vertical breakwaters. Other failure modes 
exist e.g. settlement of the caisson, seaward sliding, scour at the toe (subsoil and/or 
rubble mound), instability of the armour stones in the foundation, and structural failure 
of the caisson. 

'Ph.D.-student, Hydraulics and Coastal Eng. Lab., Dept. of Civil Eng., Aalborg University 
2Prof. dr.techn., Hydraulics and Coastal Eng. Lab., Dept. of Civil Eng., Aalborg University 
3Assoc. Prof. Ph.D., Dept. of Building Technology and Structural Engineering, Aalborg University 
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Nine foundation failure mechanisms including sliding are identified cf. Figure 1. Over- 
turning is a relevant failure mode only in the cases of monolithic structures placed on 
very strong foundation soils or rock. The designs considered cover vertical breakwaters 
placed on low or high rubble mounds and sand or clay subsoils. 

(T)   Sliding failure (2) Failure in the rubble    (3) Failure in the rubble mound 
mound sliding in clay or sand subsoil 

Slip failure 
plane   *v-~1 - 
^^              -     ^"--^ ^^      "^5^*t—^s^ ^^~ **C\ 

Rubble mouri 

(T\   Failu 
mou 

reint 
id 

he rubble 

Clay sand or rock 

/eN Failure in the rubble   /*?\ 
^^^ mound and sand        ^^ 

subsoil 

Clay or sand 

Failure in the rubble 
mound and sand 
subsoil 

?•* ?+*, 
^     "«S| M>^, ^   V &£     - ̂    WAX 
Clay or sa ndorn ><" Slip fen           < and 

• • Hi i -1 

Sand 
ta-f         «-y 

(7)  Failure in the rubble (g) Failure in the rubble       (fts Failure in the rubble 
mound and sand mound and clay w mound and clay subsoil 
subsoil (rotation) subsoil (rotation) 

55 0(x,z) 

iTO(x,z) L   '"' ' Prandtlzone 
Figure 1: Nine foundation rupture failure mechanisms 

Sliding 

Sliding, i.e. horizontal displacement of the caisson, can occur as a slip either at the 
interface between the caisson concrete base plate and the rubble material, or entirely 
in the rubble material. 

Corresponding to the first mentioned case stability against sliding exists when the ratio 
of the resultant horizontal force, Fg, to the resultant vertical force is equal to or less 
than tan /i, i.e. 

FH <{FG-Fv) taxin (1) 
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where FQ is the weight of the caisson reduced for buoyancy, Fu is the wave induced 
uplift force on the base plate, and /i is the angle of friction between the concrete base 
plate and the rubble mound or the bedding layer. Reference is given to Takayama 
(1992) for values of tan fi. 

If the sliding failure takes place entirely in the rubble material, e.g. in the bedding 
layer, then (j, must be substituted by the effective angle of friction ip' of the material. 
The most critical of the two cases should be considered in the design. 

FH and Fu are in this paper calculated by using the wave load formulation by Goda et 
al. (1972) and (1974) extended to include impulsive pressure, Takahashi (1994). The 
design wave height is adjusted in the surf zone as described by Goda (1975). 

The resultant of the forces FH, FQ and Fu is indicated in Figure 2 as FR. 

Rupture failure in rubble, sand and clay subsoil - cases 1-9 

To evaluate the stability of the foundation, consisting of the rubble mound, sand or clay 
subsoil, the upper bound theorem of general plasticity theory is used. This theorem 
can also be applied in a probabilistic approach of design. 

Application of the upper bound theorem requires that the normality condition is ful- 
filled. Experience shows that good estimates of the bearing capacity can be obtained 
by introduction of a reduced effective angle of friction %, Hansen (1979) defined by 

sin ip' cos ib .„. 
tan<pd=- T   , 7 . (2) 

1 — sin iff sin ip 

Both <p' and ip are dependent on the stress level for which reason either reasonable 
mean values must be used, or calculations must be performed on increments. 

Three dimensional effects are not included in the derivation of the zone rupture mech- 
anism. The plane failure mode corresponding to case 8 is shown in Figure 2, where the 
line AB is approximately assumed to be a straight line. Note that it is assumed that 
tensile stresses cannot occur under the caisson base plate. Also note that because the 
caisson is a stiff body, the failure mechanism shown is not fully kinematic admissible. 
Actually, the intersection point A should be at the corner of the caisson, and the slip 
surface A-B is not necessarily a straight line. However, the rupture configuration is a 
close approximation as to the exact rupture mode can be demonstrated by comparison 
with results of finite element analyses. 

Since the derivation of the mathematical formulation of the rupture failure modes 1 - 
9 is rather lengthly, only rupture failure failure mode 8 will be discussed. Reference is 
given to Christiani (1996) for the rest of the failure modes. 

Foundation in rubble and clay (rotation mechanism) 

Case 8 in Figure 1 is considered. 

The slip line AB is theoretically a logarithmic spiral. The areas, 1 and 2 move as stiff 
zones and interact with the clay subsoil, where a circular rupture zone evolves. The 
kinematic admissible rupture figure is described by a rotation mechanism about point 
D. 
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Figure 2: Rupture in the rubble mound and clay subsoil. 

The geometrical lengths and the radius for the kinematically admissible rupture figure 
are cf. Figure 2. 

he = Bz + Brm + 2/i/j 
hn 

ta,n(ipdl + 62) 
(3) 

As noted above, the slip line AB is approximated by a straight line.  The radius R2 

then becomes 

#2 = g 1BCI sin 02 

Further I AD becomes 

IAD + xhc ta,n(ipdl + 02)     2 

The centre of gravity for zone 1 and 2 is defined by the length IQ, cf. Figure 2 

(IAD - \IBC){\IAD + \IBC - hn) + \{lBc ~ 2hn)lBC + \h2
u 

(4) 

(5) 

h 

External work done 

MAD + jhc - hn 

(6) 

The external work WE done by the wave loads, the pore pressure along the rupture 
boundary line and the weight of the vertical breakwater is for an infinitesimal rotation 
5 around point D 

WE = SM0 (7) 

where M0 is the moment around D of the wave loads, the pore pressure and the weight 
of the caisson. 

The work done due to the weight of zones 1 and 2 is a rotation around D 

wh2  = s(ys--rw)(iAD-iG)(a1+n2) (8) 
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where fli and S^2 are the areas of zone 1 and 2, and I AD — 'G is the perpendicular length 
between the point of rotation and the center of gravity for zone 1 and 2. 

The work done by the weight of zone 3 is zero as the resultant displacement of the 
centre of gravity is horizontal. 

The internal work done in zone 3 along the rim of the rupture boundary BC is 

z-202 

W3   =   6B% /     Cu(0)d0 (9) 
Jo 

where c^ is the undrained shear strength of the clay. 

The limit state equation for the rupture mechanism in Figure 2 is then: 

W3 - Wh2 - WE = 0 (10) 

02 is the unknown angle to be determined by minimising the ratio between the stabil- 
ising work and driving work. 

System model of failure modes for rupture failure and overturning 

In design of vertical breakwaters, the main concern is sliding, overturning, and rupture 
failures in the rubble mound and in the subsoil. These failure modes can be modelled 
by a series systems cf. Figure 3. 

9 Rubble mound and sand subsoil 

| Sliding failure^Overturning [| ft^f""5 °[ [f 
Rupture failure of II Rupture failure of 

I the rabble   2Jq the rabble 4, 

Rupture of the rabble 
and sand subsoil     3. u Rupture of the rabble 

and sand subsoil      5. II Rupture of the rabble 
and sand subsoil      g, 

i Rupture of the rabble 
and sand subsoil (rotation) 7. 

b) Rubble mound and clay subsoil 

-fsiidingfailure Lf|ZZTJBT^ Rupture failure of 
I the rabble        4, 

I 3 
Rupture of the rubble 
and clay subsoil      3, u Rupture of the rubble 

and clay subsoil (rotation) 8. n Rupture of the rubble 
and clay subsoil     9. 

Figure 3: Series system of failure modes for rupture failure of the sand and clay subsoil. 

Characterisation of the stochastic variables 

All variables are in principle stochastic variables in a limit state formulation. Some 
parameters e.g. geometrical parameters have small coefficient of variation and might 
be regarded as deterministic variables. The parameters which have a significant degree 
of uncertainty in breakwater design will be discussed in the following. It is assumed 
that all stochastic variables are independent, unless otherwise stated in the text. 
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The wave induced horizontal force and the uplift force can be calculated from equations 
given by Goda et. al. (1974) and Takahashi (1994). The model uncertainty related to 
the Goda wave load is modelled by a normal distribution. This has been clarified by 
Bruining (1994) who compared a number of laboratory tests results with the Goda for- 
mula in order to evaluate the uncertainty related to the horizontal wave load, the wave 
induced uplift force, the horizontal moment and the wave induced uplift moment. The 
model uncertainties are represented by variables UpH, UFU , UMH and UMV • Expected 
values (bias) and standard deviations are given in Table 2. 

The deep water wave climate characterised by the significant wave height Hso is assumed 
to follow a Weibull distribution. The distribution function of the maximum significant 
wave height within T years is given by 

FBT (H„) = • exp 
IHso — Bw\   \ 
\      A      ) ) 

XT 

(11) 

where A is the average number of Hso data values per year. Bw — 2.69 is usually 
regarded as a deterministic parameter. 

Due to the limited number of data A and k are subject to statistical uncertainty. A and 
k values are modelled as normal distributed stochastic variables with a variance based 
on the maximum likelihood estimates. The expected value and the standard deviation 
of A and k are presented in Table 1. 

standard deviation, a 

(approximation) 

pA* (T(l + 2/pk) 

N  Vr2(i + i/w0 •PA 
(")' 

Table 1: Mean and standard deviation of A and k values in the Weibull distribution. 

In Table 1 N is the number of available -ffso-values and T is the gamma function. 
PA = 0-58 and p^ = 1.14 and N = 30 will be used in the illustrative example, cf. Table 
2. 

As the water depth decreases from deep water to shallow water, wave transformation 
will result in refraction (when waves are not head on), shoaling and finally wave break- 
ing. Therefore the uncertainty of the breaker heights should be considered in design in 
depth limited cases. 

The design wave height Hdesign = #1/250 to De applied in the Goda formula is in case 
of no surf zone in front of the structure taken as 1.8 • Hs0. 
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In case of a surf zone in front of the structure the breaker height is taken as (Goda, 
1994) 

Hb = L00.17 (l - exp (-1-5^ (l + 15tan4/36>))) (12) 

where h/, is the water depth at a distance 5HS seaward of the structure, and -Lo = 
HSO/0.035 is the deepwater wavelength. Consequently, Hdesign = min[HS0, Hi,]. 

Tidal elevation £ is assumed to follow a cosine distribution function, see Takayama 
(1992). 

*C(0 = --arccos (f - l) - 1 (13) 

where ( varies between ±£Q = 0.75 m. 

Storm surge % should be considered when the structure is in shallow water, due to 
possible change in breaker wave heights and buoyancy of the structure. For simplicity 
the storm surge is not taken into account. 

The total water depth in front the structure is htot — hs + £, where hs is the mean sea 
water level at the foot of the structure, without influence from the storm surge or tidal 
level. 

The average mass density of a conventional vertical breakwater including sand ballast, 
reinforced concrete walls and concrete cap can be assumed to be normal distributed 
with a mean value in the range pc = 2.15 - 2.3 t/m3 and a coefficient of variation of 
5%, Burcharth (1992). 

It is generally accepted that the variability of the effective friction angle of a well known 
soil sample is small, but authors such as Nadim et al. (1994) and Cherubini (1992) 
have encountered variation coefficients in the range 3% to 15%. It is assumed in this 
paper that the angle of dilation and effective friction angle have a variation coefficient 
corresponding to 10 %. 

The friction coefficient between the base plate and rubble is assumed normal distributed 
with a mean value tan^i = 0.636 and a coefficient of variation of 15 %, Takayama (1992). 

Even homogeneous soil layers exhibit change in strength from point to point. The 
undrained shear strength of clay is an example where spatial variability exists. It is 
assumed to be modelled by a log-Gaussian stochastic field {cu(x, z)} where x is the 
horizontal coordinate and z the vertical coordinate, see e.g. Andersen et al. (1992). 
The mean value function and covariance function are in this paper assumed to be 

E[cu(x,z)]    =   (J,Cu+az (14) 

Cov[cu(xi,zi),cu(x2,z2)]   = (15) 

^exP(-|^^|)exp(-(-10-)) 
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where Cu is in kPa and x, z are taken in metres with origo (a;, z) = (0,0) equal to point 
B, see cf. Figure 2, )iCu is the expected value of the undrained shear strength, aCu is 
the standard deviation of the undrained shear strength and a = 3 kPa/m is a constant 
signifying the linear increase of the undrained shear strength of the clay subsoil. 

Method of reliability analysis 

The uncertainties (physical, statistical and model) related to the above failure modes 
cf. Figure 1 are modelled as stochastic variables, and limit state functions for the 
failure modes are formulated as described above. The wave loads are estimated using 
the Goda formula, (including impulsive pressure modification) with model uncertainty 
included. For the foundation failure modes the strength of the clay subsoil is modelled 
as a stochastic field and a probabilistic limit state function is then formulated using 
kinematically admissible failure mechanisms, Christiani (1996). 

The probability of failure of the failure modes are estimated using First Order Reliabil- 
ity Methods. System failure is modelled by a series system and the system probability 
of failure can be evaluated on the basis of the FORM analysis of the single failure 
modes, see Madsen et al. (1986) and Burcharth (1992). 

Limit state functions 

Sliding failure. 

Failure corresponding to sliding can be modelled by the limit state function, cf eq. (1): 

(<   0   failure 
=   0   limit state (16) 
>   0   no failure 

Foundation failure in the rubble and clay subsoil 

As mentioned above the undrained shear strength of the clay is modelled as a log- 
Gaussian stochastic field {cu{x, z)}. The correlation lengths for {cu(x,z)} are small 
compared to the integration intervals and it follows from the central limit theorem that 
the total internal work in the clay subsoil can be approximated by a normal distributed 
stochastic variable W3 with mean value (j,w3 and standard deviation aw3- The limit 
state function is written, see eq. (10) 

Qday = E[W3] + uwaW3 - Wh2 - WE (17) 

where u\y is a realization of a normal distributed stochastic variable Uw with mean 0 
and unit standard deviation. 

The expected value of W3 is 

E[Wz]=8Rl E[cu(e)]d0 (18) 
Jo 
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where E[cu(6)] is the expected value of c„ at the position described by the angle 9 along 
the circular rupture line BC. 

The variance of Wz is 

Var[W3] = <7JL = <^2 /       /      CouMflJ.c^OldBi de (19) 
7o     Jo 

where Cov[cu(6), cu(0i)\ is the covariance function of cu at the positions corresponding 
to 0 and 0\. 

Systems reliability of the series systems involving sand and clay subsoils 

The single failure modes in Figure 1 are regarded as m failure components. It is 
clear from a deterministic design of a monolithic structure that if one of the failure 
components fail then the system fails, i.e. the breakwater has no load carrying capacity 
after the failure of one component. The system probability of failure Pf can be written 
as a probability of unions. 

/ m 

Pf=P\\J *(*) ^ ° 1 = / .„ /*(*)<** (2°) = p([j9i(x)<o)= I /xW& 
\t=l / •'Ui=l  Si(x<0) 

where gi(x) is the failure function corresponding to components i = 1,2..m. The FORM 
approximation of the generalised systems reliability index 0s can be estimated as: 

f = _$-i(i _ $m(^ci p));   or  ps = 1 _ $m(/3C) p) (21) 

where $m is the m-dimensional standardised normal distribution function, /3C is the 
vector of the reliability indices of the individual failure modes (3C —{f3l,l32---Pm) and P 
is the correlation coefficient. 

If the failure modes are fully correlated then Pj = max P,, where Pi = $(/?£) is the 

probability of failure for component i. If only failure modes involving foundation failure 
are considered the correlation coefficients are fairly close to 1. Taking Pf = max Pi is 

then a good approximation, although it is on the unsafe side. 

Reliability based optimisation 

In design of breakwaters the main objectives are usually to obtain an inexpensive 
structure and to have a satisfactory structural reliability. 

Cost optimal design of a breakwater for construction or rehabilitation is always of 
interest to the design engineer. An example is presented in the following where the 
minimum reliability index is fixed and the decision variables are the geometrical values 
from a cross section of a vertical breakwater cf. Figure 4. 

The design (decision) variables are denoted b = (6j,..., &AT), i.e. the number of design 
variables is N. 
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S.WX 

bo = Rubble mound block size 

Harbour side 

Figure 4: Definition of the design variables for optimal reliability design. 

If the objective function is chosen as the total expected costs CT of the structure during 
the lifetime, the optimal design can be found as the solution to the optimisation problem 

min       CT(b) = C/(b) + CFPf{b) 

b\<bi< b? i = l,...,N 

(22) 

(23) 

where b\ and bf are lower and upper bounds to &,. Ci is the initial/construction costs, 
CF is the costs of failure, and Pf is the probability of failure during the expected 
lifetime of the breakwater. 

Alternatively an element reliability-index based optimisation problem can be formu- 
lated 

mm 
b 

C,{h) 

s.t.       A(b)>/?rn     ,t = l,...,ro 

b\<bi<b?       ,i = l,...,N 

(24) 

(25) 

(26) 

where # is the reliability index for failure mode i and /3f *" is the corresponding lower 
bound on the reliability index. Equivalent solutions from (22)-(23) and (24)-(25) can be 
obtained by suitable choices of /3•" i — 1, ...m The above optimisation problems are 
usually non-linear and non-convex. The optimisation problems can be solved effectively 
using non-linear optimisation algorithms and FORM. 

The reliability indices in (25) are determined on the basis of limit state functions 
written as <7i(x(b), b) = 0, i = 1,..., m. In a traditional deterministic design the design 
(optimisation) problem the constraint (25) is exchanged by the deterministic constraint 

J3i(b)=5i(x
D(b,7),b)>0 . ,m (27) 
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where xD are design values calculated using the statistical parameters for the stochastic 
variables X and 7 are partial safety factors. 

Evaluation of the failure modes 

Reliability analysis of an engineering example is performed to show the significance of 
the failure modes in two series systems involving sand and clay subsoils. 

The deterministic design of the vertical breakwater is designed according to Goda's 
pressure formulation (1974), considering recommended Japanese design guidelines for 
sliding (safety factor 1.2), overturning (safety factor 1.2) and max heel pressure (400 - 
600 kN/m2), the tidal elevation ( = 0 and friction coefficient between base plate and 
rubble is taken as 0.6 cf. Figure 5. 

B=11.2m 

M.S.L. 

h =14 m 

0^=80 KN/irf, or %2 =0.57 

(clay) (sand) 

Figure 5: Illustration of a monolithic vertical breakwater. 

The sensitivity of the caisson width on the probability of failure considering shoaling 
and breaker heights in the surf zone is shown in Figure 6 

8      10     12     14     16     18 

B(m) B(m) 

Figure 6: Effect of the width B of the caisson on the probability of failure Pi within 50 
year structure lifetime, considering shoaling and breaker heights. 

Numbers in the graphs refer to type of foundation failure mechanisms cf.   Figure 1. 
From Figure 6 it is seen that the failure modes (4) and (2) are the most critical fail- 
ure modes.   It is also seen that the probability of failures for the deterministically 
determined caisson width of 11.2 m are very high. 

Optimal design 
Optimal design of the example cf. Figure 5 is determined on the basis of the formulation 
in equations (24) - (26) i.e. the cost of failure is neglected. The initial costs are divided 
into weight contributions from the rubble mound and the caisson. As design (decision) 
variables the width (B) and the height (hjr) of the rubble mound are chosen. 
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Cj{B,hu) = Ch • Wcaisson(B) + C/2 • Wrubble{hll) (28) 

where Wcaiss<m is the weight of the caisson and Wrubbie is the corresponding weight of 
the rubble. The difference in price per unit weight between the weight of the rubble 
and caisson is chosen as TP- = 2. The cost of construction is minimised with upper 
bounds on the probability of failure of the significant failure modes. 

Optimal designs for different levels of the acceptable probability of failure Pf without 
considering wave height reduction in the surf zone is presented in Table 3: 

Applying Japanese design guidelines Pi B (sand & clay) , hn B (sand k clay), hn 
H• = 5.56m, B = 17.8m, hn = 6m 
waterdepth at the toe h, = 14m 
waterdepth, foot of the caisson d = 8m 

0.1 
0.2 
0.3 

24.7 (m), 5.0 (m) 
20.6 (m), 5.0 (m) 
18.2 (m), 5.0 (m) 

26.5 (m), 6.0 (m) 
21.6 (m), 6.0 (m) 
19.0 (m), 6.0 (m) 

Table 3: Optimal design for different levels of acceptable probability without consider- 
ing shoaling and breaker heights in the surf zone. 

Conclusions 

Foundation failure modes for vertical breakwaters are formulated such that reliability 
analyses can be performed. The failure modes include sliding failure and failure modes 
involving sand and clay subsoils. Stochastic models for uncertain parameters are de- 
scribed using the information from experimental tests and from the literature. Further 
it is mentioned that foundation failure modes can be modelled as components in a series 
system. 

Reliability based optimisation formulations for rational design of vertical wall break- 
waters are given. Finally an illustrative example is presented, where the reliability of a 
breakwater on a high rubble mound is investigated and optimal designs are determined. 
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CHAPTER 125 

OVERALL SLOPE STABILITY ANALYSIS OF RUBBLE MOUND 
BREAKWATERS 

Julien DE ROUCK1, member ASCE 
Luc VAN DAMME2 

ABSTRACT 
In this paper a "semi-dynamic approach for the slope stability analysis of rubble 

mound breakwaters" is presented. The principles of the method are described. Tide and 
wave action are taken into account in the slope stability analysis of deep slip-surfaces. For 
these slip-surfaces the moment of maximum wave run-up is most critical. 

Pore water pressure variations at the seabottom are also measured below the 
seabottom but attenuated and approximately up to the so called influence depth ho- The 
fact that the pore pressure variation is attenuated leads to "overpressures" at the moment 
of low water and below the wave trough. The attenuation depends mainly on the wave 
period T and soil characteristics k (permeability) and E^ (oedometric compression 
modulus). 

INTRODUCTION 
The design of a rubble mound breakwater normally starts with the 

determination of the overall geometry: crest level, crest width and slope angles of 
both seaward and rear slope. Once the overall geometry is fixed most attention is paid 
to the design of the armour layer: choice of the type of armour unit (rock or concrete 
block and in the latter the type of block: cube, tetrapod, dolos, ACCROPOD®, 
HARO®,...) and the weight of the armour unit. 

On behalf of the design of the armour layer, several design rules are available. 
These rules are based on extensive research: theoretical but mainly scale model tests 
in hydraulic laboratories. The main loading for the armour layer is the wave attack. 
Furthermore it is common use to carry out scale model tests on behalf of the design of 
(important) rubble mound breakwaters. 

With regard to the overall slope stability of the slopes of a breakwater, 
distinction has to be made between the seaward slope and the rear slope. For the rear 
slope, which is normally not subjected to wave attack, one can apply calculation 
methods normally used for banks of a river, a canal, ... The seaward slope however is 
subjected to wave attack. Considering the seaward slope, designers and researchers 
were used to pay too little attention to the hydrodynamic effect of wave attack.  
1) Civil Engineering Dept., University of Gent; HAECON N.V.; Technologiepark 9, B-9052 Gent, 

Belgium. 
2) Ministry of Flemmish Community, Coastal Division, Vrijhavenstraat 3, B-8400 Ostend, Belgium. 
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Frequently the experience gained on land is applied (Quinn, 1972 ; Fisher et al., 1975 ; 
Toppler, 1982 ; Chew, 1990 ; Murray et al, 1990 ; Koutitas, 1992). Only Barends 
takes into account the effect of waves. But he focuses on slip surfaces inside the 
breakwater core (Barends, 1983, 1985). Only in his paper of 1985 he presents some 
results with regard to the influence of (partial) liquefaction of the foundation layer due 
to wave attack. 

During the design of the Zeebrugge breakwaters, extensive studies, research, 
testing and investigation into the geotechnical stability of rubble mound breakwaters 
have been carried out. One of the results is the proposed calculation method which 
takes into account the dynamic impact of waves and tides. The method is focusing on 
deep slip-circle stability analysis. As the dynamic effect of waves and tides is taken 
into account, we call it "a semi-dynamic approach for the slope stability analysis 
of rubble mound breakwaters". 

DESCRIPTION OF THE PROPOSED METHOD 
Principles 

The slope stability analysis can be carried out by using different methods: 
Fellenius, Bishop ... for circular slip surfaces and Nonveiller, Janbu, Morgenstern and 
Price, ... for non circular slip surfaces. In the analysis the friction angle <p' and the 
cohesion c' based on the effective stresses, are used. For the results shown in this 
paper, the Bishop formula has been applied. However the principles described further 
can be used for any other analysis method. 

A sensitivity analysis has been carried out in order to learn which parameters 
are really influencing the overall stability of the seaward slope of a rubble mound 
breakwater. The following characteristics influencing the geotechnical safety factor F 
are considered: overall geometry, external forces, geotechnical characteristics (p, c', 
(p') of both the material (mainly the breakwater core) and the subsoil, and pore water 
pressures. The sensitivity analysis showed the paramount importance of the pore 
water pressures along a potential slip surface: they are as important or even more 
important than the shear resistance characteristics. 

Figure 1 shows a simplified cross-section of a rubble mound breakwater with a 
possible slip surface DEFA. All forces acting on the volume ABCDEFA are 
considered: weight of the volume, external forces acting on the faces AB, BC, DE, 
EFA. In that way the water pressures influence the overall geotechnical stability: 
- water mass in front of the breakwater (AB); 
- pressure on the breakwater slope (BC); 
- pore pressure within the mound, influencing shear resistance along DE; 
- pore pressure within the foundation layers, influencing the shear resistance along 

EFA. 

To find the most critical load situation, two load conditions called A and B are 
considered: tide action (A) and tide combined with wave action (B). 

The first case, only tide action without considering any wave action, occurs at 
the rear slope of a breakwater. In that case low tide is the most critical situation. 
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S.W.L 

ABCDEFA is considered 

possible deep slip surface DEFA 

Figure 1. Simplified cross-section of a rubble mound breakwater (max. wave run up) 

In the second case tide and wave action are acting together. The determining 
situation is the maximum wave run-up (wave crest) combined with the most critical 
moment in the tide cycle. A thorough investigation has shown that for a breakwater 
constructed in shallow water the most critical situation exists at high tide at the 
moment of maximum wave run-up, in fact immediately after maximum wave run-up. 
At that moment the wave action is changing from "pushing on the slope" into seepage 
forces, in fact "pulling on the mass CDEB". For a breakwater in transitional 
waterdepths the most critical situation will occur at maximum wave run-up at either 
low water (L.W.), mean water or high water (H.W.). This is in clear contradiction 
with the widespread idea that the moment of maximum wave run-down, with the 
wave through in front of the breakwater is the most critical. The latter is only valid for 
slip surfaces which fully develop in the breakwater core. 

Weight of the volume ABCDEFA 
The weight of the considered volume (partially of the breakwater and partially 

of the foundation layer) can easily be calculated based on the geometry and the unit 
mass of the breakwater material and subsoil. 

Watermass in front of the breakwater: forces acting on surface AB 
We can easily take into acount the water mass in front of the breakwater by 

suggesting that the slip surface reaches the water surface, calculating with following 
water characteristics: pw = 1 t/m3; c' = 0 ; §' - 0 (De Beer, 1959). This is only valid 
for a horizontal water surface in rest, e.g. case A, because the water level is varying 
with a great period, so very slowly. Combining tide and wave action the sea level is 
going up and down and the surface isn't horizontal any more, the water pressure 
won't be hydrostatic: the so called Still Water Level (S.W.L.) is varying between low 
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and high tide and the waves are characterised by a wave height H, a wave period T 
and wave length L. 

Several wave theories describe the water surface, determined by those 
parameters: Airy (linear wave theory), non linear wave theory, cnoidal waves ... As 
breakwaters are normally constructed in shallow water the cnoidal wave theory has to 
be applied, although the cnoidal theory is very complicated. Grace showed that for 
both cnoidal and Airy theory correction coefficients have to be used (Grace, 1978). 
So pressures on the surface AB can be calculated with sufficient accuracy using the 
Airy theory but taking into account the correction coefficients proposed by Grace. 

Water pressure on the slope surface: forces acting on surface BC 
In the case of not overtopped breakwaters the pressure on the slope surface of 

the breakwater is directly influenced by the shape of the incident wave. Based on 
results published by Brandtzaeg (Brandtzaeg, 1962 ; Brandtzaeg et al, 1966, 1969) 
and based on the measurements taken during the scale model tests for the Zeebrugge 
breakwaters, we recommend to registrate the wave form in front of the slope up to 
one wave length. Having determined the wave form at the time of maximum wave 
run-up allows to calculate forces on the slope. Essential in this method is the 
determination of maximum wave run-up. The run-up height R„ is defined as the 
vertical distance between S.W.L. and the highest point to which water from an 
incident wave will run up the slope of a structure. The value of Ru/H depends on the 
wave characteristics (H, T, L) and slope characteristics (slope angle, roughness, 
porosity,...). 

Pore pressure within the mound: forces acting on surface DE 
On surface DE shear forces are acting. These shear forces depend on the shear 

strength characteristics of the material and on the effective stress. The latter depends 
on the pore pressures. 

Involving water pressures in the mound, a distinction is made between tide 
action (case A) and tide and wave action (case B). In case A we can adopt a 
hydrostatic pressure for the water pressures along the slip surface. 

Wave action (case B) on the seaward slope results in a water level set up 
inside the core. This is due to the fact that the inflow surface during wave run-up is 
greater than the outflow surface during run-down. In addition the mean flow path for 
inflow is shorter than that for outflow. This set up leads to higher mean pore 
pressures. Due to wave action pore pressures are varying within one wave period, 
depending on the location and on the attenuation through the armour layer, filter layer 
and core (Troch P. et al, 1996a and b). 

Pore pressures within the foundation layers: forces acting on surface EFA 
As for surface DE, on surface EFA shear forces are acting which depend on 

the pore pressures. The sensitivity analysis has shown the predominant importance of 
the pore pressures along EFA. 

If these pressures are hydrostatic with regard to the seawaterlevel, they can be 
defined easily. But the question has to be put whether they are hydrostatic or not. The 
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sea waterlevel is continuously changing: slowly (tide with a period = 12h25min) or 
fast (waves: with periods between 6,..., 20 s). 

piezometer Pj 

Figure 2. Definition sketch of attenuation of tide 

Figure 2 shows the principle of wave attenuation in the subsoil. This 
attenuation results in an "overpressure" in the pores at the moment of L.W. or below 
the wave through. For tides the overpressure can be written as: 

Au = pw g Ah 

= pwg(l-ccPi)%i (1) 

with       Au 
Pw 

Ah 
ctpi 

•tlsea 

overpressure at low tide (in kPa) 
unit mass of seawater (t/m3) 
overpressure at low tide (in m seawater) 
attenuation coefficient of piezometer Pi (-) 
tidal range H.W. - L.W. (m) 

This overpressure highly influences the overall slope stability. 

ON SITE MEASUREMENT OF TIDE AND WAVE ATTENUATION IN THE 
SUBSOIL 
Test set-up 
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In order to investigate the attenuation of varying water pressures (at the 
seabottom) in the subsoil four measurement campaigns have been carried out on 
behalf of the design of the Zeebrugge breakwaters. In this paper we will focus on the 
4th campaign, taking into account both tides and waves. 

In general this 4th campaign has the following characteristics: 
• The seabottom is located at ca. Z-5,50. 
• From the seabottom the following layers are found: 

- up to -14,00      : coarse sand with shells 
- up to -15,50      : a clayey sand layer 
- a stiff clay layer (Tertiary, Bartonian clay) up to much greater depths. 

• In the harbour area M.L.W.S. is situated at the level Z+0,32 and M.H.W.S. at the 
level Z+4,62, i.e. waterdepths of about 5,80 m to about 10,10 m at the location of 
the multiple piezometer probe. The design wave height for the main breakwaters 
amounts 6,20 m, at design waterlevel Z+6,76. 

A general view of the measuring system is given in fig. 3. The pore pressures 
in the seabottom are measured by electrical pressure transducers, mounted at seven 
levels in a multiple piezometer probe which was jacked into the seabottom. The 
pressure transducers are connected by a cable bundle to a measuring platform 
installed on top of a steel tube pile in the vicinity of the probe. The measuring 
platform contains the conditioning for the piezometer probe, a transmitter and ah the 
related equipment. The measured values are sent by the transmitter to the coast by an 
UHF link. At the coast, the measured values are caught by a receiver and sent to a 
computer by telephone link where they are stored on disk and subsequently analysed. 

COASTAL  SERVICE 
-STAJJQL 

COMPUTER   CENTRE 
UHF link 

rl'0.nsmitter 

rSolar cells 

sea-bottom 

Figure 3. Lay-out of the measuring system for the 4th campaign 
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The multiple piezometer probe consists of six steel pipes linked together by stainless 
steel nipples containing the pressure transducers. Below each nipple a decrease in 
diameter was chosen to prevent direct contact between the different piezometer levels 
along the mantle of the probe. The diameters of the elements of the probe were kept 
as small as possible in order to keep the penetration forces within acceptable limits 
and to minimize soil disturbances. The pressure transducers are of the semi-conductor 
strain gauge type with very fast response and suitable electric output signal; they have 
a very small volume displacement, no moving parts and a low energy consumption. 

More details about the lay-out of the system and the multiple piezometer 
probe, even about the measuring platform and equipment, data acquisition system and 
installation procedure are given in De Wolf et al. (1983) and De Rouck (1991). 

Results 
The tide is transmitted up to the tip of the probe at 13,00 m below the 

seabottom: within the sand layer only slightly attenuated but strongly attenuated in the 
clay layer. 

Even wave action is registrated up to the tip of the probe: the amplitude of the 
waves decreases very quickly from the seabottom to a depth of about 2,00 m 
underneath the seabottom, with further attenuation for greater depths. 

THEORETICAL MODEL OF WATER PRESSURE PROPAGATION IN THE 
SUBSOIL 

Out of the results of the measuring campaign it can be concluded that the 
water pressure in the subsoil is not hydrostatic due to the continuously changing 
seawaterlevel. The amplitude of the pressure variation is attenuated. 
The differential equation governing the pore water pressure change during one tide 
(and one wave) has been written based on the Darcy equation and the continuity 
equation. 
Consider an elementary volume dx.dy. 1 and the effect of tides (fig. 4). 

  ^    h,„ (t) 

 T=-   h,„ (t + dt) 

h,„ (t) : sea waterlevel at the moment t 

seabottom 
 -%u^^sz 

Figure 4. Tide: pore water flow in the subsoil due to seawater lowering 
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The equation of Darcy: 
k   da (2) 

Pwgdz 
with:   w        : flow velocity in z-direction 

u : pore water pressure 
k : permeability coefficient of the soil 
pw       : specific mass of seawater 

The continuity equation takes into account following phenomena: 
- if the seawaterlevel drops from high tide to low tide, the pore water pressure 

decreases; the pore water expands, so some water water is pressed out of the 
considered volume; 

- at the same time the total effective stress decreases (both the vertical and 
horizontal stress decrease): the grain skeleton expands, so some water is 
sucked. 

The continuity principle leads to: 

3w _   f    1        n | da (3) 

3z      VEoed     KJ dt 
with    E0ed     : oedometric compression modulus of the soil 

n : porosity of the soil 
Kw       : compression modulus of seawater 

As all soillayers are situated below the seabottom it has been assumed that they are 
fully saturated. 
Combining the equation of Darcy and the continuity equation leads to the differential 
equation for pressure response in the soil underneath the seabottom: 

d2u^Pwgf   1    ,.  n> 

3z2      k  Uned     Kj 
^ (4) 
dt 

- via     the compressibility of the grain skeleton is taken into account 

- via       the compressibility of seawater is taken into account 
Kw 

Comparing the order of magnitude of both terms for clay and sand learns that  is 

1 ti 
clearly smaller than , so  can be neglected. Equation (4) can be simplified to 

E„ed Kw 

d2u^   pwg  da 

3z2     k Eoed dt 



SLOPE STABILITY ANALYSIS 1611 

In a similar way the general equation for water flow in the subsoil due to wave action 
can be written as: 

d2a | S2u^pwgf   1    |   n^da 

dx2    dz2       k  Uoed     Kj St 

As for tides the term  can be neglected, leading to: 
w 

d2u t S2u =   pwg   Su (7) 

dx2    dz2     k Eoed dt 

Comparison of the order of magnitude of  and — for normal waves (e.g. 
dx2 kEoed St 

S2u 
as measured during the 4th campaign) and for both clay and sand shows that   is 

dx2 

clearly smaller than — . So  can be neglected. 
kEoedSt dx2 

Equation (7) can be simplified to: 
d2u _   pwg Su (8) 

3z2     kEoed St 
Equation (5) and (8) are identical. 

Solving this differential equation is done taking into account the following boundary 
conditions: 
a) at the sea bottom (z = 0) 

.     .                   (lux      2/0] 
u(o,t) = u0cos^-^ —J (9) 

Or, for a fixed spot, take x = 0 
.       , iTtt 

u(o,t) = u0 COS — (10) 

with u„     - for tides   u0 = pwg BUi 

with    Hsea: tidal range H. W. - L. W. 

- for waves uD = —^ =—r 
n   0      ,  2nd 2 cosh  

with H: wave height 
L: wave length 
d: water depth 
n: correction coefficient of Grace 
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b~) at great depth (z = co) 

lim u(z,t) = 0 (11) 

This leads to the following solution: 

with: 

u(z,t) = u0 e     cos   + Az 

A = 

27tx     27rt 

Pwg" 

kE05dT 

(12) 

(13) 

with    L : wave length 
T : wave period 
k : permeability coefficient of the soil 
E0ed : oedometric compression modulus of the soil 

Figure 5 shows the pore water pressure variation in a soillayer due to tide or 
wave action. Curve 1 is valid for x = 0, t = 172 and A = 0,3, while curve 2 is the 
envelope. Approximatrvely curve 1 can be replaced by the straight line AB. The 
distance OB is the so called "influence depth". This influence depth has proven to be a 
very handsome tool to introduce the variation of the pore water pressure in the 
subsoil into the slope stability analysis. 

-0.50 0.00 0.50 1.00       e'M 

upper limit., 
of layer 

l -- 

z(m) io 

ufo')   (I)   with x = 0 

2 

A= 0,3 

Figure 5. Pore water pressure variation in a soil layer due to tide or wave action 
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The attenuation decreases when the influence depth h^ increases, i.e. when A 
decreases. A decreases when the product k.Eoed.T increases: a more permeable and 
less compressible soil combined with longer wave period (and subsequent longer 
wave length). 

Comparison of on site measurement results with the theoretical model 
It is investigated how the results of the on site measurements fit with the 

theoretical model. On the one hand the results for tides for respectively the stiff 
Bartonian clay and all sand layers (in which pore water pressure measurements have 
been carried out) and on the other hand the results of the 4th campaign for waves for 
the sand layer are considered. 

For both tides and waves the attenuation coefficient is "measured on site" (i.e. 
determined based on the measurements on site). The attenuation coefficient is also 
"calculated" (i.e. by introducing soil characteristics in equation (13)). It is found that 
"measured" and "calculated" values coincide quite well (De Rouck, (1991). 

APPLICATION OF THE PROPOSED METHOD FOR SLOPE STABILITY 
ANALYSIS 

The proposed method for analysing the overall slope stability has been applied 
at numerous occasions. Within this paper an example for Zeebrugge (Belgium) and 
Antifer (France) will be given. 

Zeebrugge inner harbour breakwater 
Figure 6 shows the most critical slip circle for a Zeebrugge inner harbour 

breakwater when considering the design water level Z+6,76. The crest of the 
breakwater is situated at Z+10,30. Maximum run-up will not fully occur as the 
considered extreme wave will pass over the crest (overtopping). The safety factor Fmi„ 
= 1,42, which is rather high. 

Figure 6. Zeebrugge breakwater slope stability analysis 
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Antifer main breakwater 
Based oa the geometry as given in Feuillet et al. (1987) the slope stability 

analysis is carried out. As no exact geometric data and hydraulic data (tide, waves) 
and no exact characteristics of the materials were available, approximative geometry 
and wave loading and approximative but realistic values for the characteristics of all 
layers (breakwater and subsoil) have been introduced in the slope stability analysis. 
Regarding these circumstances the result has to be considered as approximative as 
well. The analysis has been carried out for high tide and low tide. Low tide is clearly 
more critical. So fig. 7 shows the result for max. wave run-up at low tide: Fmin = 1,13. 
For the design of the Zeebrugge breakwaters for the case B (tide combined with wave 
attack) an Fmi„ > 1,10 has been required. 

Figure 7. Antifer main breakwater slope stability analysis 

FURTHER USE OF RESULTS 
Knowledge of the water pressures in the soillayers below the seabottom, resp. 

below the bottom of a river subjected to tides, allows to explain unexpected behaviour 
of structures. Two examples are given. 

An intake of water, constructed on a sandlayer on top of a 12 m thick 
claylayer subsides at high tide and rises at low tide. This is completely unexpected 
regarding the higher submerged part at high tide. The phenomenon can be explained 
by taking into account the water pressures in the claylayer (De Rouck, 1991). 
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The crest of a quaywall subjected to tides, constructed on a claylayer or on a 
sandlayer on top of a claylayer may move towards the river at high tide and return at 
low tide. This will be the case if the effect of compression of the claylayer at high tide 
is dominant compared with the effect of the higher stabilising forces at high tide. 

CONCLUSIONS 
Within this paper a method for slope stability analysis of the seaward slope of 

a rubble mound breakwater has been described. The dynamic effect of both tides and 
waves has been taken into account. 
The main conclusions are: 
- Slope stability analysis of the slopes of the breakwater, especially the seaward 

slope, deserves as much attention as the design of the armour layer. 
- The slope stability can be carried out by considering a volume ABCDEFA (fig. 1) 

which reaches into the soil layer underneath the seabottom. 
- Pore water pressure variation (due to waves and tides) at the seabottom are also 

measured below the seabottom but attenuated and approximatively up to the so 
called influence depth hn> The fact that the pore pressure variation is attenuated 
leads to "overpressures" at the moment of low water and below the wave trough 
(for both L.W. and H.W.) 

- The attenuation decreases with increasing influence depth hro, i.e. with decreasing 
factor A. The factor A on his turn decreases when the product k.Eoed.T increases. 
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CHAPTER 126 

INTERACTIONS IN THE STABILITY OF TOE-BERM AND MAIN-ARMOUR 

FOR RUBBLE-MOUND BREAKWATERS : AN EXPERIMENTAL STUDY 

Philippe DONNARS ' and Michel BENOIT 1 

Abstract 
This experimental study is concerned with one particular aspect of possible failure 
modes for a rubble-mound breakwater : the interactions between the toe-berm and 
the main-armour of the breakwater. Through a series of laboratory tests in a wave 
basin under long-crested and short-crested waves, we investigate the mutual 
influence of both these component parts of the breakwater on its general stability. 
The effects of several wave parameters are examined for four sizes of toe-berm 
stones. For the trunk section, experimental results are found to compare quite 
satisfactorily with existing design formulas both for the main-armour and the toe- 
berm. As a general trend from the tests results, the interaction processes appear to 
have only moderate effect. Their major feature is an increase of damage to the 
armour when the toe-berm is unstable. On the opposite, minor effects of main- 
armour on toe-berm stability were observed. In particular, the "toe-berm armouring 
process" (by units falling from the armour) appears to occur only marginally and 
under precise conditions. 

1. INTRODUCTION - S COPE OF WORK 

The common practice for designing a breakwater is usually to use existing 
design formulas and rules for each individual part of the breakwater (main armour, 
rear armour, crest,...). This design approach is quite well documented in the 
scientific literature, in particular for the main armour (e.g. Van der Meer, 1992). In 
a following step, the whole breakwater profile has to be further tested and optimized 
through model tests in wave flume or basin, to obtain a reliable and safe structure. 

The overall stability of the breakwater is however not only a function of the 
stability of each individual component part of the breakwater, but also of the 
interaction mechanisms between these parts. Present knowledge on the latter point 
is quite limited and it is not straightforward to find in the literature precise and 
quantitative descriptions of these possible interaction effects. Improving this 
knowledge was the main objective of the European Research Project "Rubble- 
Mound Breakwater Failure Modes (RMBFM)" of MAST-2. The study presented in 
this paper is concerned with one particular aspect of these possible failure modes : 
the interactions between the toe-berm and the main-armour of a breakwater. 

1    Research Engineer — Maritime Group 
EDF - Laboratoire National d'Hydraulique,    6, quai Watier   78400 CHATOU,    FRANCE 
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This experimental study continues previous tests performed in a wave flume at 
the University of Bologna (UB) in Italy (Lamberti and Aminti, 1994) within the 
same RMBFM project. In particular, Lamberti (1994) emitted the idea that, for 
sufficiently wide toe-berms, the main feature of this interaction process could be a 
phenomenon of "toe-armouring" by stones falling down from the damaged armour. 
If these stones remain on the toe-berm, they may increase its stability (lower 
damage to the toe-berm). Still addressing these possible interactions, we focus here 
more closely on three-dimensional effects, by considering the following aspects : 

• wave obliquity (effect of angle of wave incidence) 
• wave directionality (effect of angular spreading of wave energy) 
• behaviour on the trunk section and at round-heads. Within the frame of this 

paper, attention will be mainly paid to the trunk section. Additional results for 
the round-head section may be found in Benoit and Donnars (1996). 

In the present study, these effects are investigated through a series of laboratory 
experiments in a multidirectional wave basin. The experimental conditions and 
procedure are described in Section 2. Results for the main-armour and the toe-berm 
are presented and compared with other experimental results and existing design 
formulas in Section 3 and 4 respectively. The effects of the interaction processes are 
discussed in Section 5. The conclusion of Section 6 summarizes the main findings 
of this study and gives some recommendations for practical design. 

2. EXPERIMENTAL SET- UP AND TEST CONDITIONS 

2.1 Brief description of the wave basin used for laboratory tests. 
The tests have been conducted in the multidirectional wave basin of Laboratoire 

National d'Hydraulique (LNH) in Chatou (France) (Figure 1). This experimental 
facility is dedicated to physical modelling applied to maritime and coastal studies. 
The overall dimensions of the basin are 54 m x 31 m x 1.3 m (maximum water 
depth for operational use : 0.80 m). This basin is fitted out with a multidirectional 
piston-type wave-maker composed of 56 paddles (segment width : 0.40 m). 

3D currentmeters 

Wave probe array 
for reflection analysis 

Wave pro be array 
for incident conditions 

U 2Z4^ ,, 

waW maker 
III III in III HI in in in III III III III III III • m LH m m m m LH LU LE CD 03 M M 

Figure 1: General lay-out of experimental set-up in LNH wave basin. 
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The total length of the wave-maker thus reaches 22.4 m. It can operate in the 
frequency range [0.2 ; 2.0 Hz]. During the experiments, vertical side-walls (of 2 m 
in length) were set up at each side of the wave-maker in order to increase the work 
area by making use of "corner-reflection" method (Funke and Miles, 1987). 

2.2 Breakwater lay-out and cross-sections. 
The present tests were aimed to continue previous tests, performed within the 

same research project in a wave flume at the University of Bologna (UB) in Italy 
(Lamberti and Aminti, 1994). So, we started from the same breakwater 
characteristics, except that the geometric scale was multiplied by a factor of 1.32 
with respect to UB tests in order to adapt to the characteristics of LNH wave basin. 

The main features of breakwater cross-sections (Figure 2 for the slope of 1:1.5) 
are summarized below : 

— tests are performed with a flat bottom at a water depth of d=0.45 m. 
— the ratio of water depth above toe-berm ht to design wave height Hsd is 

about 1 (ht/Hsd ~ 1) 
— the width of toe-berm Bt is constant over the whole test programme and is 

taken to be three times the diameter of design toe-berm stones Dn50t(design) 
— the thickness of the toe-berm is constant and is taken to be that of two layers 

of design toe-berm stones Dn50t(design)- 
— two armour slopes are considered : 1:1.5 (cotg a = 3/2 = 1.5) and 1:2.5. 
The breakwater is not parallel to the wave-maker, but there is an angle of 15 

degrees between them (Figure 1). This orientation has been chosen in order to 
ensure a sufficiently high frequency limit for generated waves even for oblique 
incidences. In the paper, we only make use the direction of incidence as referred to 
the breakwater (for instance, a 0° direction corresponds to normal wave attack). 

Figure 2 ; Cross-section of breakwater (slope 1:1.5). 

The breakwater used for the experiments consists in two half-breakwaters, each 
of them being composed of a trunk section and a round-head section (Figure 3). 
Each half-breakwater has the same armour units, but different toe-berm stones. A 1 
m long test section is considered on each trunk section. The round-head sections are 
divided in 6 angular sectors of 36 degrees (Figure 3). By this way, it is possible to 
test simultaneously 4 sections (2 trunks and 2 round-heads) under normal waves and 
3 sections under oblique waves (2 trunks, 1 round-head). 
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HEAD1 lm 

TRUNK 1 

HEAD 2 

TRUNK 2 

TEST SECTIONS 

30°    10° 0° 
A 

Incident wave directions 
(referred to the breakwater) 
NB : The directions at the wave-maker 
are computed by taking 15 degrees off. 

Figure 3 : Test sections on the breakwater and wave directions. 

2.3 Choice of governing parameters and test programme. 
The choice of varying governing parameters for the experimental tests is based 

on the analysis performed by Gerding (1993) and Lamberti (1994): 
— the nominal diameter of the toe-berm stones \A values 1. The first value 

corresponds to the "design" value as determined by a conventional design 
approach, whereas the other ones lead to "unstable" berms (see § 2.5). 

— the slope of the main-armour [2 values : 1:1.5 and 1:2.5] (see §2.2). 
— the wave steepness [2 values : som= 2 % and som = 5 %] 

The wave steepness is defined as : som = Hs/Lom = Hs/1.56Tm
2. As "longer" 

waves (som= 2 %) are thought to be more severe for the stability of the 
breakwater than "shorter" waves (som= 5 %), most of tests are performed 
with the 2 % steepness for incident waves. 

— the angle of wave incidence \2 values : P = 0° and P = 30°]. One test has 
also been conducted under a p = 10° angle of wave incidence to check 
whether such a value could lead to higher damage, as shown by Galland 
(1994) for toe-berm stability at concrete armoured structures or by Juhl and 
Sloth (1994) for wave overtopping. 

— the angular spreading of energy \2 values : s = °° (unidirectional waves) 
and s = 15]. The spreading index s corresponds to the exponent in the model 
of directional spreading function used for generating drive signals for the 
wave-maker D(0) = 1/Acos2s (6). The short-crested case (s = 15) produces 
a directional sea-state with moderate angular spreading (directional width of 
about 10 degrees). 

The test programme is based on the above choice of governing parameters. Due 
to this rather large number of parameters, it was not possible to test all the 
combinations between all parameters, which would have resulted in4x2x2x2x 
2 = 64 tests. This number as been reduced to 30 by considering only some of the 
above combinations (Benoit and Donnars, 1996). Because two half-breakwaters are 
tested simultaneously, the overall number of tests is finally equal to 15. Due to the 
fact that only three sections are tested under oblique wave, the total number of 
sections (trunk + round-head) examined during the experiments is equal to 52. 
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2.4 Review of incident wave conditions. 
A JONSWAP-type spectrum is used for the distribution of wave energy over 

frequencies with a value of the peak enhancement factor 7 = 5 for the tests at 
steepness som = 0.05 and a value of 7 = 1 for the tests at steepness som = 0.02. 

For a given test, the wave steepness is constant and the target wave height is 
increased by successive steps : each step corresponds to a run. A test is thus 
composed of 7 runs. The target wave characteristics for the experiments (in terms of 
significant wave height Hs and mean period Tm) are summarized in Table 1. 

Each ran has a duration of about 2000 waves of target mean period Tm. 

runn° som=0.05   (7 = 5) som=0.02   (7=1) 
Hs(m) Tm(s) Hs(m) Tm(s) 

1 0.060 0.88 0.045 1.20 
2 0.071 0.95 0.053 1.30 
3 0.082 1.02 0.061 1.40 
4 0.093 1.09 0.069 1.49 
5 0.104 1.15 0.077 1.57 
6 0.115 1.21 0.085 1.65 
7 0.126 1.27 0.093 1.73 

Table 1; Target wave characteristics for model experiments (Hs, Tm). 

2.5 Review of incident wave conditions. 
• Armour stones : The following characteristics were obtained for the stones of 

the main armour (two layers) : Density=2.55 ; Nominal diameter Dn5oa = 2.91 cm ; 
Nominal weight Wn5oa = 63 g ; A.Dn5oa = 4.51). Same stones are used for the 
armour-layer both at the trunk sections and at the round-heads. 

• Toe-berm stones : The "design" value of toe-berm stones for trunk section 
(labelled Tl) was determined according to the design formula of Gerding (1993), 
leading to the following characteristics : Density=2.72 ; Nominal diameter 
Dn50t = 2.58 cm ; Nominal weight Wn50t = 47 g ; A.Dn50t = 4.44) 

From the design value of toe-berm stones, the three other values (termed T2 to 
T4) are computed from the relationship proposed by Lamberti (1994): 

Wn50t(Tj) = WnSQtCTi) 
2Kj 

or Kj = ln2(- Wn50t(Tl) 
Wn50t(Tj) 

The values of Kj are chosen to be : 
• toe-berm stones T2 :     K2 = 1.2 
• toe-berm stones T3 :     K3 = 2.5 
• toe-berm stones T4 :     K4 = 4.5 

Wn5ot(T2) = Wn5ot(Tl)/2.3 = 20gr 
Wn50t(T3) = Wn50t(Tl) / 5.66 « 7.5 gr 
Wn50t(T4) = Wn50t(Tl) / 22.6 - 2.2 gr 

The weight of toe-berm stones at the round-head are increased by about 25 % 
from the above values determined for the trunk section. 

The sorting index Dg5 / D15 for the various toe-berm stones lies in the range [2 ; 
2.5]. It must be emphasised that this sorting index is much larger (but also more 
representative of natural conditions) than the value of 1.1 used during the flume 
experiments at UB (Lamberti, 1994). 

2.6 Measurement and analysis of damage. 
There is no rebuilding of the breakwater between consecutive steps of a test : 

cumulative damage is observed and reported during the experiments. 
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Damage is first evaluated by counting the number of units displaced from the 
armour-layer and the toe-berm. This is the standard method for measuring damage 
during the tests. For the trunk section, the damage index is given by the number Not) 
of units displaced within a strip of width equal to one Dnso : 

N0d = Nd   "50 where 1 is the width of the trunk section. 

An optical sensor has also been used for several tests in order to get information 
on the changes in the profile of the breakwater and to estimate the eroded area Ae in 

the breakwater profile. The damage level is then defined as : S = Ae / D^50 • 
By combining present experimental results and previous observations (Van der 

Meer, 1992 ; Burcharth, 1993), the relationship : S ~ 2.N0d is obtained and will be 
used further in the analysis of test results. 

3. STABILITY OF THE MAIN -ARMOUR FOR THE TRUNK SECTION 

3.1 Descriptive analysis of the stability of the main-armour of the trunk 
We only report here the main observations from the tests. A more complete 

description and analysis of results may be found in Benoit and Donnars (1996). 
3.1.1 Influence of wave direction and directionality (angular spreading) 
Examples of test results for the stability of the main-armour are plotted on 

Figure 4 for four wave conditions and the four toe-berm stone sizes (armour-slope 
1:2.5 only). In the range of tested values, the wave direction does not appear to have 
a significant effect on the stability of the main-armour as long as the toe-berm is 
stable (toe-berms Tl and T2). When the toe-berm is unstable, damage levels are 
higher on the armour layer and the normal direction seems to be more severe than 
an oblique (30°) direction. 

Damage on the main-armour is higher under short-crested waves (only one 
tested value of angular spreading) than under long-crested waves for the same 
incident wave height. This is a clear observation from present experiments, which 
appears to be in some contradiction with other experimental test results. For 
instance, Thunbo Christensen et al. (1984) found from model tests on a breakwater 
armoured with quarry stones that uni-directional waves result in 30-40 % more 
damage to the breakwater when compared to short-crested waves. Canel and De 
Graauw (1992) also concluded that short-crested waves result in an increase of the 
stability number (from 0 to 60 %) for rock for the 1 % damage level. Although no 
definite conclusion may be drawn from the rather low number of present 
experiments, this increase of damage under short-crested waves appears quite 
clearly. It is assumed to be due to a rather low angular spreading of wave energy. 

This increase of damage under short-crested waves is clearly observed for the 
normal attack, but seems to be quite feeble for the 30° direction. 

3.1.2 Influence of wave steepness (long-crested waves; armour slope 1:2.5) 
The effect was examined for toe-berms Tl and T2 only. For the same wave 

height, it is observed that the "longer" waves (som =2 %) clearly result in more 
damage to the armour-layer than the "shorter" waves (som = 5 %). 

3.1.3 Influence of toe-berm stones weight (long-crested waves only) 
For the normal wave attack, a clear increase of damage to the main-armour with 

decreasing toe-berm stone weight is observable. For toe-berm stones Tl and T2, 
damage to the armour remains at an acceptable and comparable level. But for 
lighter stones (toe-berm stones T3 and T4), the main-armour is significantly more 
damaged. Severe damage occurs for the lightest toe-berm stones T4. 
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Nod 
Toe stones Tl Nod 

Toe stones T2 

Figure 4 : Evolution of observed damage to the main-armour for four wave 
conditions (armour-slope 1:2.5 only). 

3.2 Synthetic analysis of the stability of the main-armour of the trunk 
In order to compare our test results to existing design formulas, we consider the 

Van der Meer design formulas (Van der Meer, 1988) for the armour layer : 

Plunging waves (£m < £„*.): 

Surging waves (^m> ^J : 

Hs 

A.Dn50a 
= 6.2 

:>0.18 \0.2 

1.0 P _S_P •0.13 Vcotg a £m 
A.Dn50a 

where N is the number of waves in a storm or in the test (N=2000), S is the 
damage index defined from the eroded area Ae (here, S is computed from N0d by : 
S = 2.N0d ; see § 2.6), \m is the surf-similarity parameter defined from the mean 
wave period Tm, P is the notional permeability factor (taken to be 0.4 as suggested 
by Van der Meer (1988) for a permeable core with a filter and an armour composed 
of two layers of natural rocks). ^ is the critical value of surf-similarity parameter 
!jm , determining the transition from plunging waves to surging waves : 

Uc = [6.2P0-31 fta^T]SoJ 
The values surf-similarity parameter £m depend on both the steepness (two 

possible values) and the slope of the armour (two possible values). From these 
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values, it appears that tests performed for the 1:1.5 slope are of "surging" type 
whereas they are of "plunging type" for the 1:2.5 slope (and 2 values of steepness). 

The tests results are plotted and compared to Van der Meer stability formulas on 
Figure 5.a (plunging waves) and 5.b (surging waves). Experimental points from 
Van der Meer (1988), Galland (1994) and Lamberti (1994) are also superimposed. 

— Analysis of the "plunging waves" tests (figure 5.a1: 
An acceptable agreement is found between experimental points and the formula. 

However, one can observe that the lower values of damage are overpredicted by the 
formula, whereas the higher values seem to be underpredicted. This is in particular 
quite clear for the tests with 5 % steepness, which may indicate that the effect of 
steepness is not perfectly resolved in the Van der Meer formula for plunging waves. 
If we consider the experimental points from Van der Meer (1988) for permeable 
core, we again note that most of points lie above the design curve. 

— Analysis of the "surging waves" tests (figure 5.b1: 
Based on present experiments, the general trend of the formula is to overpredict 

the observed damage levels. The use of Van der Meer formula on these experiments 
thus seems to lead to a conservative design of the armour. Test results from 
Lamberti (1994) also confirm this trend in spite of a rather high scatter. However, 
one should also note that Van der Meer formula appears to be a good fit to the Van 
der Meer (1988) test results obtained with a permeable core. Additional analysis and 
comparisons should be performed in order to check this point. In particular, it was 
observed that the permeability factor P may play a significant role in the formula 
and the precise determination of P for an existing breakwater is not straightforward, 

a) "PLUNGING WAVES" TESTS       „ c       b) "SURGING WAVES" TESTS 

_s_ Present experiments 

•- Q LC-Som=2 
• SC-Som=2 

A   LC-Som=5 

Other data sets 
•   Van der Meer (1988) 

+  Galland (1993) 

X   Lamberti (1994) 
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Figure 5 : Comparison of present test results with Van der Meer (1988) 
formula for the stability of the main armour (tests under normal wave attack). 
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4. STABILITY OF THE TOE -BERM FOR THE TRUNK SECTION 

4.1 Descriptive analysis of the stability of the toe-berm of the trunk 
4.1.1 Influence of wave direction and directionality (angular spreading) 
Examples of test results are plotted on Figure 6 for four wave conditions and the 

four toe-berm stone sizes (armour-slope 1:2.5 only). From the tests, we observe that 
the normal direction seems to be usually more severe than the 30° direction. 

Damage to the toe-berm is higher under short-crested waves than under long- 
crested waves only for the normal attack, whereas long-crested waves produce more 
damage for the 30° direction. 

The toe-berms are less stable for the slope 1:2.5 slope of armour than the same 
ones associated with the 1:1.5 slope. This may be related to slight different 
hydrodynamical conditions of wave breaking and run-down, resulting in stronger 
action to the toe-berm. 

4.1.2 Influence of wave steepness (long-crested waves; armour slope 1:2.5) 
The longer waves (som =2 %) create more damage to the toe-berm than shorter 

waves (som =2 %), but this trend is stronger than for the damage to the main-armour 
(see § 3.12). This indicates that the toe-berm is more sensitive to the steepness of 
incident waves than the main-armour. 

Nod 
Toe stones Tl 

-• 0° - Long-crested 
• 0 0° - Short-crested 
-B 30" - Long-crested 
. H 30° - Short-crested 

Nod 
Toe stones T2 

9 10 
(cm) 

Figure 6 ; Evolution of observed damage to the toe-berms for four wave 
conditions (armour-slope 1:2.5 only). 



1626 COASTAL ENGINEERING 1996 

4.1.3 Influence oftoe-berm stones weight (long-crested waves only) 
For the normal wave attack, damage to the toe-berm increases with decreasing 

toe-berm stone weight. The effect of the toe-berm stone size is clearly more 
sensitive on the damage to the toe-berm itself than on the damage to the main- 
armour. However, one may distinguish two different behaviour : toe-berms Tl and 
T2 are quite stable with low damage levels, whereas toe-berms T3 and T4 are 
clearly unstable with higher damage levels. 

4.2 Synthetic analysis of the stability of the toe-berm of the trunk 
In this section, we consider the formula established by Gerding (1993) for the 

stability of the toe-berm of a rubble-mound breakwater : 
Hs 0.24: ht + 1.6 N°J5 

A.Dn50t     V D"50t 
where A is the relative buoyant density of toe-berm stones (A = pr / pw -1), 

D„50t is the nominal diameter of stones composing the toe-berm, ht is the depth of 
toe-berm below the Mean Water Level and N0(j is the damage index to the toe-berm. 

The damage level is classified as : N0d = 0.5 : hardly any damage ; N0a = 2 : 
acceptable damage (design criteria) and N0d = 4 : unacceptable damage. 

On Figure 7, the experimental data points plotted on the graph are composed of 
all the present experiments conducted with normal wave attack and long-crested 
waves (including 2 slopes of main-armour, 4 toe-berm stone sizes and 2 values of 
wave steepness). On this figure, an acceptable agreement between present 
experiments and the formula from Gerding (1993) is obtained. However, one must 
note that the effects of mound-slope and wave-steepness are not included in 
Gerding's formula. Although these effects do not appear as dominant on 
experimental points, it is possible to distinguish on Figure 7 the data points for the 
1:1.5 slope (triangles) and for the 1:2.5 slope (circles). The effect of steepness is 
more sensitive (compare crosses and circles for toe-berm stones Tl and T2), 
indicating that damage to the toe-berm appears to be lower for the "shorter" waves 
than for the "longer" waves. The inclusion of these effects in an extended formula 
appears as an interesting research item, 

s 

X 

o 
in 
c 

O 

Toe-berm stones 
Tl       T2     T3     T4 

Slope 1:1.5 Steepness 2 % 
Slope 1:2.5 Steepness 2 % 
Slope 1:2.5 Steepness 5 % 

li 

ht / Dn5ot 
Figure 7 ; Comparison of present test results with Gerding (1993) formula for 
the stability of the toe-berm (tests under normal wave attack only). 
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5. DISCUSSION OF THE INTERACTION PROCESSES 
During the experiments, the following points have been observed : 

• For most of tests, as the wave height increases between each run, damage first 
appears on the toe-berm and then on the main-armour. This is not really 
surprising, as the main-armour is made of stones whose weight is determined 
from "standard" design value whereas the toe-berm stones weight are equal (toe- 
berm stones Tl) or lower than the design value (toe-berm stones T2 to T4). It is 
thus quite a "normal" behaviour that toe-berms are damaged first. 

• The stability of the toe-berm continuously decreases as the weight of toe-berm 
stones decreases. The stability of the main-armour is also decreasing with the 
size of toe-berm stones (in particular for toe stones T3 and T4). 

• Damage to the main-armour for the trunk section is mainly located between the 
toe (- 0.10 m referred to MWL) and about + 0.05 m referred to MWL. 

In order to describe the interaction processes between the main-armour and 
the toe-berm, we start from the classification of evolution mechanisms proposed by 
Lamberti (1994). We further tentatively propose a correlation diagram between 
damage to toe-berm and damage to main-armour where the evolution processes (A, 
a, B, b, c) from Lamberti (1994) are schematically summarized (figure 8). 

.'VWWl-7, 

Damage to the armour-layer 

initiation 
of damage 

intermediate 
damage 

failure 

Figure 8 : Tentative analysis of correlation between damage to armour and 
damage to toe-berm after a classification of mechanisms from Lamberti (1994) 
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Based on the data from our experiments, it is possible to build such plots for the 
four toe stones used and for different wave conditions (Figure 9). On these plots, we 
can directly compare the synthetic evolution of the observed interaction process to 
the classification of evolution processes of figure 8. The main comments raising 
from this analysis are summarized below : 

• Toe-berm stones Tl and T2 :   evolution process : a 
The toe-berm is rather narrow, but quite stable for the various wave conditions. 

Damage appears approximately at the same time on the main-armour and the toe- 
berm. There is no significant effect of toe-armouring process. As the toe-berm is 
quite narrow, the stones falling down from the armour do not stop on the toe-berm. 

• Toe-berm stones T3 : evolution process : b 
The toe-berm is less stable than the armour layer and is damaged first. It thus 

becomes narrower and is then not very effective in retaining armour units when 
damage further appears on the main armour. 

• Toe-berm stones T4 : evolution process : c 
The toe-berm is severely unstable and the static support of the armour layer fails 

when the toe-berm is fully damaged. The armour layer may then slide down 
abruptly, exposing the underlayer. 

In particular, the evolution process B (stones falling down from the armour layer 
stop on the toe-berm and enhance its stability : toe-armouring process) only rarely 
occurred and then exhibited quite feeble effect on the stability of the toe-berm. Most 
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p      Direction 0° 

Long-crested waves 

Nod 
Armour 

Nod 
Toe Slope 1:1.5 

Direction 30° 
Long-crested waves 

Nod 
Armour 

Slope 1:2.5 
Direction 0° 

Long-crested waves 

-• Toe stones Tl 
-A Toe stones T2 
-• Toe stones T3 
-• Toe stones T4 

Nod 
Armour 

Slope 1:2.5 
Direction 30° 

Long-crested waves 

Nod 
Armour 

0 2 46810 0246810 

Figure 9 : Correlation diagrams based on present experiments for various conditions 
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of stones falling from the armour went directly to the floor of basin either because 
the berm was to narrow (toe-berm stones Tl and T2) or because it was already 
significantly damaged when damage started on the main-armour (toe-berm stones 
T3 and T4). For the breakwater profiles tested in the present study, there thus 
appears to be only a weak coupling in the stability of the main-armour and the toe- 
berm for the trunk section. It is suspected that the considered toe-berms were either 
too unstable or too narrow for the occurrence of the "toe-armouring" process. Such 
a process could maybe be observed with a wider and still quite stable toe-berm, but 
tests in this direction remain to be performed. 

6. CONCLUSIONS 

The major observations and conclusions raising from present experiments are 
very briefly summarized below for the trunk section of the breakwater : 

— Effect of wave incoming direction : No definite effect emerges from the tests 
results for the main-armour. For the toe-berm however, the normal direction 
seems more severe than the 30° direction, at least for long-crested waves. 

— Effect of wave directionality : More damage to the main-armour and to the 
toe-berm is observed under short-crested waves, in particular for normal wave 
attack. This point is rather in contradiction with previous experiments 
(Thunbo Christensen et al, 1984 ; Canel and De Graauw, 1992), but is rather 
clear from present tests. It is supposed to be related to a quite low angular 
spreading of energy, which could be more severe for the stability. This point 
has however to be addressed by additional tests. 

— Effect of wave steepness : Among the two tested values of steepness (2 % 
and 5%), the one corresponding to "longer" waves results in more damage 
both to the armour-layer and to the toe-berm. However, the toe-berm appears 
to be more sensitive to the steepness of incident waves than the main-armour. 

— Effect of toe-berm stones size : when the toe-berm is "stable" (Tl or T2), the 
stability of the armour is not significantly affected by the stability of toe- 
berm. However, when the toe-berm is unstable (T3 or T4), higher damage is 
observed on the main-armour, leading sometimes to its failure. As expected, 
damage to the toe-berm increases as the toe-berm stone size decreases. 

Comparing present results with existing design formulas, acceptable agreement 
was observed with the Van der Meer formulas for the stability of the main-armour. 
However some differences were also noted, in particular for the "plunging waves" 
formula : the lower values of damage to the armour-layer are overpredicted by the 
formula, whereas the higher values seem to be underpredicted. The Van der Meer 
formula for "surging waves" appears to lead to a somewhat conservative design. For 
the toe-berm, the formula from Gerding (1993) lies in acceptable agreement with 
present results, although the effects of wave steepness and mound-slope (not 
included in the formula) slightly increase the scatter of experimental points. 

As a matter of conclusion, it appears from the present tests that the major feature 
of the interaction process between main-armour and toe-berm is an increase of 
damage to the armour when the toe-berm is unstable. This may lead to a total failure 
of the armour if the toe-berm is sufficiently eroded to fail in providing static support 
to the armour-layer. On the opposite, minor effect of main-armour on toe-berm 
stability was observed. In particular the "toe-armouring" process appeared to occur 
only marginally and under precise conditions. This process is thus regarded as a 
particular mechanism, which will occur only under specific conditions (precise 
relative stability of the toe-berm and the armour-layer, wide berm,...). 
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As the effects of interaction processes between main-armour and toe-berm 
appear quite weak (unless toe-berm stones are significantly lighter than their design 
value), it appears both more natural and safe to use state-of-the-art stability 
formulas to establish a first design of both the toe-berm and the armour-layer 
independently. The full breakwater profile should then be tested in a wave flume, or 
preferably in a wave basin with a correct representation of the actual bathymetry in 
order to validate its design. 
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POTENTIAL USES FOR THE RAPIDLY INSTALLED 
BREAKWATER SYSTEM 
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Abstract 

Engineers and scientists at the U.S. Army Engineer Waterways Experiment 
Station (WES) are developing a Rapidly Installed Breakwater (RIB) System 
specifically designed to address problems associated with the military's efforts to off- 
load ships during Logistics Over The Shore (LOTS) operations. Problems arise with 
these operations when seas become energetic and limit capabilities of crane operators 
and stevedore crews. The RIB System is designed to solve this problem by creating 
a 'pool' of calmer water where these operations occur so that crews can continue to 
function. A series of small-scale laboratory experiments conducted in 1995 and 
1996 at WES's facilities in Vicksburg, Miss., and at the O. H. Hinsdale Wave 
Research Laboratory at Oregon State University in Corvallis, laid the groundwork for 
the RIB System development and yielded an optimum RIB System configuration 
known as the "Double Delta". Laboratory results, obtained with the Double Delta 
configuration, showed that wave heights could be reduced by more than 80 percent. 
During the spring and summer of 1996, a mid-scale RIB System successfully 
demonstrated its capabilities during a field deployment, with wave height reduction 
on the order of 75 percent. Based on these results, it is believed that the RIB System 
will be integrated into the Army's LOTS asset inventory and become a key part of the 
solution to the military's LOTS problems. 

1 Research Hydraulic Engineer, USAE Waterways Experiment Station, Coastal and 
Hydraulics Laboratory, 3909 Halls Ferry Road, Vicksburg, MS, USA 39180-6199 

2 Senior Scientist, USAE Waterways Experiment Station, Coastal and Hydraulics 
Laboratory, 3909 Halls Ferry Road, Vicksburg, MS, USA 39180-6199 
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Introduction 

For many years, the US Army Engineer Waterways Experiment Station 
(WES) has been involved with the design and deployment of floating breakwaters, 
primarily for application within bays or estuaries which are semi-protected from large 
waves. Such structures typically are intended to attenuate waves with heights not 
exceeding 4 ft and periods not exceeding 4 sec. Extrapolation to an open ocean 
environment is at least an order of magnitude greater in difficulty. In an oceanic 
environment, waves with heights and periods up to 10 ft and 10 seconds respectively, 
are common during storm conditions. Previous experiments have shown that to be 
effective, floating breakwaters must have widths on the order of 1/4 of the wavelength 
being attenuated, and hence, must be very massive to be effective. Such structures 
are simply not feasible for most temporary and rapidly installed floating breakwater 
applications, since it would be necessary to transport large volumes of construction 
materials to the site being sheltered. As described below, this problem was the 
driving force behind recent floating breakwater developments at the WES. 

During energetic seas, the primary problem occurs in key offshore areas 
(anchorages) where containerships and roll-on/roll-off (RO/RO) vessels discharge 
cargo and unit equipment onto much smaller vessels, collectively termed lighterage. 
Hence, WES efforts were directed towards creating sheltered areas in which these 
anchorages could be located and operated more effectively. A Tactical Auxilliary 
Crane Ship (TACS) anchorage for offloading containerships offshore is shown in 
Figure 1 while a Roll On/Roll Off anchorage for offloading rolling stock, such as 

Figure 1. Example of Crane Ship (TACS) Anchorage. 
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Figure 2. Example of Roll On/Roll Off Anchorage. 

tracked and wheeled vehicles, is shown in Figure 2. The ability to move vehicles, 
equipment, and supplies from ship to shore in a rapid manner is considered vital to 
existing military force deployment operations such as humanitarian relief efforts or 
supporting a war-fighting effort. Therefore, a key feature of the RIB System is the 
ability to use existing assets to transport and deploy the system within acceptable 
time constraints. In light of this, the RIB System will very likely be stockpiled at 
various pre-positioned locations around the world in fairly large modular components. 
When exercises or real-world events require its use, the RIB System would then be 
loaded from the nearest pre-positioned site and transported via sealift to the LOTS 
site, where it would be assembled with the assistance of either Fast Sealift Ships or 
TACS in combination with Army and/or Navy tugs. 

Operational Requirements of the RIB System. 

The main problem to be overcome during these operations is the demonstrated 
inability to effectively conduct LOTS offloading operations when wave climate 
conditions exceed what is commonly termed "sea state 2", as given by the Pierson- 
Moskowitz scale for characterizing energetic seas. The Army uses the period of 
maximum energy associated with a given significant wave height as found in the 
Pierson-Moskowitz scale to characterize sea state, which has categories ranging 
between zero and nine. Figure 3 is provided to demonstrate the relationship between 
sea state, significant wave height, and period as found in the Pierson-Moskowitz 
scale.    The problematic condition described above is commonly known as the "sea 
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state 3 problem" and exists when significant wave height is between 3 to 5 feet and 
periods range from about 3 to 7 seconds. The military considers the sea state 3 
problem to be critical since these conditions exist a significant percent of the time 
worldwide, and in fact is considered to be a potential "war stopper" for present force 
projection plans and technology. 

Significant Wave Height/Sea State vs Period of Maximum Energy 

Period of Maximum Energy, sec 

Figure 3. Relationship Between Sea State, Significant Wave Height and Period. 

In light of the above, for the RIB System to be effective, it should be 
deployable during sea state 3 conditions and should reduce incident waves to create 
a "pool" of calmer water in the immediate vicinity of these anchorages which is below 
the sea state 3 threshold. With this scenario, crane operators and stevedore crews 
could continue to function during sea state 3 and even greater, since existing lighters 
can operate effectively in sea state 3, once safely loaded. An efficiently performing 
RIB System would cause the limiting sea state condition to be determined by 
capabilities of the various lighterage and equipment being used during the LOTS 
operation. 
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WES-Developed Rapidly Installed Breakwater System. 

The RIB System is presently being developed and evaluated by research 
coastal engineers at WES. The RIB System consists of a V-shaped structure in plan 
view, with vertical barrier curtains extending from the surface of the water toward the 
bottom for a distance sufficient to preclude excessive wave energy from penetrating 
beneath the structure (see Figure 4). The RIB system concept was initially developed 
to address specific problems encountered by military personnel during LOTS 
operations, primarily those affected by sea state conditions characterized by relatively 
short period waves. 

Water Surface 
Level 

Depth of 
penetration 
modified to target 
specific wave 
climate _ 

Top and Bottom 
Triangular Elements 
(Deltas) to Provide 
Stiffness in Horizontal 
Direction 

Figure 4. Double Delta Version of the RIB System 

When deployed, the tip of the V-shape is oriented into approaching waves and 
spreads wave fronts apart based on geometric spreading and coupled deflections of 
wave motion. Ships and lighterage are moored in the lee of the V-shape for 
offloading. Depending on the specific location where the RIB System is to be 
employed, the legs of the "V" will vary, but for maximum effectiveness, each leg 
should be at least three wavelengths in length. The legs are joined at the front of the 
RIB System and supported with braces to insure structural stiffness. Wave-related 
mooring loads are relatively small due to two factors. First, the structure is designed 
to deflect waves rather than absorb them. Second, since the structure is oriented at 
an angle and is several wavelengths long, the oscillatory nature of the wave forces 
associated with the crest are simultaneously reduced by the force associated with the 
trough, which acts in the opposite direction. 
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Small Scale Laboratory Model Experiments. 

During the early stages of the RIB System development, scale model studies were 
conducted at WES and Oregon State University (OSTJ) to test the concept, refine the 
initial design, and subsequently to test enhancements and various modifications. 
Results indicated that a significant "offshore" area could be effectively reduced from 
sea state 3 to sea state 1 by the RIB system. The objective of this effort was to 
obtain data relating to wave transmission in the lee of the RIB system, by evaluating 
multidirectional waves with both frequency and directional spreading. Wave heights 
were recorded at 15 locations throughout the sheltered region to ascertain diffraction 
effects around the ends of the RIB System. Laboratory experiments evaluating the 
Double Delta configuration which yielded the favorable results are depicted in Figure 
5, with each plotted line representing a different wave period. Results are presented 
as the ratio of recorded wave height in the lee of the system divided by measured 
incident wave height approaching the RIB System versus distance from the leading 
edge of the RIB system. As shown below, it was possible to obtain up to 83 percent 
attenuation (19 percent transmitted height ratio) for some of the wave conditions, for 
the Double Delta configuration RIB system arrangement. 

0.6 

0.5 

0.4 

0.3 

0.2 

01  H 

Laboratory Results Using Double Delta RIB System 
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Figure 5.   Laboratory Results Using Double Delta RIB System. 
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Figure 6 is a photograph which shows the wave basin setup and wave reduction 
achieved by the RIB System during one of the Double Delta experiments conducted 
at the OSU facilities. Based on the successes achieved in laboratory environments, 
a mid-scale field experiment was designed and subsequently conducted in the 
Currituck Sound during May 20 - 14 June 1996. 

Figure 6. Laboratory Experiment Conducted at OSU Using the Double Delta 
Version of RIB System with Significant Height = 5 ft, Period = 6 sec. 

RIB System Field Experiment 

The field study was performed at WES's Field Research Facility, located on 
the Outer Banks in Duck, North Carolina. Since the model was constructed at a 1 
to 4 scale, open ocean deployment was not suitable, and the somewhat milder wave 
climate of the Currituck Sound was selected. The RIB System deployed at Duck 
consisted of a combination of welded steel structure and closed cell foam floatation. 
The model was designed as a modular system capable of being assembled using simple 
hand tools on the beach at Currituck Sound. The deployment featured two 150-ft 
long RIB System legs, which were assembled from 30 RIB System modules and a 
nose buoy which was designed and constructed to expedite connecting the two legs. 
Each leg was assembled on the beach and subsequently towed into deeper water, 
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where they were joined to the 
previously positioned nose buoy 
as shown in the photo in Figure 7. 
Following attachment to the nose 
buoy, the trailing ends of each leg 
were attached to prepositioned 
anchors to achieve the desired "V" 
configuration. Instrumentation to 
measure wave height and weather 
conditions   along   with   video 
recordings    were        used    to 
document the effectiveness of the 
model   used   during   the   field 
investigation.    During the two 
week period, the RIB System was successfully deployed, and data were collected to 
document wave reduction capabilities and allow comparison to the laboratory data. 
The comparison indicated that the mid-scale field deployment performed quite similar 
to the laboratory version, again reducing incoming wave heights by about 75 percent. 
Figure 8 is a photograph of the RIB System as it was functioning during the field 
deployment. Incident waves in the photograph scaled to mid- to upper sea state 3, 
while the wave climate in the lee of the RIB System scaled to sea state 1. 

" 

.,:-.  '::.-.- 4-    •>   ., 

••&§& 

• 
Figure 7. Joining of RIB System Legs. 
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Figure 8. Aerial View of RIB System During 1996 Field Deployment. 
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Future Plans. 

The next step in the development of the RIB System will be additional 
laboratory investigations to study deployment options, construction materials, and 
mooring requirements. These efforts will be followed by the construction, and field 
deployment of a larger, near full size version in 1997. This will in turn be followed 
by design, construction and deployment of a full-scale version during an actual LOTS 
operation exercise in the year 2000. 

Conclusions 

Based on results such as those obtained in the extensive laboratory studies and 
observations made during the field study in May-June 1996, the RIB System being 
developed at WES holds great promise for alleviating the military's ship offloading 
problems associated with higher sea states during LOTS operations. Additional 
laboratory investigations oriented towards mooring techniques and methods of 
deployment are scheduled for 1997. These studies will be designed to optimize 
present design and examine potential alternative uses for the RIB System. A second 
field deployment of the RIB System constructed at a 1 to 3 scale, will occur during 
the summer of 1997, primarily to evaluate mooring and deployment options 
developed during the laboratory studies. These efforts will be followed by a full-scale 
demonstration, and by research to evaluate other potential applications of the RIB 
system, including protection of shore-based offloading sites, protection of nearshore 
construction/repair sites such as for jettys or breakwaters, and temporary small boat 
harbors. 
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CHAPTER 128 

Stability of Reshaping Breakwaters 

with Special Reference to Stone Durability 

P. Frigaard \ T. Hald x, H.F. Burcharth 1, Sigurdur Sigurdarson 2, 

1    Introduction 

Traditionally, conventional rubble mound breakwaters are designed with stable armour 
units, and consequently, very large stones or even artificial armour units are required. 
Reshaping breakwater designs allow reshaping of the seward slope thus involving stone 
movements. Ultimately, dependent on the degree of safety in the design, this reshaping 
process might end up in a stable profile where no changes in the cross sections occur 
even though stone movements are allowed. 

Unfortunately, large movements of the protecting stones during the structural lifetime 
in combination with high stone velocities inherently cause some breakage and abrasion 
of the individual stones and thereby also reduced stability. In order to avoid excessive 
abrasion a high stone quality is demanded or larger stones must be applied when 
constructed. To allow the designer to account for abrasion and armour stone breakage 
due to the stone motion a description of the overall wave climate during the structural 
lifetime must be derived involving knowledge of transport rates, movement patterns, 
stone velocities and stone quality. 

The main objective of the paper is to describe a tool enabling calculation of the an- 
ticipated armour stone movements. Also tensile stresses occur, as a result of stone 
against stone impact are discussed in order to make a more close connection between 
wave climate, stone movements and abrasion/breakage. Finally, a comparison to selec- 
ted prototype structures is made to compare the armour stone movement model with 
visual profile observations of existing breakwaters. 

! Hydraulics & Coastal Engineering Laboratory, Aalborg University, Sohngaardsholmsvej 57, 
DK-9000 Aalborg, Denmark, tel + 45 98158522, fax +45 98142555 

Icelandic Harbour Authority, Vesturvor, 2200 Kopavogur, Iceland 

1640 
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2    Longshore Transport Rate 

Motion of stones along the active profile occurs when even slightly oblique waves attack 
the breakwater. This longshore motion has been evaluated in model tests performed by 
Burcharth and Prigaard (1988) and by van der Meer and Veldman (1992). Longshore 
transport was measured by observing the movements of stones layed out in coloured 
bands over the profile. To calculate the steady state transport the number of stones 
per wave passing a specific cross section at each sea state was divided by the number 
of waves. This ratio is termed the longshore transport rate Sx. 

In Figure 1 the measured longshore transport rate is plotted against the mobility index 
H0Top = AQ" TpJjj3—. The longshore transport rate seems to be described quite 

well by a power function as originally proposed by Vrijling (1991). The best fit of the 
power function to the data is: 

Sx = 85 • 10-6{HoTop - 105) (1) 

4.0n 

3.0 

2.0- 

OT   1.0 

0.0 i<»i i ft* 

80 

## Burcharth 15' 
o o Burcharth 30' 
+ +v. der Meer 25' 
xxv. der Meer 50' 
— eq. (1) 

320 400 
HoTop 

Figure 1: Longshore transport rate for reshaping breakwaters. 

One might argue if the model in eq. (1) is too simple because of the absence of obliquity. 
The model can however, easily be adjusted to include the angle of incidence 9 as 
discussed by Alikhani et al. (1996). Though the effect of obliquity is small. 

Another aspect of the transport model is the obvious sensitivity to the onset of motion. 
From the model it is seen that sea states slightly above those corresponding to the onset 
of motion result in significant transport due the rapid increase of the power function. 
The latter comparison with prototype breakwaters outlines this sensitivity. 

3    Longshore Distribution of Transported Material 

To characterize the motion of the individual stones on the breakwater several video 
recordings from the model tests performed by Burcharth and Frigaard (1988) have 
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been reanalysed thoroughly. 

The main conclusion based on the analysis of the video recordings was a typical zigzag 
motion pattern as shown in Figure 2. The typical upward motion of the stone follows 

along 

structure 

Figure 2: Typical pattern for single stone motion. 

the wave direction 0 whereas the downward motion is more controlled by gravity and 
an angle of half the angle of incidence seems more appropiate, see Figure 2. From 
Figure 2 the total travelled longshore distance can be calculated, assuming the upward 
and downward distances orthogonal to the structure in average are equal 

2x x 
I = l-u+ld 

3sin(0)      3sin(i0) 
(2) 

To quantify the travelled longshore distance x the longshore distribution of the trans- 
ported material has been derived from the same tests. The longshore distribution was 
derived from recordings of the number of stones positioned in 5 cm wide bands over 
the profile along the entire length of breakwater. From these recordings the number of 
stones per m, the position of the individual stones and the mean stone movements are 
calculated. Figure 3 shows an example from a single longshore transport test. 

Figure 3: Example of the longshore distribution of transported material. 
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In Figure 4 the longshore distribution is shown for all 22 tested wave conditions. As 
abscissa the travelled longshore distance x is normalized by the mean travelled distance 
x and as ordinate the stone distribution along the structure s(x) (unit: stones/m per 
wave) is normalized by multiplying with f-. 

xx Burcharth, 15' 

o o Burcharth, 30' 

10.0 15.0 

Normalized distance 

°x  o—tf-x- 

20.0 25.0 

Figure 4: Longshore distribution of transported material. 

From Figure 4 an excellent uniformity of the distribution curves for different wave 
climates and different angles of incidence is seen. Hence, a general exponential function 
can be fitted to the entire data set 

s{x) =0.6exp(-0.6-)^ 
x   x 

(3) 

In Figure 5 the mean stone movement is plotted against the mobolity index for all 22 
tested wave climates. 

The mean stone movement is described by 

x = 5.3 • 10-3jDn50{HoTop - 105)sin08(20) 

or by inserting the longshore transport model eq. (1). 

S = 0.6£>n50\/^sin0-8(26>) 

(4) 

(5) 

Inserting the mean travelled distance in the expression for I, eq. (3) gives the average 
distance moved per wave. Knowing the wave height/period scatter diagram describing 
the storm history for a specific area, it is possible to calculate the accumulated average 
distance moved by each single storm during the structural lifetime simply based on the 
easy accessible parameters, Hs, Tp, 9, number of waves and Dn5o- 
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0.15 
Dn50smu»(29) 

xx Burcharth, 15° 

o o Burcharth, 30° 

0.05 

Figure 5: Mean stone movement versus the mobility index. 

4    Impact Stresses in Armour Stones 

A more close description than the stone motion connecting abrasion and breakage is 
to consider the tension stresses as a result of armour stones impacting armour stones 
during movements. This impact results in a shock wave propagating through the stone 
which is reflected at the edge structure resulting in a reverse propagating tensile stress 
wave. In case the tensile stress is too high the stone may crack depending on the stone 
quality. 

In Figure 6 an idealized static model of 
a stone impact is sketched where the im- 
pacted stone remains at rest after impact. 
This is modelled by giving the stone infinity 
mass and zero velocity. 

Applying Hertz' law to the system in Fig- 
ure 6 results in the following equation Figure 6: Static model 

where: 

V4 v s 
D„j,c 

0.2 

E 

Ws = Stone weight 
Vs = Stone velocity 
Z)„5o = Nominal stone diameter 
E = Young's Modulus 

(6) 
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Generally, eq. (6) describes the stresses with reason: a high velocity yields high stresses, 
a small diameter signifies large curvature and thus larger impact stresses because of 
the smaller contact area, and finally the elasticity of the stone is described by Young's 
Modulus. Another aspect is that by simple Proude scaling larger stones gain larger 
stresses. 

Prom the previously described tests typical stone velocities during both run-up and 
run-down were investigated by video. A typical stone velocity during run-down equals 
the wave run-down velocity whereas the typical stone velocity during run-up is approx- 
imately 50-70% of the wave run-up velocity. 

Several attempts to assess the run-up and run-down velocities have been made showing 
that the maximum expected velocity can be well described by Hs and £ = g(a, HS,TP). 
The overall maximum velocity is expected to be in the order of 1.5^gHs, e.g. Sawaragi, 
(1995). 

Prom the above considerations it seems that the impact stresses can be described by 
the same easy accessible parameters as the movement model. The model still needs 
verification and calibration to physical model tests as well as prototype measurements. 
More work has to be done into these subjects. 

5    Comparison with Protoype Breakwaters 

For prototype comparison four sites are investigated with wave and structural char- 
acteristics given in the two tables 1 and 2. The accumulated travelled mean distance 
have been calculated followingly: 

• Calculation of longshore transport rate from eq. (1) for each storm. 

• Calculation of mean position moved from eq. (5) for each storm. 

• Calculation of total travelled distance from eq. (3) for each storm. 

• Summation of total travelled distance during lifetime. 

Regarding 

1. Caldera, Costa Rica: Estimated stone movements are rather small indicating 
little stone movements during lifetime. Observations show little profile changes 
but some broken stones. This might be due to the very poor quality of the stones. 

2. St. Paul, Alaska: Vast stone movements are estimated. Total damage of the 
breakwater was observed. 

3. Racine, Wisconsin: Long travelled distance is estimated. Severe breakage and 
large profile changes were observed. 
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4. Bolungarvik, Iceland: Little stone motions were estimated. Little profile changes 
observed. 

It seems that the calculated distance corresponds very well to what might have happened. 
Though, it is clear that actual damage depends on both the travelled distance and the 
quality of the stones. In all, the comparison indicates that there is reason in relating 
breakwater damage to the armour stone motion. 

6    Conclusions 

A model enabling calculation of the accumulated travelled stone distance is given based 
on the easy accessible parameters such as Hs, Tp, 0, number of waves and D„5Q. Fur- 
thermore, a short discussion focusing on the structural integrity is given. It is argued 
that the anticipated maximum tensile impact stresses can be evaluated by the same 
easily accessible parameters, though more work need to be done into this subject. 

A comparison with selected prototype structures is presented showing that there is 
reason in relating breakwater damage to the armour stone motion. The comparison 
also signifies that only little transport should be allowed in order to avoid severe damage. 

In areas where sufficiently large armour stones can be difficult to get, the stone quality 
is often poor. Even little stone transport or stone motion will in these cases result 
in breakage and abrasion of the armour stones. In practice it is difficult to avoid 
the abrasion and breakage of the armour stones and thus little transport should be 
allowed. The best possible design of the berm breakwater with maximum utilization 
of the quarry when possible is suggested by Sigurdarson et al. (1995). The aim is to 
minimize stone movements and make a more or less statically stable structure with little 
expected movements during the lifetime if suitable quarries are found in the vicinity. 
Still if stone movements occur on the berm breakwater no abrupt failure occur. By the 
berm concept up to 100% of the quarry yield can be used. This design approach have 
been used videly in Iceland with succes, see Sigurdarson and Viggosson (1994). 
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Photo from Icelandic berm breakwater 

Photo from Norwegian berm breakwater 



CHAPTER 129 

FIELD INVESTIGATIONS ON WAVE-DISSIPATING CONCRETE 
BLOCKS COVERING VERTICAL WALL BREAKWATER 

Michio Gomyoh1, Kazuhiko Sakai2, Tomotuka Takayama3, 
Kojiro Suzuki4, Shigeo Takahashi6 

Abstract 

The failures experienced in Japan by wave-dissipating concrete blocks 
(WDCB) covering vertical wall breakwaters are investigated, and the 
deformation characteristics such as failure features and factors are examined. 

Typical examples for failures are illustrated, and two main types for 
failures are suggested: (a) scattering of WDCB due to shortage of their weight, 
(b) settlement of WDCB following deformation of the toe area. These types are 
analyzed and then the latter is discussed with some preliminary experiments. 
The results suggested that both stability of WDCB and applicability of the 
Hudson formula depend on the location and their cross-sectional shape, and 
that a weakening of sand bed due to wave action, especially wave-induced 
liquefaction, is an important factor of settlement deformation as well as 
scouring. 

From these results and additional field surveys, finally, two parameters 
are suggested which can explain the effect of stability of WDCB and toe area 
on both scattering and settlement behavior, and a classification of resultant 
failure characteristics and a conceptualized diagram of failure behavior of 
WDCB are presented. 

1. Introduction 

Throughout the world, and especially in Japan, the Hudson formula has 
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5, Yonban-cho, Chiyoda-ku, Tokyo, 102 Japan. 
3Professor,  Disaster Prevention Research Institute,  Kyoto University, Uji 
Gokasho, Kyoto, 611 Japan. 
4Research Engineer, Maritime Structure Laboratory, Port & Harbor Research 
Institute, Ministry of Transport, 3-1-1, Nagase,Yokosuka, 239 Japan. 
5Chief, Maritime Structure Laboratory, Port & Harbor Research Institute, Ministry 
of Transport, 3-1-1, Nagase.Yokosuka, 239 Japan. 
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been applied in the design process used to evaluate the stability of WDCB 
which cover the front of large-scale vertical wall breakwaters. However, based 
on the fact that this design tool was not for WDCB, but originally formulated for 
evaluating the armor layers of rubble mound breakwaters, WDCB may show 
different stability properties in the applied fields. 

Therefore, firstly, we performed field stability investigations to determine 
the deformation characteristics and resultant suitability of the Hudson formula 
in designing Japan's recently buiit vertical breakwaters covered with such 
blocks. Secondly, we also carried out some preliminary experiments and field 
surveys to understand a unique failure characteristics of settlement deformation 
observed at Miyazaki Port. Finally, in discussion, we classified these 
complicated failure features and explained them quantitatively, so that the 
results will be helpful to develop an improved design method. 

2. Investigation method 

Field investigations were conducted in Japan on major breakwaters 
located at 16 ports among more than a hundred as shown in Figure 1. Failure 

Ishikari-wan New Port 

Akita Port 

Sakata Port g 

Legend (i, 
© :Analysis + Survey     Niigata East Port/ f 
O :Analysis 

Mogi Port 

Nagasaki Port 

Mutsu-Ogawara Port 

Hachinohe Port 
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Souma Port 
© Onahama Port 

< ^—^_ X-" A-^1 a  >    x_7 

Wakimisaki Portf\ <P Miyazaki Port 

Kametoku Port© 

Kushikino 
New Port 

?& 
Tokashiki Port 

•Q/f 

Figure 1. Map of ports investigated in this study 
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Table 1. Summary of failures of WDCB 

No. Disturbance Port: Breakwater Location Sectional Shape Design: Hira,T,l 

1 '91. Feb. Mutsu-Ogawara:East trunk sectional end 7.1m/13.0s/1:50 

2 fully covered 

3 sectional end 

4 Hachinohe: No.1 head sectional end 6.3m/13.0s/1:100 

5 fully covered 

6 Hachinohe: No.2 head sectional end 6.6m/13.0s/1:100 

7 fully covered 

8 Omoto: Offshore head fully covered 7.9m/12.0s/1:30 

9 '91, Sep. 

Typhoon 19 

Nagasaki(Oe): Offshore head sectional end(berm) 5.5m/10.7s00/1:30 

10 sectional end 

11 fully covered 

12 Wakimisaki: South trunk sectional end 3.9m/10.0s 

13 fully covered 

14 Kusikino New: West trunk fully covered 6.0m/13.0s 

15 fully covered 7.7m/13.8s 

16 Mogi: Offshore head fully covered 4.5m/ 12.5s 

17 trunk fully covered 

18 '87, Aug. Kametoku: South head, on a reef fully covered 10.2m/16s/1:50 

19 Tokashiki: South head fully covered - 
20 '88 - '90 Miyazaki: South trunk fully covered 8.9m/14.0s/1:200 

21 '85, Nov. Ishikari-wan New trunk fully covered 5.6m/11.0s 

22 '93, Aug. 

Typhoon 11 

Onahama: No.1, West trunk fully covered 6.2m/14.0s/1:100 

23 Onahama: No.2, West12 trunk fully covered 8.1m/14.0s/1:100 

24 Souma: South2 trunk fully covered 4.5m/15.0s 

25 '80 - '90 Sakata: North trunk temporaly low crest 7.5m/11.0s 

26 '93 - '94 Akita: South(E) trunk fully covered 7.5m/13.5s 

27   | '95, Nov. Niigata East: West trunk sectional end, fully covered 8.3m/ 12.9s 

cases investigated in this study are limited to those which recently occurred 
remarkably and whose data have been accumulated enough to analyze their 
features and factors. As the result, 27 cases including both damage and no 
damage were analyzed using pertinent data including wave conditions, damage 
features (area, type, and weight of blocks), and design conditions. After these 
analyses some preliminary experiments were done to study a unique failure at 
Miyazaki port. Furthermore, in order to see not only failure results but also its 
process going on in site, 6 cases (Case 22 to 27 in Table 1) were surveyed 
noting the physical conditions before and/or after deformation. All cases are 
summarized in Table 1. 

3. Investigation results 

From all the cases in Table. 1, the following specific features of WDCB 
failures are obtained: 
1) Few failure cases of WDCB are reported in spite of the fact that they are 
used in many sites. 
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Table 1 (continued) 

No. Block* Wave conditions**:Hi/3, T, B Failure features of WDCB Other failure features 

1 T:50t,S:50t (1:4/3) 9.6m/13.4s/-7.1' scattering, settlement caisson sliding, breakage 

2 T:50t (1:4/3) a little settlement (0-1.5m) 

3 S:50t (1:4/3) scattering, settlement 

4 T:50t (1:4/3) 7.5m/ 11.4s/ 8.9' scattering, settlement caisson sliding 

5 a little settlement 

6 T:50t (1:4/3) 5.9m/11.4s/23.8° scattering, settlement caisson sliding 

7 a little settlement 

8 T:64t (1:4/3) 9.3m/13.7s/31.8" scattering, breakage caisson sliding, breakage 

9 T:20t (1:4/3) 7.2m/15.6s/36" scattering, breakage caisson sliding 

10 T:20, 40t (1:4/3) scattering, settlement 

11 T:20, 401(1:4/3) no damage 

12 T:32t (1:4/3) 4.8m/15.1s scattering, settlement 

13 no damage 

14 T:50t (1:4/3) - scattering, settlement, 

breakage 15 T:64t (1:4/3) 

16 T:16t (1:4/3) - scattering caisson sliding 

17 no damage 

18 D:50t (1:1.3) 5.9m/12.2s/39' scattering caisson sliding 

19 T:5,32t (1:4/3) 7.0m/14.4s/51' settlement caisson sliding, breakage 

20 T:64t (1:4/3) - settlement scouring at the toe area 

21 T:4, 20t - settlement scouring at the toe area 

22 T:25t (1:4/3) 6.6m/12.0s scattering, settlement scouring at the toe area 

23 T:50t (1:4/3) 9.1m/12.0s scattering, settlement scouring at the toe area 

24 H:25t (1:1.5) 5.0m/10.8sec scattering, settlement scouring at the toe area 

25 T:32, 50t (1:1.5) - settlement 

26 T:40t (1:1.5) settlement 

27 T:50t (1:1.5) - settlement 

* T: Tetrapods, S: Sealock, D: Dolos, 
** Incident wave conditions calculated 

H: Hexa-leg-block 
by wave hindcasting when the failures occurred 

2) Though the predominant disturbances are typhoons in summer and 
depressions in winter, gradually advancing deformations during about one year 
are also observed. 
3) Tetrapods and its normal slope gradient of 1:4/3 are used for more 
breakwaters, however, gentler slope of 1:1.5 is locally adopted at the ports 
facing to the Sea of Japan where scouring at the toe area of composite type 
breakwater is remarkable. 
4) Occurrence of the breakage of blocks is less than that of scattering and 
settlement which seem to be typical failure features. 
5) Other two failure features , caisson sliding and breakage, and scouring at the 
toe area, are observed at the breakwater head/sectional end and breakwater 
trunk, respectively. 

In the following paragraphs, the investigation results on scattering and 
settlement of WDCB will be indicated. 
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3.1 Scattering failures of WDCB . 

Typical examples 
Figure 2 shows the scattering of WDCB, 401 Tetrapods, and the damage 

of caissons of No.2 breakwater at Hachinohe Port (Case 6,7). The important 
point to note in these cases is that the scattering of WDCB was found to be 
severe at the breakwater head/sectional end, A-A line, and that it was very mild 
at the trunk section, B-B line, in spite of neighboring the damaged area. The 
predominant reason responsible for the former is the action of severe wave 
force at the sectional end as pointed out by Takahashi et. al.(1993). A nesting 
process of the scattering of WDCB and the caisson sliding due to increase of 
wave force acting on the caisson wall lead to the larger scattering. Similar 
failure features like this are observed at east breakwater in Mutu-Ogawara Port 
(Case1,2,3), No.1 breakwater in Hachinohe Port (Case 4,5), Nagasaki Port 
(Case9,10,11), and Wakimisaki Port (Case 12,13). 

Damaged Length 

Scouring Protection Mat Sea Side 

XArmor Stones 1,000kg 

B-B 

Figure 2. Scattering of WDCB at breakwater trunk section and head sectional 
end (Hachinohe Port) 
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, Damaged Length 
L=46.On 

Figure 3. Scattering of WDCB covering a reef (Kametoku Port) 
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Figure 5. Effect of steepness on 
stability number as determined by 
three formulas and observed 
failure cases 

Figure 3 shows the scattering of WDCB, 50t Dolos, covering the reef at 
Kametoku Port (Case18). Here, the south breakwater is located on the natural 
reef around the Tokunosima island, and its head on the edge of reef whose 
bottom slope is steep. This scattering occurred due to both waves breaking 
there suddenly and resultant severe currents. 

Relationship between degree of scattering and safety factor 
Judging from the above, the degree of scattering of WDCB seems to 

depend on its location and cross-sectional shape. Figure 4 shows the 
relationship between the degree of scattering of WDCB and the safety factor, 
where AA/A is the ratio of the cross-sectional damaged area to design area, 
and SF shows the ratio of the actual weight to the calculated weight when 
failure occurred. It is clear that WDCB at the trunk section remains stable at a 
safety factor as low as 0.5, and in contrast, the scattering of WDCB at the 
breakwater head/sectional end occurs severely even though the safety factor 
is as high as 1.7. Consequently, it is indicated that the applicability of the 
Hudson formula is adequate at the breakwater trunk section and marginal at the 
head/sectional end. 

Applicability of stability formulas for WDCB 
Corresponding analyses are also performed using the design formulas 

by van der Meer(1988) and Kajima(1994) as well as the Hudson formula. Figure 
5 shows the effect of steepness on the stability number by comparing the no 
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damaged cases at trunk section to the results calculated by three formulas in 
such conditions that relative damage level in van der Meer(1988),No=0.2; 
deformation level in Kajima(1994);S=1.2, and wave number; N=1000. It is found 
that they show similar applicability when considering limited amount of field data 
though the effects of steepness varies among them. In other words, there is 
almost no difference among them in a practical wave steepness ranging from 
0.01 to 0.05. 

3.2 Settlement failure of WDCB 

Typical examples 
Of particular interest, the failure at Miyazaki Port is a typical one caused 

by long-term, gradual settlement of blocks, being a sometimes hard-to- 
recognize type of damage that frequently occurs in areas where sand transport 
is significant. Figure 6 shows that the cross-sectional change such as 
settlement of WDCB, 64t Tetrapods and armor blocks. Although the nesting 
process of blocks and/or scouring at the toe area have generally been 
considered to be the main cause, block settlement may instead be due to 
various wave actions weakening the sand bed to such an extent that the blocks 
literally sink into it. Figure 7 shows a photograph supporting this possibility, i.e., 
the entire body of blocks appears to have moved toward and down during 
settling. This characteristic feature is also observed at Kushikino Port. 

Reproduction of settlement behavior at Miyazaki Port 
In order to discuss this type of settlement behavior in detail, wave flume 

experiments designed to reproduce the breakwater deformation at Miyazaki 
Port were conducted with reduced scale of 1:55. It was found that block 
scattering did not occur, even when attacked by waves exceeding the design 
wave height , and scouring was produced at the toe area, though the use of 
gravel mats prevented subsequent deformation of the block section. 

Oct. 15,1988 

-30-20-10 0 10 20 30        40 & 

Figure 6. Cross-sectional change of 
south breakwater at Miyazaki 
port 

Figure 7. Settlement deformation of 
WDCB at Miyazaki Port 
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Then, to clarify whether weakened strength of the sand bed is 
responsible for settlement of blocks, we liquefied it by supplying pore water from 
bottom of the bed. Figure 8 shows a photograph of the results. The important 
point to note is that the settlement of the block section is quite definitive, i.e., the 
blocks at the toe area have sunk into the sand bed and the entire body of blocks 
has moved forward and down (Figure 8(b), (c)), being a similar behavior to that 
actually observed (Figure 7) and quite different from the not-liquefied 
case(Figure 8(a)). These results indicate that weakening of the bed caused 
such settlement deformation, and that as wave loadings most likely lead to bed 
weakening, the phenomenon of wave-induced liquefaction may play a key role. 

(a) 

Figure 8. Block settlement deformation due to weakening the sand bed by 
liquefaction 
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3.3 Surveys of settlement deformation 

During Dec. 1995 to Mar. 1996, field surveys were carried out at 5 ports 
as shown in Table 1, to examine whether a similar settlement deformation like 
Miyazaki Port is observed or not. The results indicate that there are two patterns 
of settlement, excluding the initial settlement due to compaction by wave attack 
after construction. These are 1) settlement of the top of WDCB due to 
scattering, a pattern which looks like true settlement, and 2) settlement of an 
entire body of WDCB following the deformation of a toe area. Furthermore, it 
is reasonable to think that these features are possible to occur either alone or 
together. 

4.Discussions 

The discussions were made below towards a better understanding of the 
scattering and settlement behavior of WDCB. 

Classification of predominant failure characteristics of WDCB 
The following classification and identification of failures can be obtained 

from the investigated failure cases: 

1) Failure features 
- Direct and independent: 

• Scattering 
• Breakage 
• Others 

- Indirect and complex: 
• Scattering with caisson sliding 
• Settlement following deformation of toe area 
• Others 

2) Failure factors except for waves exceeding the design condition 
- Major factors for scattering 

Sea bottom topography: reef and steep slope 
Location: breakwater head 
Cross-sectional shape: sectional end 

Major factors for settlement 
Soil condition: sand 
Toe structure 

In the following discussions, the scattering and settlement at the 
breakwater trunk will be discussed in particular. 

Structural Parameterization 
Considering the settlement feature and its process, it seems reasonable 

to suppose that both material and dimension of the toe area are important 
factors to prevent settlement deformation of blocks. Therefore, the structures 
including WDCB in front of a vertical wall are represented with dimensionless 
parameters as shown in Figure 9. In this figure, x and z indicate the distance 
measured from the vertical wall and sea bottom, and h and L show the water 
depth and wave length in design, respectively. Furthermore, the following 
abbreviations are used: AB (armor block), AS (armor stone), FPB (foot 
protection block), FPS (foot protection stone), G (gabion), GM (gravel mat), M 
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(asphalt mat or scour protection mat), RF (rubble foundation). 
As illustrated in this figure, the structures for toe area have a certain 

range from the thick and wide to the thin and narrow. Consequently, we 
parameterized the structure for toe area by its thickness;t and width;s as shown 
in the top right, where st shows an index of cross-sectional area of toe structure. 

0.0        0.1      0.2     0.3     0 
x/L 

Figure 9. Structure parameterization 
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Effects of stability of WDCB and toe area on scattering and settlement behavior 
To discuss both effect of stability of WDCB and toe area on scattering 

and settlement behavior, two parameters are suggested: st/LHm which 
indicates the stability of toe area being non-dimensional parameter with st, 
design significant wave height; H1/3 and wave length; L, and Wu/Wd which 
indicates the stability of WDCB by using actual weight; Wu and design weight; 
Wd. Figure 10 shows the relationship between two parameters and the degree 
of deformation at trunk section. As shown in this figure, deformation becomes 
larger when st/LHi/3 is smaller than 0.04 and the failures can be divided into four 
regions in this figure: no failure, settlement, settlement and scattering, and 
scattering. 

Furthermore, each failure case can be explained reasonably and 
estimated. For example, the following consideration is possible: 
1) Both Miyazaki Port and Kushikino Port are unstable for settlement and 
indicate similar failure feature, however, if severe waves exceeding the design 
wave condition attack, they will show different failure features, with scattering 
or no scattering, because of the difference in the stability of WDCB. 
2) The failure case observed at Souma Port (south) shows the severe 
deformation against the wave attack slightly exceeding the design wave 
condition although the weight of WDCB is enough to keep itself stable under 
such a wave condition. This case can be explained as typical one caused by 
settlement deformation. 
3) The case at Onahama Port (No.2), where the blocks less than design weight 
were used, the value of st/LHi« is 0.01, and the exceedance of wave design 
condition was experienced, seems to indicate a complex failure feature which 
both settlement and scattering occurred at the same time. 
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1: Souma Port (south) 
2: Kushikino New Port 
3:lshikari-wan New Port 
4:Onahama Port (No.2) 
5:Niigata East Port 
6:Miyazaki Port (south) 
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8:Mutsu-Ogawara Port 
9:Hachinohe Port (No.2) 

10:Hachinohe Port (No.1) 
11 :Onahama Port (No.1) 
12: Souma Port (offshore) 

Figure 10. Influence of stability of toe area and WDCB on scattering and 
settlement behavior (values in parentheses indicate AA/A) 
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1.0 
Wu/Wd 

Figure 11. A diagrammatic representation of Figure 10 

Conceptualization of failure behavior of WDCB 
Based on the above discussion and Figure 10, the failure behavior can 

be conceptualized as shown in Figure 11. This diagram shows a summary 
representation of the effects of stability of toe area and WDCB on failure 
behavior of WDCB. 

5. Conclusion 

The following main conclusions can be drawn from these investigations: 

1) Few failure cases of WDCB covering vertical breakwaters are reported in 
spite of the fact that they have been used in many sites. 

2) WDCB designed by using the Hudson formula are very stable at the 
breakwater trunk. On the other hand, those at the breakwater head/sectional 
end are less stable and have experienced the typical scattering failures 
consequently. 

3) Of the failures which have been considered as scattering failures, not a few 
failures due to settlement are observed like Miyazaki Port and Kushikino Port. 

4) Not only scouring at the toe area but also liquefaction due to waves may play 
a key role on the settlement failure, and to clarify its cause, further research is 
necessary. 

5) However, a suggestion is possible as a countermeasure for the settlement 
failure that one adopts a large value of the parameter st, that is, makes a toe 
structure wider and thicker. 
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CHAPTER 130 

NEW STABILITY FORMULA FOR WAVE-DISSIPATING 
CONCRETE BLOCKS COVERING 

HORIZONTALLY COMPOSITE BREAKWATERS 

Minoru Hanzawa1, Hirokazu Sato1, Shigeo Takahashi2, Kenichiro Shimosako2, 
Tomotsuka Takayama3 and Katsutoshi Tanimoto4 

ABSTRACT 

A new stability formula for wave-dissipating concrete blocks covering 
horizontally composite breakwaters is proposed after reviewing the existing stability 
formulae and verified using experimental data. A method for estimating the expected 
value of the accumulated damage to wave-dissipating concrete blocks within their 
lifetime using the Monte Carlo simulation follows thereafter and the practicability of 
this method for reliability based design of wave-dissipating concrete blocks is shown. 

1. INTRODUCTION 

Horizontally composite breakwaters (Fig. 1), covered with wave-dissipating 
concrete blocks, are widely employed in Japan (Takahashi, 1996) due to their proven 
effectiveness in reducing (i) wave forces acting on caissons, (ii) reflected waves and 
(iii) overtopping. 

Figure 1   Typical cross section of horizontally composite breakwaters 
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3 Professor, Disaster Prevention Research Institute, Kyoto University, Gokasho, Uji, 611, Japan 
4 Professor, Saitama University, 255 Shimo-okubo, Urawa, 338, Japan 
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The design process used in Japan for horizontally composite breakwaters has 
strongly relied on the Hudson formula (Hudson, 1959) to provide the design weight 
of these blocks. Van der Meer (1987, 1988) developed stability formulae for 
rock/stone and armor unit breakwaters, both of which include parameters not 
considered by Hudson, i.e., damage level, wave steepness, and wave number. 

The formula for armor units, however, is based on a two-layer type 
rubble-mound breakwater with a high crest level. This results in characteristics such 
as permeability and run-up/run-down features which are quite different from the case 
in horizontally composite breakwaters. The stability of wave-dissipating concrete 
blocks has been investigated by many researchers. For example, Kajima (1994) 
proposed a stability formula applicable to Tetrapods, as used in the protective 
covering of vertical seawalls. This formula, however, can not determine a specific 
design value to correspond to the assurance of no damage. 

The above considerations have led to the present study and a new design 
formula specifically formulated to analyze the stability of wave-dissipating concrete 
blocks covering horizontally composite breakwaters is proposed herein. 

In recent years reliability based design has been introduced to port and coastal 
structures. Takayama et. al. (1994) developed a probabilistic design for caissons in 
composite breakwaters in order to estimate the probability of slide and overturn of 
caissons. As for probabilistic design for wave-dissipating concrete blocks, the total 
damage level accumulated within the life time of these structures proves very 
important as well as the probability of occurence of damage. The authors in this 
study demonstrate a method for probabilistic design for wave-dissipating concrete 
blocks by Monte Carlo simulation with a new stability fomula. 

2. NEW STABILITY FORMULA 

2.1 Example of Experimental Data 

Various kinds of experimental research for wave-dissipating concrete blocks 
has been carried out in Japan. The several available data sources shown in Table 1 
were carefully examined in this study. The type of strucure is a typical horizontally 
composite breakwater. 

Table 1   Example of experimental data 
(Figures in Model) 

No. Port Name Water Depth 
(cm) 

Sea Bed 
Slope (sec) 

Hl/3 
(cm) 

Wave 
Steepness 

Mass of Tetrapod 
(gf) 

1 General, 
Tanimoto (1979) 

39.0-48.0 1/100 2.5 16.2-25.9 0.017-0.027 743.3 

2 General, 
Tanirroto (1985) 

39.7 1/50 2.46 12.0-23.0 0.013-0.024 296.0, 596.4 

3 S 25.0—31.3 1/15 1.95 8.0—15.0 0.013—0.025 91.7,128.6 

4 Mu 29.3 1/50 1.95 11.4-17.1 0.019-0.029 171.7 

5 K 24.3 1/50 1.91 12.9-18.6 0.023-0.033 235.0 

6 A 37.5-42.0 1/100 1.74-2.37 13.0-20.0 0.015—0.040 449.2 

7 Mi 27.2 1/50 1.94 16.8 0.029 297.4 
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The Tetrapod was applied as it is a typical example of a wave-dissipating 
concrete block. The scales of the experiments vary from 1/40 to 1/80. The water 
depth ranges from 25 to 50cm in the model (14 to 20m in the prototype), the seabed 
slope is from 1/15 to 1/100, and the mass of the blocks is from 90 to 700gf in the 
model (32 to 80 tf in the prototype). All experiments were carried out under 
irregular waves of wave height 6.5 to 12m and wave period 11 to 17s in the 
prototype, and wave steepness 0.013 to 0.04. 

2.2 Review of Existing Formulae 

(1) Hudson's formula 

Hudson (1959) caried out an experimental study on 2-layer type armor units 
under regular waves and proposed his stability formula to calculate a mass of units 
as shown below. 

W= 
9rH3 

(1) Ns3(Sr-l)3 

where W is the mass of the armor unit, 
Ns the stability number, Sr=pr/p, pr the 
mass density of the unit, p the mass 
density of water, H the wave height. 

Then Hudson obtained expression 
of Ns as a function of the slope angle a 
and the stability coefficient KD as shown 
below. 

Ns3=KDcota (2) 

Figure 2 shows the relation 
between the damage D(%) and Kp for 
the data from Table 1. D(%) denotes the 
ratio of the number of displaced units to 
the total number of units. KD was 
calculated by Eqs.(l) and (2) using H1/3 

as H corresponding to the damage D(%). 
The data is scattered in a wide range and 
it is difficult to find any certain trend. 
The reason behind the data scatter is that 
the damage D(%) is affected by the size 
of the structure and the duration of wave 
attack is not considered in the Hudson's 
formula. 
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Figure 2   Relation between 
KD and damage D(%) 

(2) Van der Meer's Expression of Stability Number 

Van der Meer (1988) proposed the following expression of stability number for 
2-layer Tetrapod armoring on a rubble slope of 1 on 1.5. 
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Ns=Hvi/(ADn) = (3.75N°Q
5/N0-25 +0.85)&-°-2 

(3) 

where A is Sr-1, Dn the nominal diameter of the unit (=V1/3), V the volume of the 
unit, N0 the relative damage level defined by van der Meer (1988) as the actual 
number of displaced units related to the width (along the breakwater alignment) of 
one nominal diameter Dn , N the number of waves, Sz the wave steepness (=2JC 

H1/3/gTs2) and, Ts the wave period. 
Figure 3 shows the results from Eq. (3) with the model test data employed. The 

abscissa is calculated using the right side of Eq.(3) with N0, N and Sz, and the 
ordinate is calculated using the left side with H1/3, A and Dn. 

The difference between the model 
test data and those calculated is not 
acceptable, even when the slope difference 
between 1:4/3 of the model data in Table 1 
and 1:1.5 of Eq. (3) by van der Meer is 
considered. This result shows that Eq. (3) 
derived for the 2-layer type can not be 
directly used on wave-dissipating concrete 
blocks covering horizontally composite 
breakwaters. The reason behind this is 
considered to be mainly from the 
difference of permeability as van der 
Meer    (1987,     1988) incorporated 
permeability into his stability formula for 
the armor stones. 
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Figure 3   Comparison of van der Meer's 
formula with model test data 

(3) Kajima's Expression of Stability Number 

Kajima (1994) proposed the following expression of stability number applicable 
to Tetrapods for horizontally composite breakwaters. 

0.16c. 
Ns=Hw/(&Dn) = 8.5(S/N°-5y-^-°-s (4) 

where S is the deformation level defined 
by van der Meer (1987) for rubble mound 
breakwaters as A/Dn2, A the sectional area 
of erosion, § the surf similarity parameter 
(=tana/(H1/3/L0)

a5 , L0 the offshore wave 
length). 

Kajima et. al. (1993) showed that the 
deformation parameter S is related to the 
damage D' (%) corresponding to the 
2-layers as follows. 

S = 0.6 D' (5) 

Figure 4 shows the relation between 
H1/3/(ADn)^a5 and S/N05. 
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The solid line indicates the relation derived from Eq.(4). In the model test data, 
S was calculated from damage D' based on Eq.(5). Eq.(4) was verified by model test 
data from Kajima et. al. (1993). Eq.(4) however does not agree well with the model 
test data employed from Table 1. 

One of the reasons for this disagreement is considered to be that Eq.(4) is 
formulated so as to cover a range of relatively high damage level which is usually not 
seen in the ordinary design of port structures. Also, the water depth of the structure 
Kajima investigated was greater than those in Table 1 resulting in a bigger cross 
section. This is considered to affect parameter S calculated through D' from our data. 

2.3 Basis of Formulation 

To establish a new stability formula, the above mentioned three formulae, i.e. 
Hudson, van der Meer, and Kajima were comparatively evaluated and various main 
parameters in the formulae were investigated. These subsequently led to the 
determination of the basis of a new formula as summarized below: 

1) Type of Formula: The type of formula desired is for use to obtain the 
stability number Ns=H1/3/(ADn) by parameters of damage and number of 
waves. 

2) Damage: Damage to wave-dissipating concrete blocks is expressed as N0 

following van der Meer. According to the preliminary investigation for a 
typical horizontally composite breakwater, the relation between N0 and 
D(%) is considered as N0=0.2 to 0.3 D. 

3) Duration of Wave Attack: Damage to blocks is considered to be 
proportional to the root of the duration of wave attack (van der Meer, 
1988 and Kajima, 1994). So the number of waves N is incorporated into 
the formula as the form NQ/N

05
. 

4) Wave Steepness : This parameter is 
treated somewhat differently among 
the formulae, with Fig. 5 showing 
how it respectively varies with respect 
to wave steepness. Note that the 
relationship derived by van der Meer 
and Kajima show opposite behaviors, 
i.e., increasing wave steepness either 
decreases (van der Meer) or increases 
(Kajima) stability. The stability itself 
however is relatively similar at wave 
steepness values from 0.02 to 0.04, 
and this is the normal design condition, 
In accordance to this discussion, wave 
steepness is neglected as a parameter. 

van der Meer 

0.01      0.02      0.03      0.04 

Wave Steepness 
0.05 

Figure 5   Comparative formula 
evaluation on the effect of 
wave steepness on stability 
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5) Design for No Damage: The formula was constructed so as to be able to 
determine the weight of blocks resulting in no damage. 

6) Type of Block: Tetrapods with a 1:4/3 slope. 

2.4 New Stability Formula 

Detailed analysis of the experimental data in Table 1 was carried out on the 
above mentioned basis and the resultant stability formula was expressed as follows. 

Ns = HV3l{bDn) = 2.32(Ar0/Wa5)°-2 + 1.33 (6) 

Figure 6 compares the results from Eq. (6) with the model test data employed, 
and good agreement is clearly indicated. Figure 7 also shows another evaluation 
where the proposed stability formula shows markedly better agreement with 
experimental data when compared with Figure 3. 
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Figure 8 compares the mass of the Tetrapod using the new formula having 
N0=0.1, 0.3, 0.6,1.0 and N=1000 with that using Hudson's formula using KD=8.3 and 
cotct=4/3. As shown in the figure the new formula, using N0=0.3 and N=1000, 
corresponds to conventional design using Huson's formula. Figure 9 shows the mass 
variation against N0 and N with the wave height of H1/3=8.0m fixed. As shown in the 
figure, the change in mass against N0 up to 0.5 and N up to 1000 is significant. 
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Figure 9   Mass change with N0 and N 

3. APPROACH TO PROBABILISTIC DESIGN 

3.1 General Method 

Reliability based design is a design methods which incorporate uncertainty and 
statistical deviation of design parameters. It is considered to be requisite for port and 
coast related structures from the view popint of economic deisign especially for 
wave-dissipating concrete blocks. For the design of wave-dissipating concrete blocks, 
damage level accumulated within the lifetime of the structure is considered to be 
necessary. Therefore the process of damage accumulation in structures within their 
lifetime should be taken into consideration. 

Design for port related structures includes many parameters to be treated 
probabilistically such as offshore wave height, wave period, tide, wave deformation 
by refraction, diffraction, shoaling and breaking for wave calculation. After 
calculation of the waves, the statistical uncertainty of damage to blocks should be 
taken into account specifically for wave-dissipating concrete blocks. 

In this study, the authors demonstrate a procedure for the estimation of the 
expected value of damage accumulated within the lifetime of horizontally composite 
breakwaters incorporating statistical deviation of the offshore wave height, tide, 
shoaling, wave breaking, and damage to wave-dissipating concrete blocks. 

The Monte Carlo simulation is used in probabilistic treatment, because of the 
advantage in handling physical phenomena using many sequential steps like the 
design process mentioned here. The simulation is considered to be a useful tool well 
supported by the advance of personal computers in recent years. 
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3.2 Detailed Calculation Method 

(1) Offshore Wave Height 

Damage to wave-dissipating concrete blocks is generally considered to be 
caused by large waves comparable to design waves. Therefore the yearly maximum 
offshore wave height is considered sufficient to be incorporated into the calculation. 
This offshore wave height H0e is sampled from an extreme distribution of offshore 
waves. The estimated value of the offshore wave height is considered to include a 
statistical deviation. An average value H„ is considered to follow a normal 
distribution with a bias (mean shift) am , a standard deviation Om and a deviation 
coefficient y• as expressed as follows (Takayama et. al., 1994) 

Ho = (1 + aHo)Hoe,        am = ymHoe (7) 

The sample offshore wave height datum H^ to be used in the calculation is 
determined by a normalized random number based on Eq.(7). 

(2) Tide 

The tide is asssumed to change sinusoidally between the High Water Level and 
the Low Water Level. A sample of tide value r] is determined based on this 
assumption using a uniformly distributed random number as a phase of the sinusoidal 
curve. 

(3) Wave Transformation (Shoaling, Breaking) 

The height of wave incident to the structure H1/3e is calculated by the Goda 
method (1975) and the average value H1/3 is expressed in a way similar to the 
offshore wave height, i.e. 

#1/3 = (1 + a-m/3)Hi/3e,      Om/3 = Ym/3HWe (8) 

where am/3 is the bias, Gmi3 the standard deviation and y/n/3 the deviation 
coefficient. The sample wave height H1/3c at the structure is determined by a 
normalized random number based on Eq.(8) similar to that used for the offshore 
wave height. 

(4) Stability Formula and Damage 

As described before, in the reliability based design for wave-dissipating 
concrete blocks, the total damage level should be taken into account. Therefore the 
following formula derived from Eq.(6) is employed in order to estimate the damage 
level. 

*o = pf|^)V (9) 
As for the uncertainty of damage to wave-dissipating concrete blocks, a 

statistical deviation of the increment of damage is taken into consideration. 
Tanimoto et. al. (1985) carried out a model test for wave-dissipating blocks and 
duplicated tests against the same wave condition with 6 to 7 wave height levels 
providing statistical data for damage increment. Figure 10 shows a sample of the 
distribution histogram of damage increment AN0, while the solid line indicates the 
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normal distribution function. The increment of damage is considered to be roughly 
distributed as the normal distribution function. Analysis of the data from Tanimoto et. 
al. shows that the larger the damage increase, the larger the standard deviation. 
Figure 11 shows the relation between damage increase ANQ and standard 
deviation a AMI • The solid line indicates their relation as shown below. 

CTAM) = 0.36/Wf (10) 
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Figure 11   Relation between 
AN0 and OANO 

(5) Damage Accumulation 

Damage to wave-dissipating concrete blocks is considered to occur under rough 
sea conditions with a range of wave height of design level or larger in a cumulative 
way within the lifetime of the structures. This accumulation of damage is calculated 
in the following manner. Supposing the wave height at the structure for the i-th year 
is H1/3c(i) and the total damage up to the (i-l)-th year is N0(i-1), the equivalent wave 
number N=N' is determined by the following equation derived from Eq.(6) by 
substituting H1/3c(i) and N0(i-1) into H1/3 and N0 respectively. 

N> 
I 2.32 

1.33^ -10 

Nl (11) 

The total damage up to the i-th year N0(i) is calculated by Eq.(9) with N=N'+N(i). 
The first estimation of AN0 is calculated as N0(i)-N0(i-1) and the sample data of AN0c, 
taking into consideration the uncertainty of damage increment, is determined by the 
normalized random number with the standard deviation defined by Eq.(10). The 
estimated damage up to the i-th year is finally calculated as N0(i)=N0(i-l)+AN0o. 

(6) General Flow of Calculation 

The method described above is the procedure for calculating damage up to a 
certain year and the sample data of total damage accumulated within one lifetime is 
calculated by repeating this process for corresponding years of the total lifetime. 
Figure 12 shows the schematic flow of calculation. After obtaining several thousand 
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samples, statistical values such as the expected mean of total damage can be 
calculated. 

Offshore Wave Height Distribution, Sea Bed Slope, 
Water Depth : h,   Tidal Range : A V 

(i=lto50) 

(*) • denotes random number generation 

Design for Wave Height of 
Return Period of 50 Years 

[Yearly Maximum Wave Train of the i-th year] 
Offshore Waves : H0(i), Tln(i) 
Statistical Parameters 
Wave Number : N(i) 

• H0e(i) - 
Offshore Wave Height by 
Extreme Distribution and 

Probability of Non-Exceedance 

• H0c(i)    t    H0e(i),  aml3,   r m„ 
• 7?(i)      •*     0~Ar?,  phase:0~27T 

N(i) 

Wave Deformation by Goda 

H,fe(i) 

• H1/3c(i)      4- H„,e(i),  a Hl/3>  '  Hl/3 

No In Case of No Damage 
Accumulation 

Equivalent Wave Number N1 Neccesary for H1/3c(i) to 
Cause Accumulated Damage Nn(i-1) [by Eg. (11)] 

N = N(i) + N' 

i 
Calculation of N0(i) [by Eq.(9)] 

i 
AN0 = N„(i)-N0(i-l) 

i 
• AN0c      •*— 

i 
N0(i)=N„(i-l) +AN0c 

crAN0 = 0.36(AN0)» 

N_for One Lifetime Sample Expected value of N0 can be calculated by repeating 
above process more than 2,000 times. 

Figure 12   General calculation flow of one lifetime sample 

(7) Calculation Sample of One Lifetime 

Figure 13 shows an example of the offshore wave height, wave height at the 
structure and damage in chronological order. The design wave heights offshore and 
at the structure taken as a conventional manner with return period of 50 years for this 
example are H0=9.2m and H1/3=8.7m with a wave period T1/3=14.0s. According to 
the figure, the offshore wave heights in the 33rd and 48th years exceeded the design 
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level. The wave height at the structure exceeds the design level in the 33rd year and 
the heaviest damage is accrued in the same year. Other smaller incidents of damages 
were recorded in the 2nd, 19th and 48th years resulting in a total damages of 0.45 
accumulated within the lifetime of this one sample. 

10 

-,—,—|—i—p 

- Ho for return period of 50 years 

20 Year 30 

10 
-|Sea Bed Slope:l/50, Water Depth:14,5m, Tide:1.0ro1 

H1/3 for return period of 50 years 

H1/3 for zero damage 

Figure 13   Example of lifetime sample 

(8) Number of Lifetime Samples 

In the example shown in the next sub-section, 5,000 samples of lifetime were 
computed for the statistical treatment for estimating total damage. Preliminary 
analysis, however, showed that 2,000 samples are considered to be enough to obtain 
a stable statistical result in this method from the practical view point. 

3.3 Example of Estimation of Expected Value of Damage 

In this sub-section, some examples of calculation based on the method 
mentioned previously are shown. The conditions of computation are as follows. 
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a) Wave Height : A Weibull distribution with parameters k=2.0, 
A=2.23 and B=4.78 is assumed to be the extreme function for 
the offshore wave height (H0=9.2 for return period of 50 years). 
The parameters expressing uncertainties for the offshore wave 
height and wave deformation mentioned in Eqs.(7), (8) were set 
as am = Q,ym = 0.1,a#i/3 = -0.13, ym/3 = 0.09 (Takayama et.al., 
1994). 

b) Wave Period and Number of Waves : The wave periods for the 
examples here were determined so as to correspond to a wave 
steepness of 0.03 at the offshore. The wave period for the wave 
height H0=9.2m (50 year event) is T1/3=14.0s accordingly. The 
number of waves was set as 1,000 for all wave heights in these 
examples. 

c) Tide : The tide range of 1.0m (L.W.L. 0.0m, H.W.L. +1.0m) was 
assumed 

d) Design of Wave-dissipating Concerete Blocks : The mass of 
Tetrapods was calculated by Eq.(6) under the criteria of N0=0.3 
and N=1,000 against wave height for the 50 year event. 

e) Sea Bed Slope : Sea bed slopes of 1/50 and 1/10 were employed. 

f) Water Depth : Water depths of 7, 9, 11, 13 and 15m at low tide 
were examined. 

Table 2 summarizes the parameters of the simulation such as the design wave 
heights and masses of the Tetrapods at each location based on the conditions above 
in a conventional design for a 50 year event. 

Table 2  Design wave height and mass of Tetrapod 

Case No. 1 2 3 4 5 

Sea Bed Slopes 1/50 1/50 1/50 1/50 1/50 

Water Depths Go) 7.0 9.0 11.0 13.0 15.0 

Design Wave Heights (m) 5.57 6.64 7.59 8.34 8.81 

Mass of Tetrapods (tf) 18.7 31.8 47.6 63.0 74.3 

Case No. 6 7 8 9 10 

Sea Bed Slopes 1/10 1/10 1/10 1/10 1/10 

Water Depths (m) 7.0 9.0 11.0 13.0 15.0 

Design Wave Heights (m) 8.16 9.41 10.18 10.31 10.13 

Mass of Tetrapods(tf) 59.0 90.5 114.5 118.9 112.9 



NEW STABILITY FORMULA 1677 

Figure 14 shows the variation of the expected value of maxH/Hs with water 
depth, where maxH is the maximum significant wave height at each location within 
the lifetime, Hs is the design wave height. As shown in Figure 13, the total damage 
to the wave-dissipating concrete blocks was significantly affected by the maximum 
wave height within the lifetime. The expected value of maxH/Hs tended to decrease 
against the water depth in the case of the sea bed slope of 1/50. However, it had a 
minimum at around 11m for a 1/10 slope. 

Figure 15 shows the calculated results of the expected accumulated damage at 
each location. The expected accumulated damages for these examples are estimated 
as larger than the design criteria of N0=0.3. This is considered reasonable because of 
the possibility of occurence of a wave height larger than the design level. The 
damage accumulation is accurately taken into account as shown in Figure 13. 

From the conventional deterministic design view point, the masses shown in 
Table 2 are considered to equally assure the damage level of No=0.3 against each 
design wave height with a safety factor of 1.0. The present simulation shows that the 
expected total damage within the lifetime on the probabilistic basis depends on such 
parameters as the sea bed slope and water depth. It is also found that the expected 
value of total damage to wave-dissipating concrete blocks varies corresponding to 
the variation of maxH/Hs shown in Figure 14. 

Figure 15 also shows the effect of mass increase on the damage in the case of a 
1/50 slope. It can be roughly said that a 10% to 20% mass increase caused a 30% to 
50% decrease in total damage accumulated. This result means that the mass of the 
wave-dissipating concrete block might be adjusted to account for certain conditions 
by some percentage higher than that determined by the stability formula when based 
on the probabilistic design. This would assure the same level of total damage within 
the lifetime. 
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4. CONCLUSIONS 

1) A new stability formula for wave-dissipating concrete blocks covering 
horizontally composite breakwaters was proposed and the applicability of 
this formula was verified by experimental data. 

2) A probabilistic approach to the estimation of total damage to wave 
dissipating concrete blocks accumulated within a life time by Monte Carlo 
simulation was proposed and the applicability of this method for reliability 
based design of wave-dissipating concrete blocks was proved. 
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CHAPTER 131 

Breakwater Stability under Regular and Irregular Wave Attack 

Thomas Jensen*, Henning Andersen*, John Grenbech** 
Etienne P.D. Mansard    and Michael H. Davies 

Abstract 

The main objective of the present study was to compare the damage to a rubble 
mound breakwater under regular and irregular wave attack, and thereby identify an 
irregular wave height parameter that corresponds to the wave height of a regular 
wave in terms of inducing a similar degree of damage to the structure. The 1984 
edition of the Shore Protection Manual recommends this irregular wave height 
parameter to be Hmo (the average of the highest one-10th of the waves in a sea 
state), but other researchers recommend Hmo (e.g. Vidal et al., 1995). For the 
present study, H1/2o is the irregular wave height parameter that yields the best 
correspondence between irregular and regular waves. However, this result is 
dependent on the length of the time series and on the number of times this time series 
is recycled to achieve a given damage level. The new wave height parameter H„ (the 
average of the n highest waves in a sea state) proposed by Vidal et al. (1995) takes 
into account the statistics of the large waves contained in the time series as well as 
the number of times this time series is recycled. The present study indicates that //2so 
(the average of the highest 250 waves in the sea state) is a suitable wave height 
parameter for characterizing breakwater stability under irregular waves. 

1 Introduction 

Over the years, several formulae have been proposed for predicting the hydraulic 
stability of armour layers; All of them are empirical and do not account for all of the 
parameters that affect the stability. One of these formulae is the well-known Hudson 
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Department of Civil Engineering. Aalborg University, Sohngaardsholmsvej 57, 
DK-9000 Aalborg, Denmark 
Canadian Hydraulics Centre, National Research Council of Canada, Ottawa, Ontario 
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formula, developed by R.Y. Hudson in 1958. Although this formula was developed 
on the basis of regular waves, it has been applied for irregular waves by replacing the 
regular wave height by the significant wave height Hs (i.e. Hy^) of irregular waves. 

The Shore Protection Manual (1984) recommends the use of Hmo instead of Hm. 
However, authors such as Vidal et al. (1995) claim that a wave height parameter 
such as #1/10 or Hm does not describe the large waves in a wave train sufficiently 
well. They argue that additional information is required on the length of the time 
series and the number of times it is recycled to achieve a given degree of damage. 
They also show that a new wave height concept H„, based on the average of the n 
highest waves in a sea state, can account for the statistics of the large waves 
contained in the sea state as well as for the number of times it is recycled for 
achieving a certain degree of damage. 

The main objective of the present study was to compare breakwater stability under 
regular and irregular waves in terms of measured damage. Whether or not H„ is a 
suitable wave height parameter for carrying out this comparison will also be 
established. 

2 Experimental Set-up and Test Series 

The experimental investigations were carried out in the Wave Research Flume at the 
Canadian Hydraulics Centre (CHC) of the National Research Council of Canada 
(NRC) at a Froude scale of 1:15 (Andersen et al., 1995). This flume is 97 m long, 2 
m wide and 2.75 m deep. The wave generator in the flume uses active wave 
absorption, which allows the wave paddle to absorb reflected waves during wave 
generation thereby eliminating re-reflections (Davies et al., 1994a). 

The tested structure was composed of a core, filter and an armour layer placed on a 
uniform slope of 1:1.8. The gradation of the armour stones was such that the ratio of 
Mmu/Mmto « 2.5. The median mass of the rocks, Mso was 2600 kg. A sketch of the 
tested structure is shown in Figure 1. 

An array of five capacitance-type wave gauges was placed in front of the structure in 
order to separate the incident and reflected wave components. The applied reflection 
analysis was based on the least-squares technique described by Mansard et al. 
(1980). The incident sea state parameters obtained in the tests with regular and 
irregular waves are shown in Table 1 together with the number of repetitions of each 
sea state. For irregular waves the sea state was characterized by the incident 
significant wave height (Hs,i), derived from the incident wave spectrum and the 
spectral peak period, Tp. The incident sea state parameters for regular waves were 
also determined from reflection analysis. 
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Breakwater Crest (Level  100.0 m) - 

Level  91.5 m 

Level 82.5 m 

To  bottom  (Level  64.0 m) 

Rock density for armour and filter: /J = 2710 kg/m 

Figure 1 - Sketch of the tested breakwater cross-section (prototype units). 

Irregular Waves Regular waves 
HsAm) TP(s) Repetitions Hi (m) 7(s) Repetitions 

1.0 4.1 1 1.3 3.8 1 
1.5 5.0 1 1.7 4.7 1 
2.0 6.0 4 2.3 5.6 1 
2.3 6.4 4 2.7 5.9 1 
2.6 6.6 4 2.9 6.4 1 
2.8 7.1 4 3.3 6.7 1 
3.1 7.3 4 3.7 7.0 3 

- - - 3.9 7.2 2 
- - - 4.2 7.5 2 
- - - 4.5 7.7 2 

Table 1 - Incident sea state parameters for regular and irregular waves. 

For each irregular wave condition a time series was synthesized using the random 
phase spectrum method, which combines the amplitude spectrum derived from the 
JONSWAP spectrum with a random phase spectrum (Mansard et al., 1994b). The 
prototype length of the time series for irregular waves was chosen to be relatively 
long (i.e. 2 hours) in order to minimize any of the potential variability in wave 
parameters often associated with shorter time series. Thus the time series contained 
1200 to 2100 waves depending on the peak period of the sea state. 

In order to ensure that the damage had stabilized under each wave condition, each 
time series was recycled four times resulting in approximately 5000 waves. Damage 
patterns generally stabilized after about 5000 waves. Since damage patterns develop 
much more quickly for regular waves, the length of the regular wave time series was 
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chosen to contain approximately 300 to 600 waves (depending on the period). For 
incident waves with H, > 3.3 m it was necessary to repeat the time series 2 or 3 times 
in order for the damage to stabilize. This illustrates a fundamental difficulty with the 
concept of damage stabilization. The tendency for breakwater damage to stabilize 
and the time-frame within which this stabilization occurs are in fact directly related 
to the stability number, Ns. 

Table 1 shows the wave parameters that were used in this study. These are the 
incident waves that were determined from reflection analysis. When generating the 
regular waves, an appropriate wave period had to be chosen for each wave height. 
Based on earlier works suggesting that either H1/l0 or Hmo are appropriate 
parameters when comparing regular and irregular waves, the wave periods for the 
regular waves in this study were chosen to be equal to the average of the wave 
periods corresponding to Hmo and Hmo of the corresponding irregular wave trains 
(i.e. the bivariate statistics were used). 

3 Damage Measurements 

After each test series the damage to the breakwater was estimated by computing the 
eroded area (Ae) using an electro-mechanical profiler. The performance of this 
profiler has been found to be very reliable and it has also been compared with the 
estimates of eroded area derived by counting the number of displaced armour stones 
(Daviesetal, 1994b). 

Calculation of profiles 

Breakwater crest 

1 1 1 I 1 

0 0 10.0 20.0 30.0 40.0 50.0 

x(m) 

1.25r 

I 1                    1 f I 

0.0 5.0 10.0 
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15.0          20.0 
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25.0          30.0 
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35.0         40.0 
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45.0 50.0 

6.0r- A = 5.5 m2 

___^- ~~ 
I i 1                l i                ' i               i 1 1 

0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 

x(m) Eroded Area 

Figure 2 - Damaged breakwater profile after 4th irregular test with Hs,i = 2.8 m. 
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The damaged profile is determined as the average of nine evenly spaced profiles 
across the flume. The cross-sectional area of erosion is calculated by integrating the 
vertical difference between the damaged profile and the initial profile. Integrating 
from the crest of the breakwater, the eroded area is defined as the maximum value of 
this integral as a function of the distance x (see Figure 2). The eroded area is 
interpreted as the eroded volume/metre breakwater length. 

When analyzing damage on rubble mound breakwaters, a dimensionless damage 
parameter S is often introduced: 

s = -4- 
Ai50 

where Ae is the eroded area and D„i0 = (M50/pr)
1/3 is the nominal diameter of the 

armour stones. The damage parameter can be visualized as the number of cubic 
stones of dimension D„50 eroded within a D„so wide strip of the breakwater. S = 2 
corresponds to the initiation of damage and is equivalent to the 0-5% damage 
defined in Shore Protection Manual (1984). Failure is defined as exposure of the 
filter layer and for a two diameter thick armour layer, this occurs for 5-values of 
approximately 8 (van der Meer, 1988). 

4 Evolution of Damage under Irregular Waves 

In Figure 3 the damage parameter S is shown as a function of the number of waves 
for each of the four test sequences carried out. 
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Figure 3 - Evolution of damage for irregular waves. 
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It can be seen from Figure 3 that the damage tends to stabilize in about 5000 waves. 
Based on approximately 50 tests with irregular waves, van der Meer (1988) 
proposed an equation for describing the damage evolution as a function of the 
number of waves. However, the results used to develop this equation were based on 
tests that started with zero-damage when the wave heights were changed. This 
means that the breakwater was rebuilt after each sea state. In this study the 
breakwater was not rebuilt after each severity of the sea state. Hence, the expression 
of van der Meer (1988) is not directly comparable to the evolution of damage shown 
in Figure 3. The evolution of damage is also seen in Figure 4 where the cumulative 
damage is plotted as a function of the cumulative number of waves. 

10.0 

9.0 

8.0 

p     7.0 

M     6.0 

S3 

1 

— 

AHs,i=1.02m 

AHs,i=1.49m 

*Hs,i=1.99m 

QHs,i=2.27m 

• Hs,i=2.57m 

°Hs,i=2.84m 

• Hs,i=3.08m 

• 
• 

• 

o 

O o 
• 

• •     B 

• 

• 

- D    ° 
D 

 1—it i   A- —J •     •     '  . 1 1 1 1   L—J 1 1  —1 1 1 1   1—1 1—1— —1—1—1—1— 

5.0 

4.0 

3.0 

2.0 

1.0 

0.0 

0 5000 10000 15000 20000 25000 30000 35000 

Cumulative number of waves 

Figure 4 - Damage versus the cumulative number of waves (irregular waves). 

5 Evolution of Damage under Regular Waves 

According to Vidal et al. (1995) it takes about 100 to 400 waves for the damage to 
attain its equilibrium under regular waves. Hence, a 10 minutes long time series 
containing approximately 300 to 600 waves (depending on the period) was used in 
regular wave tests. 

In Figure 5 the damage parameter S is shown as a function of the cumulative number 
of waves for the tests with regular waves. For H,• = 3.7 m the time series had to be 
repeated three times before the damage patterns stabilized. This indicates that the 
number of waves required to reach a state of equilibrium is larger than the value 
suggested in Vidal et al. (1995). Further tests should be carried out to verify this 
observation. It is possible that the number of waves required to stabilize the damage 
patterns can also vary with the degree of breakwater damage. 
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Figure 5 - Damage versus the cumulative number of waves (regular waves). 

The regular wave tests showed that a damage level of S = 2 corresponds to a regular 
wave height of if, = 3.3 m. In Hudson's formula, this would correspond to a value 
of KD~ 4, which agrees well with published values. 

6 Comparison between Regular and Irregular Waves 

In Figure 6 the damage is plotted against the stability number, Ns given by: 

N. 1 
A£>„50 

where H is the wave height and fK, is the mass density of water. 

Figure 6 compares the damage caused by irregular waves characterized using four 
different wave height parameters in the calculation of the Ns parameter: Hi/3 (&HS), 
#mo, #1/20 and the average of Hyv> and Hum. 

A time-domain reflection analysis recently developed by Mansard (1994) showed 
that the average ratio between HnW and Hm and the ratio between Hmo and Hm 
were 1.28 and 1.42, respectively, in the irregular wave tests. Since the corresponding 
values from the theoretical Rayleigh distribution are 1.27 and 1.40 respectively, this 
suggests that the incident wave heights were Rayleigh distributed. 

From Figure 6 it appears that the best correspondence between the damage levels 
for regular  and  irregular waves  is  obtained  when  the  irregular  waves  are 
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characterized by H\ao- A comparison of the results of the present study with results 
of previous tests with the same breakwater is shown in Figure 7. 
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Stability number, Ns [-] 

3.0 

Figure 6 - Comparison between damage for regular and irregular waves. 

In terms of Hudson's stability formula it is seen from Figure 7 that there is a good 
agreement between the results of the present study and the results obtained 
previously. The jKo-factor for this study using H\B as the wave height parameter and 
S = 2 as damage level is approximately 1.4. In similar tests undertaken at CHC (e.g. 
Laurich et al., 1995) with the same breakwater the ^-factor was found to range 
between 1.2 and 1.7. 

Shore Protection Manual (1977) recommends the use of Hm in Hudson's stability 
formula for design of breakwaters. The Xc-values suggested for breaking and non- 
breaking waves for rough angular quarry stone were 3.5 and 4.0, respectively (note 
that these .KD-values were established using only regular wave tests). Shore 
Protection Manual (1984) recommends the use of Hmo instead of Hm, and also 
recommends that the ^-values for breaking and non-breaking waves should be 
changed to 2.0 and 4.0, respectively. The recommendation of Hmo in Hudson's 
formula rather than Hm was supported by hydraulic tests by Feuillet et al. (1980); 
However, tests by Tanimoto et al. (1982) suggested a design wave height of Hys 
when comparing regular and irregular wave tests. Furthermore, Allsop (1993) 
suggests that the application of Hmo in Hudson's formula is overly conservative. 

For irregular waves, van der Meer (1988) proposed the following general damage 
equation: 
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Ns  = a(KDcot9)1/3-Sb 

where Ns is determined using H\B, 9 is the slope of the armour, and a and b are 
empirical coefficients (a = 0.7, b = 0.15) determined by regression analysis. The KD- 
value corresponds to Shore Protection Manual (1984), here the use of Hmo in the 
Shore Protection Manual is taken into account by the value of the a-coefficient. If 
this formula is applied to the results of the present study the damage to the 
breakwater is underestimated. This may be attributable to the fact that H\m is a 
better parameter than Hmo for comparing regular and irregular waves for this 
structure (see Figure 6). 
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Figure 7- Comparison with previous studies. Ns is computed from Hi/3. 

Based on the results of a number of laboratory tests performed to study damage 
mechanisms of riprap, Ben Belfadhel (1993) found Hvw to be an acceptable wave 
parameter for use in stability formulae developed from regular wave tests. However, 
based on CHC data for steep slopes (1:1.5) Ben Belfadhel* has found that Him may 
be a more suitable parameter. 

A comparison between the results of Vidal et al. (1992) obtained under irregular 
waves and the results established by Givler et al. (1986) using regular waves was 
carried out by Vidal et al. (1995). They found a good correspondence between the 
damage of regular and irregular waves with Hmo as the wave height parameter in the 
stability expression. However, from Figure 5 in Vidal et al. (1995) it seems that an 

Personal communication between Dr. E.P.D. Mansard and Dr. B. Belfadhel. 
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even better correspondence could have been obtained if a wave height parameter 
closer to Hl/2o was applied. 

7 Potential Sources of Inaccuracy 

When dealing with irregular waves, the choice of an appropriate wave height 
parameter for use in the Hudson's formula is a continuous source of debate. 
Independent experiments by different researchers have failed to achieve consensus. 
Discrepancies between the findings of the various researchers could be partly due to 
different test methods used in different laboratories. Two potential sources of 
inaccuracies in experimental methods are described in the following. 

Active Absorption of Waves 

A commonly used technique for determining incident waves in flume tests is to 
calibrate sea states in the test flume with an efficient absorber in place before the 
breakwater is constructed, - thereby eliminating the need for sophisticated reflection 
analysis. During the breakwater stability tests, the damage is expressed as a function 
of the incident wave height obtained during this wave calibration procedure. Without 
active absorption, re-reflections can modify this incident wave height. This is 
discussed below: 

Waves reflected by the breakwater propagate towards the wave generator and 
generally get re-reflected if the installation is not equipped with the capability for 
active absorption. These re-reflected components then propagate toward the 
breakwater as part of the incident waves. Depending on the differences between the 
phase angles of the original incident component and the re-reflected component, the 
net incident wave height attacking the breakwater could either be lower or higher 
than intended. Studies recently performed at CHC by Laurich et al. (1995) showed 
that active absorption can eliminate the inaccuracies introduced by these re- 
reflections. 

The importance of using active wave absorption is shown in Figure 8, which shows 
the results of separate breakwater stability tests conducted with regular waves with 
periods of 2.0 and 1.94 s, respectively. No active absorption (position control) was 
used in these tests. For the test with T= 1.94 s, the phases of the re-reflected waves 
and the incident waves were such that they caused a higher than intended incident 
wave height at the structure (and correspondingly, a high degree of damage). The 
reverse was true when T - 2.0 s - the phasing of the re-reflected waves was such 
that incident wave energy (and damage levels) were reduced. If these test results 
were interpreted neglecting the effects of re-reflections, the damage levels seen in the 
two tests would have suggested two quite different conclusions. Using the results of 
the present study, the T = 1.94 s test would suggest that Hmo is the appropriate 
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wave parameter for comparison of irregular and regular waves, while the T = 2.0 s 
test would suggest that Hyw is more suitable. 

This example shows that if active absorption is not used (or if the actual incident 
waves attacking the breakwater are not determined accurately), the interpretation of 
results could be quite different depending on the experimental installation. 
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Figure 8 - Comparison of damage between two regular and two irregular wave tests. 

Stabilization of Damage 

In order to perform a reliable comparison between the damage obtained under 
regular and irregular waves, the rate of damage progression must be considered. 
Ideally one should compare regular and irregular wave tests at some equilibrium 
damage level. This can be difficult because true equilibrium is rarely attained in 
breakwater testing, however the rate of damage progression does slow with time. 
Choosing an equivalent number of cycles for regular and irregular wave tests is thus 
somewhat arbitrary. It takes fewer waves (i.e. 300 to 600) for the damage to 
stabilize if these waves are regular. In the case of irregular waves, 5000 waves or 
more are required to approach stabilization. It is important to make damage 
comparisons after ensuring that the level of damage "equilibrium" in the regular and 
irregular wave tests is equivalent. Otherwise misleading conclusions can be drawn. 

9 Suitable Wave Height Parameter 

Although #1/20 has been identified as the most appropriate irregular wave parameter 
in this study, it does not consider the role of storm duration. Since each of the four 
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tests was carried out by recycling the same time series, the value of the Hmo 
parameter remains the same (i.e. \A2-Hm0), whether one or four cycles were used. 
Vidal et al. (1995) suggest a technique to incorporate both the effects of wave height 
and the number of waves to which a structure is exposed. They introduce H„, which 
is defined as the average of the n highest waves used in achieving a certain damage. 
To apply this concept to the present study, H„ would be computed based on all four 
cycles of the time series used in the experiments. For instance, since a total of nearly 
5000 waves were used in this particular study, the average of the highest one 20th 
corresponds to a wave height parameter H2so- Vidal et al. (1995) report that the 
parameter H2so describes not only the damage that has attained its equilibrium but 
also the intermediate ones. 

To illustrate the suitability of the H„ parameter, Vidal et al. (1995) assumed that 
damage is proportional to the 5th power of the H„ wave height as follows: 

K,\ Hn 

H, 1/3- 

where S„z is the damage after nz waves, and Ki is a constant. The damage can also be 
predicted by applying the following equation of van der Meer (1988): 

Snz  =  Ssooo 1.3[l - exp(-3-10-4„z)j =  K2f(nz) 

Equating these two damage levels gives: 

Ki f(nz) 

i.e., the right hand side of this equation should be constant for different nz. Vidal et 
al. (1995) show that for Rayleigh distributed wave heights an appropriate value for n 
is approximately 100. It is presumed that this proportionality is applicable to a 
breakwater section that was tested if it had undergone no damage by previous wave 
heights. Since in this study, lower wave heights have already caused some initial 
damage, a somewhat different form of the relationship was anticipated. 
Consequently, both linear and parabolic relationships were considered in determining 
a suitable relationship, i.e. 

S x  H„   and   S oc  ff2
n 

For each cycle, the wave height parameter {H1/n) is determined corresponding to the 
actual damage level (Rayleigh distribution of wave heights is assumed. This 
assumption has been verified in the wave analysis). Since //1/20 was shown to be the 
best parameter in Figure 6, it is also used in the following illustration: 
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For example: after the 1st cycle of ft, = 3.1 m the damage level is 72% of the 
corresponding equilibrium damage level. Hence the wave height parameter is 

0.72 Hy2Q for the linear assumption and Vo.72 HV2Q for the parabolic assumption, 
corresponding to ft/3.0 and Hu6.$, respectively, using the Rayleigh distribution. Based 
on the cumulative number of waves (determined from the mean period) the 
corresponding n -value can be determined for ft,. 

Using this approach for the present study, the «-value can be determined for all the 
test series (i.e. including the intermediate damage levels). The average value of n 
was found to be 250 with a coefficient of variation of approximately 10 %. This 
indicates that the ft„ parameter is a more suitable parameter to characterize 
breakwater damage than the conventional ft;/„ (e.g. ft/io or fti/20) which does not 
take into account the number of waves. 

10 Conclusions 

The best correspondence between regular and irregular waves in terms of the 
damage is obtained when the irregular waves are characterized by Hmo- Other 
researchers have proposed e.g. Hmo and Hmo to characterize irregular waves. These 
different results may be associated, to a certain extent, with variations in test 
methods. 

Vidal et al. (1995) proposed the ft concept to characterize irregular waves. This 
concept, defined as the average of the n highest waves, has the advantage of 
including the length of the time series, the number of times it is recycled, and the 
statistics of the highest waves. In this particular study, an ft-value of approximately 
250 was found to be suitable. Further research is necessary to verify the suitability of 
H„ to characterize breakwater damage under irregular waves and to determine a 
suitable «-value. 
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CHAPTER 132 

Roundhead Stability of Berm Breakwaters 

Jergen Juhl1, Amir Alikham , Peter Sloth , Renata Archetti 

Abstract 

Three-dimensional (3D) model tests were carried out for studying the stability of a berm 
breakwater roundhead and the adjacent trunk section. The present paper describes the 
influence of the wave incidence angle and wave steepness on the roundhead stability. 
The test results are described in terms of profile development, recession of the berm, 
eroded and deposited volumes and the transport of stones during reshaping. Results 
from analysis of the influence of wave obliquity on profile shape, initiation of longshore 
transport and longshore transport rate at the trunk section are presented in Alikhani et al 
(1996). 

Introduction 

For berm breakwaters as compared with traditional rubble mound breakwaters, special 
measures have to be taken for the breakwater roundhead. If stone displacements occur on 
a roundhead, the stones will be moved in the wave direction and will loose most of their 
stabilising effect. A point of special concern is whether, and under which conditions, a 
berm breakwater roundhead after some initial reshaping may develop into a stable shape 
that is not subject to continued erosion, or at least such slow erosion that it may be accept- 
able for a permanent structure. 

The major part of the research on berm breakwaters has concentrated on the reshaping of 
the seaward side of the trunk under perpendicular wave attack. In 1988, van der Meer pre- 
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sented results from a series of flume model tests with gravel beaches and rock slopes 
which led to a set of parameters equations for assessing the profile development of berm 
breakwaters. Also Kao and Hall (1990) presented results on various aspects influencing 
the stability of berm breakwaters. Analysis of flume tests concentrating on the rear side 
stability was presented by Andersen et al (1992). 

Only a little research has been made to study the stability of berm breakwater roundheads. 
Burcharth and Frigaard (1987) described results from model tests with reshaping breakwa- 
ters exposed to head on waves and waves having a wave incidence angle of 15° and 30°. 
The analysis concentrated on the stability of roundheads and trunk erosion in oblique 
waves, and some preliminary recommendations for berm breakwater trunks and heads 
were given. 

Jensen and Sarensen (1992) presented results from a 3D model study of a berm breakwa- 
ter including trunk and roundhead. Comparison of the profile development on the trunk 
and head was made. 

Van der Meer and Veldman (1992) made a discussion on roundhead stability based on 
analysis of results from a series of wave basin tests. 

Description of Model Tests 

Model Set-Up 

The model tests were carried out in a 22 x 30 m wave basin at the Danish Hydraulic Insti- 
tute, see Figure 1, which also shows the various positions of the two 5.5 m wide movable 
wave generators for generating long-crested irregular waves. A stone absorber was placed 
along the basin boundary in order to minimise wave reflections. The berm breakwater 
profile used for the trunk section is shown in Figure 2. The roundhead was constructed by 
rotating the profile around the centreline. 

The berm breakwater was constructed from two stone classes, ie one for the core and the 
scour protection and one for the berm, the crest and the rear side protection. The core 
material had a nominal diameter of Dn 50=0.010 m. A relative wide stone gradation was 
used for the berm, ie Dn85/Dnl5= 1.80 with a nominal diameter of Dn50=0.023 m. The 
density of the stone material was ps=2.68 t/m and the density of the water was pw= 
1.00 t/m3. 
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Figure 1. Model plan, including positions of the wave generators. 

Figure 2. Cross-section of the initial profile for the trunk. 
The roundhead was made by rotating the profile around the centreline 
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Test Programme 

A total of six test series were carried out with irregular waves, covering five angles of in- 
cident waves with a wave steepness of Sm=0.05 (45°, 30°, 15°, 0° and -30°; where 0° is 
perpendicular to the trunk) and two wave steepnesses for -30° (Sm=0.03 and 0.05). The 
wave steepness, Sm, is given by Hm0/Lm0=Hm0/(g/27i • Tm

2), where Hm0 is the wave height, 
Lra0 is the deep water wave length, and Tm is the mean wave period. 

Each test series consisted of five tests with a duration corresponding to 2,000 waves for 
reshaping of the berm breakwater (H0=Hra0/ADn 50=2.0, 2.5, 3.0, 3.5, and 4.0; where A is 
the relative density, and Dn 50 is the nominal stone diameter) followed by four tests with a 
duration of 1,000 waves for studying the stone movements on the reshaped profile 
(H0=2.5,3.0,3.5,and4.0). 

All waves were generated on basis of a Pierson-Moskowitz spectrum. 

Measurements 

The waves were measured in 14 positions in the wave basin by use of resistance type wave 
gauges. The incoming wave conditions were checked by five reference wave gauges 
placed in a way to minimise the effect of reflections. Spectral analysis and zero-crossing 
analysis were carried out. 

A total of 38 profiles along the 8.5 m long breakwater were measured after construction of 
the breakwater (initial profile) and after each test run. The profiling was made with a laser 
running on a beam across the breakwater trunk. The horizontal position of the laser run- 
ning on the beam was measured by another laser, whereas the position along the breakwa- 
ter was fixed manually. The profiles were measured for each 0.5 m along the trunk and 
for each 0.1 m at the roundhead. 

The data from the 38 profile measurements were interpolated into a 3D representation of 
the breakwater from which it was possible to extract profiles in arbitrary cross-sections 
and to make contour plots of the breakwater as shown in Figure 3. 

Definitions and Analysis 

Sections and Wave Directions 

The 3D representation of the test results was used to calculate the results for 10° sec- 
tions on the breakwater head and 10 cm sections on the trunk with the convention as 
shown in Figure 4, which also shows the wave direction convention.  This means that 
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section 0 is the section covering 10° in continuation of the breakwater centreline and -90 
is the section perpendicular to the centreline, where the trunk meets the roundhead. 

2.5       3.5       4.5       5.5       6.5 2.5       3.5       4.5       5.5       6.5 2.5       3.5       4.5       5.5       6.5 

Before testing After testing (H0=4.0) 

Figure 3. Contour (m) plots of breakwater.  Wave direction 0° 

Difference plot after testing 
(H0=4.0) 

-200 
Trunk (cm). 

Figure 4. Profile definition. 

Relative Angle 

Definition of wave direction 

When comparing results at the roundhead for different wave directions, a relative angle 
is introduced, defined as the angle between the incident waves and the considered 
section on the head, see Figure 5. For example, a relative angle of 0° corresponds to the 
section pointing directly towards the waves, whereas a relative angle of 90° corresponds 
to the section perpendicular to the wave direction. 
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Wave Dir. 

Figure 5. Definition of relative angle 

Investigated Parameters 

During the analysis, the following parameters have been investigated: 

Recession 
The recession is defined as the width of the berm eroded, see Figure 6. For the investi- 
gated breakwater profile with an initial berm width of 0.65 m, a recession of 0.65 m thus 
corresponds to a fully eroded berm with a directly exposed breakwater crest. 

RECESSION 

INITIAL PROFILE 

Figure 6. Definition of recession, erosion and deposition 
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Erosion 
The erosion is defined as the volume eroded for the individual sections as shown in Fig- 
ure 6. The erosion is presented as the eroded volume relative to the initial volume of 
berm material for the section. An erosion equal to 0.2 thus corresponds to the case 
where 20 per cent of the initial berm volume is eroded at the considered section. The 
erosion is presented as negative values. 

Deposition 
The deposition is defined as the deposited volume at the individual sections, as shown 
in Figure 6. As for the erosion, the deposition is presented as the deposited volume rela- 
tive to the initial volume of berm material for each section. The deposition is presented 
as positive values. 

Transported volume 
This parameter is defined as the volume which has passed a given section since the start 
of the test series. The transport is defined positive in the anti-clockwise direction on the 
head (towards the rear of the head). On the trunk, the transport is positive towards the 
head. The volume is calculated directly from the measured profiles (ie including voids). 

The transported volume is calculated by accummulating the volume changes from the 
rear of the roundhead - where no changes occur - clockwise around the head. 

Stone transport 
The stone transport is the estimated number of stones per wave passing a given section 
for a given H0. The number of stones is estimated by correcting the calculated trans- 
ported volumes for porosity and dividing by the average stone weight. 

Presentation of Results 

This section presents the results of the analysis of the profile measurements and concen- 
trates on recession, erosion and deposition, transported volume and finally stone trans- 
port during the reshaping process. 

Recession 

Figure 7 presents the recession at the head found for wave direction 45°, respectively 0°, 
for increasing H0. 

It is seen that the recession for head on waves (wave direction 0°) is significantly higher 
than for 45°. 
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Plotting the recession measured after H0 =4.0 for all wave directions as function of the 
relative angle, see Figure 8, shows that the recession pattern follows the wave direction, 
and that maximum recession occurs at an area directly exposed to the waves. It is found 
that the maximum recession on the head occurs for wave direction 0°, where the reces- 
sion reaches the initial berm width for H0 between 3.5 and 4. 

Initial Berm Width 

•Fi"Ti»MiBrilriTHM m •» 
-210 -180 -150 -120 -90  -60 -30  0  30 

Trunk -^ 1 »* Head 

90      -210 -180 -1S0 -120 -90 

Trunk 

-30  0  30  60  90 

Head 

Wave direction 45° Wave direction 0° 

Figure 7. Recession of head and adjacent trunk 

-30     -10     10      30      50      70      90     110    130    150    170    190 
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45 

30 

15 

-30 

Figure 8. Recession. All wave directions. After HQ=4.0, Sm=0.05 
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Comparing the maximum recession found at the head with the recession on the trunk, 
see Figure 9, it is found that only in the case with wave direction 45° the maximum re- 
cession on the head is equal to or less than the recession on the trunk section. In the 
case with wave direction -30°, the recession on the head is up to 75 per cent higher than 
for the trunk section. For head on waves, the maximum recession on the head is 50 per 
cent higher than the recession on the trunk. 

2               2.5 3 
HO 

3.5 4 

| -»- 45 deg. -®- 30 ^-15 • 0 -3E--30         | 

Head Trunk 

Figure 9. Maximum recession on head, respectively trunk 

When analysing the maximum recession as function of the wave direction, it can be 
seen that the maximum recession on the head is increased by a factor of up to 2 com- 
paring the results for wave directions 45° and 0°, whereas the recession on the trunk is 
increased by a factor of about 1.4. The recession on the head is thus more sensitive to 
changes in the wave direction than the recession on the trunk. For comparison, a cosine 
(cos) and a cosine (cos ) distribution of the recession found for wave direction 0° for 
H0=4 were compared to the results, showing that the variation of the maximum 
recession with the wave direction, on the head, can be approximated by a cos2 distri- 
bution for the higher H0's. At the trunk, the results show a distribution closer to a cos 
distribution. 

The influence of the wave steepness was investigated for wave direction -30°. The re- 
sults showed a strong influence by the wave steepness, as the maximum recession on the 
head for Sm=0.03 was almost twice the recession found for Sm=0.05. On the trunk, the 
influence was less pronounced. Analysis showed that a good agreement between the 
two data sets (Sm=0.03 respectively 0.05) was obtained when plotting the recession as 

function of H0T0, especially for the trunk section. T0 is given by T0=Tm Jg I Dn 50. 
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Erosion and Deposition 

Figure 10 presents the erosion and deposition pattern around the breakwater head, after 
H0=4.0 for all wave directions as function of the relative angle, again showing that the 
reshaping pattern follows the wave direction closely. A pronounced deposition area at 
the rear of the roundhead and a relative wide area of erosion is found. 
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Figure 10. Erosion and deposition after H()-4.0. All wave directions 

For an infmitly long trunk, the erosion and deposition areas are equal (disregarding 
compaction), whereas for a roundhead stones will be transported towards the rear side of 
the roundhead. At the directly exposed part of the head, the erosion will be larger than 
the deposition, whereas the opposite will be the case at the rear of the head. This can 
also be seen from the contour plots presented in Figure 3 showing the height contours of 
the breakwater before and after the test series with wave direction 0° together with a dif- 
ference plot. 

As seen from Figure 11, the erosion at the head accelerates for H0>2.5. The influence of 
the wave steepness can be seen from Figure 12 presenting the maximum erosion and de- 
position as function of both H0 and H0T0 for the two wave steepnesses, Sm=0.03 and 
0.05, respectively (wave direction -30°). Plotting the maximum erosion and deposition 
as function of H0T0 shows a better agreement between the two data sets than when plot- 
ting against the wave height parameter, H0. 
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Figure 12. Influence of wave steepness on erosion/deposition. 
Wave direction -30° 

Transported Volume 

Figure 13 presents the transported volume at the roundhead for all wave directions as 
function of the relative angle after H0=4.0 (Sm=0.05), showing that the section which ex- 
periences the heaviest traffic during the test series is located 110°-130° anti-clockwise 
from the angle of wave attack. 
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Figure 13. Transported volume on head after HQ=4. All wave directions 

Figure 14 shows the maximum transported volume on the roundhead as function of H0 

revealing that the transport accelerates for H0>2.5. 

As for the recession on the head, the sensitivity to the wave direction can clearly be seen 
on the transport. The results indicate that the decrease in transported volume with the 
wave direction can be estimated by a cos3 distribution for the higher H0's comparing 
with the transport for wave direction 0°. 
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Figure 14. Maximum transported volume on head 



ROUNDHEAD STABILITY 1705 

Stone Transport 

In Figure 15, the stone transport for H0=4.0 is plotted for all wave directions as function 
of the relative angle, again showing that the maximum transport takes place at the sec- 
tions 110°-130° relative to the wave direction. The maximum stone transport on the 
head occurs with head on waves (0°), being up to three to four times higher than for 
wave direction 45°. 
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Figure 15. Stone transport for HQ=4.0. All wave directions 

Conclusion 

A total of six test series were carried out in a wave basin for studying the development 
of berm breakwater roundheads. Five wave incidence angles were tested together with 
two wave steepnesses All tests were carried out with irregular long-crested waves, and 
each test series consisted of five tests for reshaping of the breakwater (H0=2.0, 2.5, 3.0, 
3.5 and 4.0). 

The measurements included a total of 38 profiles along the breakwater which were in- 
terpolated into a 3D representation of the breakwater. This formed the basis for detailed 
calculations of the profile development, recession of the berm, eroded and deposited 
volumes and transport of stones in arbitrary sections of the breakwater. 
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The main findings of the work are summarised below : 

• The maximum recession occurs at the area directly exposed to the waves. 
• The recession/erosion pattern follows the wave direction. 
• On the head, the maximum recession was observed for head-on waves (0°) being up 

to two times higher than for 45°. For the trunk section, the increase was less than 
1.5. The recession on the head is thus more sensitive to changes in the wave direc- 
tion than on the trunk. 

• For 45° wave direction, the maximum recession on the trunk and on the head is of the 
same magnitude, whereas the maximum recession on the head is 75 per cent higher 
than on the trunk for wave direction -30°. For 0°, the maximum recession on the 
head is about 50 per cent higher than on the trunk. 

• The results for the two wave steepnesses, Sm = 0.03 and 0.05, showed that the wave 
steepness is of paramount importance, and that H0T0 is a good parameter when com- 
paring the results - better than H0. 

• The reshaping of the head accelerates for H0>80-100. 
• The maximum transport of stones takes place 100°-130° anti-clockwise from the an- 

gle of wave attack. 
• The maximum stone transport rates were found for wave direction 0°, being up to 

three to four times higher than for wave direction 45°. 
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CHAPTER 133 

Improvement of Composite Breakwater on Solid Bottom 
Against Severe Tsunamis 

Yoshiaki KIMURA1 ,Hideo KONDO2 ,Shinji KUWABARA3 and Akira KAWAMORI4 

1.    Introduction 
Recent diversification in the use of coastal areas has increased the importance of 

tsunami prevention measures in the areas. To prevent disasters, it is important to 
set up various facilities, including tsunami breakwaters and tide embankments, and 
to improve systems to ensure the safety of people escaping from tsunamis with 
larger waves than predicted when designing the facilities. Previous studies 
showed that coastal and port structures are effective to decrease damage caused by 
tsunamis. These structures are, however, easy to overturn or slide, since they are 
designed without considering tsunamis as external forces on them. The North 
Breakwater in Okushiri Port damaged by the tsunamis of the Hokkaido Nanseioki 
Earthquake in 1993 is an example of a damaged composite breakwater (Photo 1). 

Recently, a composite breakwater has become popular as a port structure to cope 
with enlargement of ports and weak ground of coastal areas. It has two tiers: a 
caisson functioning as an upright breakwater on top, and a mound (rubble-mound 
foundation) functioning as a sloping breakwater on the bottom. Though a 
composite breakwater is frequently used as a tsunami breakwater, damage to it by 
wave forces larger than the external forces predicted for its design has not been 
sufficiently taken into account. In most cases, an incident wave of a tsunami on 
the composite breakwater is broken up due to the influence of the water depth,to 
become a tsunami.Tsunamis have the largest destructive force on a breakwater. 
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2)Professor, Dept. of Civil Engrg. & Architecture, Muroran Institute of Tech. ,27-1 Mizumoto- 
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This study clarifies the features of damage by a surge tsunami to composite 
breakwaters designed without considering tsunamis as external forces by model 

experiments. 

Photo 1 Damaged composite breakwater(1993 Okushiri  Port ) 

2.    Dimensional Analysis 
A simple dimensional analysis was made to examine factors influencing the 

amount of damage to a breakwater A (horizontal displacement). 

F. 
w Ph Pu if   ir   d   h_ T   a_ 

(,pga(d +hc)   pga(d+hc)   pgab   a    a    a   a      yg 
(1) 

where W  = weight in water, Ph = horizontal wave force, Pu = uplift pressure, a - 
amplitude of a tsunami, T = period of a tsunami, f = friction coefficient.    Fig. 1 
shows other variables. 
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Generally, A depends mainly upon a safety factor of the upright part against 
sliding. The first term of the right side F in equation (1) is almost equal to the 
safety factor. In Fig. 2 the axis of ordinates represents the safety factor against 
sliding and the axis of abscissas represents h/a. The parameters here are the water 
depth at the upright part (d) and the water depth (h). The wave force was 
calculated by the wave force formula of a surge tsunami by Tanimoto et al. This 
figure shows that the safety factor is proportional to h/a and is more influenced by 
the water depth (h) than the water depth at the upright part (d). 

3.    Experimental Equipments 
3.1    Two-dimensional open channel 

In this experiment, a steel two-dimensional open channel (Fig. 3) 15.0 m long, 
0.6 m wide and 0.5 m deep was used. The gate was suddenly opend to produce a 
tsunami. Both sides of the channel were glass and the bottom was steel coated 
with paint. A gate to adjust the water depth was installed at one end. The 
breakwater model was placed with its front 3.5 m from the back of the channel. 
Pipes to adjust the water depth were installed along both side walls of the channel 
to level the water depths at the front and back of the breakwater. A tsunami was 
produced by a wave making gate, or a wave paddle, installed at 5.55 m from the 
breakwater. 

Downstream 

Gate for adjusting 
the water depth 

Fig-3 Experimental channel and position of the experimental model 

Depth of water 20.0cm   Water level difference 10.0cm     Depth of water 20.0cm   Water level difference 10.0cm 

t~K^^ 

Measured at 1.5m offshore of the breakwater 
I I 

Measured at 1.0m offshore of the breakwater 
i  I 

Fig-4 Wave form in the experiment 
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The difference in the water depths at the front and back of the gate was measured 
with a point gauge, and the gate was suddenly opened to produce a surge tsunami 
when the difference reached a specified amount. The installed gate was a wooden, 
hand-operated vertical lift gate. In this experiment, the difference in the water 
surfaces at two sides of gate almost corresponded to the amplitude of a surge 
tsunami. Six capacitance-type wave gauges were installed, and a video camera 
was installed at the side of the channel to confirm the wave form. Fig. 4 shows 
examples of wave form in the experiment. 

3.2 Experimental model 
The experimental model was made from the design of the North Breakwater in 

Okushiri Port (Photo 1). The North Breakwater in Okushiri Port was constructed 
recently to increase the calmness in the port located behind the island from the 
hypocenter. Tsunamis at the time of the earthquake caused foot-protection blocks 
at the back of the breakwater to drift away; the upright part, especially around the 
center, overturned and slid; and the mound deformed. The dimensions of a real- 
size breakwater were assumed from the central part of the North Breakwater which 
had slid so much. The assumed breakwater was scaled down to 1/40 for the 
experiments to make a model made of mortar. The dimensions of the assumed 
breakwater (1/40 figures for each is in brackets) were: height: 10.0 m (25.0 cm); 
width: 8.0 m (20.0 cm); length: 10.0 m (25.0 cm); height of the mound: 2.0 m (5.0 
cm); water depth (h): 8.0 m (20.0 cm). We called the size of the 1/40 model the 
standard type in this study. The height, width and material of the mound and the 
water depth (h) were varied during 
the experiments. And also the 
weight of the model was varied as 
an experimental condition, a void 
of 10.0 cm X 10.0 cm X 15.0 
cm (Fig. 5) was made inside the 
caisson model to make it lighter 
than reality.        17.0cm 

Fig-5 Upright part model 

3.3 Mound 
The length of the mound was set at the same width of the channel (0.6 m). The 

standard size of the mound was 5.0 cm in height, 40.0 cm in width, and with the 
gradient of its slope was 1:2 (standard type). Rubble was used as the mound 
material, with the equivalent weight of 400 kg (6.0 g for each piece of rubble). 
Foot-protection blocks placed on the surface of the mound were ignored. By 
assuming that the mound was a sloping breakwater, the stability number and the 
Reynolds number of the surface layer of the sloping breakwater were calculated to 
investigate the mounds stability and scale effect.    As a result, we found that the 

l:Caisson model 
2:Dommy caisson 10.0cm X 10.0cm X 15.0cm 
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scale effect need not to be considered and that the stability number was larger than 
that of the sloping breakwater, in spite of the low critical wave height for stability. 
From these findings, the weight and the size of the rubble seemed to be sufficient. 
Also, the experimental result that the rubble of the mound at the front of the 
breakwater did not move corresponded to the theory that rubble does not move. 
The reason why the rubble of the mound at the back of the breakwater moved 
seemed to be due to sliding of the upright part. 

4.   Experimental Procedure 
The experiments were designed to investigate the behavior of the breakwater 

sliding (the sliding distance which is defined as the distance of the horizontal 
movement of its upright part), when receiving a surge tsunami produced at a 
specified water level difference. Tsunami amplitude was increased by 1.0cm, 
untill all number of times became fatal damage. However the results varied much 
depending on the conditions of the mound and the breakwater. To understand the 
trend of the results of the experiments, a wave was produced 10 times for each 
amplitude. If a sliding distance of the caisson model exceeded 20.0 cm, the effect 
on the breakwater was different from the expected one. We called this effect on 
the breakwater fatal damage, and only the number of times was counted. 

4.1 Effect of the water depth 
Influenced by astronomical tides, storm surges and wind waves, the actual water 

level varies from the standard water level when an incident wave acts on a 
breakwater. In this experiment, therefore, we investigated the behavior of the 
upright part and the damage to the mound part, when the breakwater model and the 
mound had the standard type, and only the water depth (h) was varied from 16.0 cm 
to 24.0 cm. 

4.2 Effect of the configuration of the mound 
Composite breakwaters have varied shapes according to the design conditions, 

including the water depth (h), the design wave, and the purpose of the installment. 
This experiment, therefore, was designed to see how the damage of the breakwater 
was affected by changes in the height and width of the mound. 
(1) Height 

This experiment determined the behavior of the breakwater, when the water 
depth at the upright part (d) was constant(15cm) and the height of the mound was 
5.0 cm, 7.0 cm, and 9.0 cm. 

(2) Width 
This experiment determined the changes in the behavior of the breakwater, when 
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the width of the mound was increased by 10.0 cm from the standard type. 

4.3 Effect of the weight of breakwater 
A general and popular way to increase the stability of the breakwater against 

wave forces is to increase its weight. This method is effective for waves smaller 
than the design waves. However, its effectiveness for tsunamis larger than the 
design waves has not been clarified. This experiment investigated changes in the 
damage, when a weight was placed on the breakwater. 

4.4 Effect of   W 
In the experiment where the water depth was changed, the results were difficult 

to interpret due to the changes in buoyancy and wave forces caused by the changing 
water depth. In this experiment, the weight offsetting the increased buoyancy 
caused by the changing water depth was placed on the breakwater to keep constant 
the underwater weight. The experiment aimed to understand the changes in the 
behavior due to changes in wave forces. 

Side 

Mound 
F?A^ 

Front // 
Supporting rods 

i iiiiiiii i 

f-:b^--;v;-,-:-.if- 

4.5   Effect of the restraining the settlement of breakwater 
Previous experiments showed that fatal 

damage of the breakwater and its settlement 
often happend at the same time. We 
considered that a reinforced mound could 
be effective to prevent damage by tsunamis. 
Damage was investigated after installing 
supporting rods in the mound under the 
back of the breakwater to restraining the 
breakwater settlement (Fig. 6). 

Fig-6 Effect of restraining the 
settlement of breakwater 

5.    Results and Discussion 
5.1 Effect of the water depth (Fig. 7) 

To understand the basic trend, the standard type for this experiment with the 
water depth at 20.0 cm (c) was investigated. As tsunami amplitude increased, the 
sliding distance and the number of cases of fatal damage increased, though the 
results were partly contradictory. When tsunami amplitude was 8.0 cm or less, 
the breakwater did not slide, and when it was 14.0 cm or more, the breakwater 
always underwent fatal damage. The sliding distances varied less when the 
amplitude was close to 7.0 cm or to 16.0 cm, and they varied more when the 
amplitude was halfway between these two distances. Such a wide variation in 
sliding distances halfway between 7.0 cm and 16.0 cm seemed to be caused by all 
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the manual operations, including molding the mound and installing the caisson 
model. 

We found that, in general, the deeper was the water depth, the easier the 
breakwater slid. The number of cases of complete fatal damage increased almost 
in proportion to the increase in the water depth. It means that as the water depth 
increased, the influence from front wave pressure and buoyancy increase. 

5.2 Effect of the configuration of the mound 
(1) Height (Fig. 8) 

Fig. 8 (a) shows the experimental results of the mound in the standard type with 
the water depth at 20.0 cm. As the mound height increased, the number of cases 
of fatal damage increased compared to the standard type. This trend was 
particularly obvious when the mound was 9.0 cm high, because the higher mounds 
seemed to have less stability and tended to fall down on a large scale when the 
breakwater began to slide. The critical point of sliding in terms of the tsunami 
amplitude was irrelevant to the height of the mound, because the constant water 
depth in front of the breakwater contributed to maintaining the same wave pressure 
on the breakwater front. The tendency for shorter sliding distances for the mound 
7.0 cm high than those for the mound 5.0 cm high (standard type) was considered 
to be due to experimental errors from different experimental conditions. 

(2) Width (Fig. 9) 
Wider mounds brought better stability. No fatal damage was recorded 

especially when the mound was extended 10 cm toward the rear, though the sliding 
distance increased due to the shorter front side of the mound. This must be 
because more energy was required for the sliding while the mound at the rearside of 
the breakwater was settling. 

5.3 Experiment of the weight of breakwater (Fig. 10) 
Fig. 10 (a) is the standard type, with the weight of the breakwater of the standard 

weight +0.0 kg. When the tsunami amplitude was the same, as the weight 
increased the sliding distance decreased, because a larger horizontal wave force was 
required for sliding as the weight increased. However, when the weight was +3.0 
kg, the breakwater had fatal damage at tsunami amplitude of 12.0 cm and the 
sliding distance was fairly large, because the bearing capacity of the mound did not 
sufficiently accommodate the increase in the vertical load. Therefore, once the 
mound starts to fall down, it falls down completely to the solid bottom of channel. 
The results of this experiment cannot be simply compared to the other results, since 
the installment conditions of the breakwater in this experiment were slightly 
different from those of the others. 
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5.4 Effect of W (Fig. 11) 
Fig. 11 (a) shows the standard type. Breakwater with a weight on top slid less, 

in the same way as in the experiment by changing the weight. The critical point 
of sliding for each case was mostly the same. Also, the trend towards fatal 
damage and the tsunami amplitude causing fatal damage were almost the same. 
As a result, we found that buoyancy change had a greater influence than the change 
in wave force caused by the water depth change. 

5.5 Effect of restraining the settlement of breakwater (Fig. 12) 
This experiment shows the least sliding distance and the least number of cases of 

fatal damage, compared to other experiments, because the falling down of the 
mound was restrained by supporting the breakwater. This means that the stability 
of the mound was dominant in influencing the sliding distance of the breakwater. 

5.6 Features of Damage 
Fig. 13 is from the data of the experiments on the water depth and the mound 

height. The axis of abscissas represents the water depth at the breakwater divided 
by the water depth, and the axis of ordinates represents the sliding distance divided 
by the water level difference producing a tsunami. Each figure is non- 
dimensional. Within the region of these experiments, the figures on the axis of 
ordinates did not exceed 2.0 unless the breakwater had fatal damage. This shows 
that the sliding distance was under twice the tsunami amplitude. The results 
corresponded to those of the experiment by changing the width of the mound, 
where the mound was moved toward the rearside. Moving toward both edges of 
the axis of d/h indicates the breakwater became less stable and easier to slide or 
have fatal damage, but near the axis center indicates the breakwater was most 
resistive to slide. As a result, the breakwater with d/h around 0.7 appears to be the 
most stable. 
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6.    Conclusion 
This study aimed to clarify the features of damage of a composite breakwater by 

tsunamis through experiments, and to find better damage prevention measures. 
As a result of this study, the following have been clarified. 

6.1 Effect of breakwater configuration 
1) An increase in buoyancy was more responsible for damage than an increase in 

wave pressure on the front of the breakwater due to the increase in the water depth. 
2) Stability against sliding was remarkably influenced by the mound conditions. 

The stability increased, especially when the mound was prolonged toward the rear 
and when the mound was reinforced with body supporting rods. 

3) A heavier weight of a breakwater for stabilizing the breakwater or an 
unnecessarily higher mound was not advisable, since it was easier to have fatal 
damage when exceeding the critical values. 

4) For stability of a breakwater, the desirable ratio of the water depth (h) and the 
water depth at the upright part (d) was when the d/h ratio was around 0.7. 

6.2 Proposed stability criteria 
Stability criteria of composite breakwaters against tsunami wave action are 

deduced from the experimental result employing a dimensionless displacement, as, 
Heavy Damage    A/a > 1.0    for    p Wu' /Ph ^  1.0 
Slight Damage     A/a < 0.1    for    p. Wu' /Ph ^ 2.0 

where a is tsunami amplitude, p is the friction coefficient between the upright 
structure and the mound, Wu'  (=W /£)is weight of upper structure per unit length 
in water and Ph is the horizontal tsunami wave force per unit length. (Fig. 14) 
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6.3   Countermeasures 
l)To increase simply the weight of upper structure is effective to the critical 

tsunami height, but A becomes abruptly greater for the tsunamis higher than it. 
2)Prolongation of the rear shoulder £i is effective to lessen A to prevend the 

earlier falling down. 
3)Most effective way to decrease A is to strengthen the mound surface around 

the heel of upright structure since A gradually becomes large as the stress 
concentration near the heel proceeds during the tsunami colliding on upright 
structure. 
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CHAPTER 134 

Hydraulic Stability Analysis of Leeside Slopes of 
Overtopped Breakwaters 

M. D. Kudale1 and N. Kobayashi2 

Abstract 

The hydraulic stability of armor units on the leeside slope of an overtopped break- 
water is analyzed using the velocity and depth of overtopping water on the crest 
computed by an existing numerical model. The stability analysis is carried out con- 
sidering the hydrodynamic forces of the overtopping jet impinging on a leeside armor 
unit. A traditional force balance method is used to predict the stability number Ns 

for initiation of armor movement. The computed critical stability numbers Nsc for 
stones compare well with the observed stability numbers, provided that the hydrody- 
namic force coefficients are calibrated once for the stone stability on leeside slopes. 
The computed results indicate that the minimum stability of the leeside armor units 
occur at intermediate crest heights. The stability of leeside armor improves as the 
seaward slope is made flatter. The leeside slope of a breakwater in relatively deeper 
water is more stable. The leeside stability of a breakwater in shallower water with its 
crest height near still water level (SWL) can be improved by increasing the the back 
slope angle. A wider crest also improves the leeside stability. 

Further studies are required to refine the developed stability model. The influence 
of tailwater in reducing the water velocity of overtopping jet needs to be included 
which has not been considered in the present analysis. The developed model would 
be very useful in designing the geometry of an overtopped breakwater and the size of 
leeside armor units because of a large number of design parameters. 

Introduction 

Low-crested breakwaters are usually constructed when only partial protection from 
waves is required landward of breakwaters. Low-crested breakwaters are more eco- 
nomical. Also, a significant amount of wave energy is transmitted due to overtopping, 
which results in the reduction of wave energy actually dissipated on the seaward slope 
of the breakwater. The weight of the armor units on the seaward slope can be re- 
duced significantly by allowing overtopping.  However, the armor units on the crest 
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and leeside slope become vulnerable under overtopping waves.   The weight of these 
armor units may need to be increased to withstand the forces of overtopping water. 

The stability of a traditional non-overtopped rubble mound breakwater depends 
primarily upon the stability of individual armor units on its seaward slope. A major 
factor in the design of rubble mound breakwaters is hence the minimum weight of 
the armor units on the seaward slope, required to withstand the design waves. Many 
studies were carried out on the hydraulic stability of individual armor units on the 
seaward slope. Several empirical formulae such as Van der Meer formula (1988) are 
available for the estimation of the minimum weight. The present practices for the 
design of rubble mounds are based on hydraulic model tests and empirical formulae. 
A few numerical models have also been developed recently for the design of rubble 
mound structures. Kobayashi et al. (1989, 1994) developed a numerical model for the 
design of coastal rubble mound structures, which predicts wave reflection, runup and 
armor stability on the seaward slope. 

For low-crested overtopped rubble mound breakwaters, the stability of leeside ar- 
mor units also becomes an important design aspect. A few studies have been reported 
on this design aspect. Walker et al. (1975) indicated that the leeside slope was sub- 
jected to more damage than the seaward slope. Wave run-down on the seaward slope 
is reduced due to overtopping and the weight of the armor units may be significantly 
reduced as suggested empirically by Van der Meer (1988). However, armor units on 
the crest and leeside slope are more exposed to the wave forces and their weight may 
need to be increased. Ahrens and Cox (1990) suggested that the increased stability 
of the seaward slope and the decreased stability of the crest and leeside slope could 
lead to stability minimum of the entire structure at an intermediate crest elevation. 
Van der Meer and Veldman (1992) proposed simple empirical formulae for different 
damage levels for the design of leeside armor of berm breakwaters. Anderson et al. 
(1992) carried out a hydraulic stability analysis of leeside armor for berm breakwaters 
and suggested a semi-empirical formula for the size of leeside stone. In their analy- 
sis, the velocity of overtopping water on the crest was estimated using an empirical 
formula for wave runup and only the stability of armor units slightly above SWL was 
analyzed. Losada et al. (1992) used the velocity obtained from the numerical model 
of Kobayashi et al. (1987, 1989) and showed that the minimum armor stability on 
the crest occurred when the crest level of a submerged breakwater was at the mean 
water level. Vidal et al. (1992) carried out random wave tests in a three dimensional 
wave basin and presented the stability curves for different portions of a low-crested 
breakwater. The stability number plotted as a function of the normalized crest height 
showed that the minimum armor stability against the initiation of damage on the 
leeside slope occurred at an intermediate crest height. 

In the present study, the stability of the leeside armor units is analyzed considering 
the drag, inertia and lift forces caused by the overtopping jet of water impinging on 
the leeside slope above or below the still water level.The structure with its crest at or 
above the SWL under the attack of normally incident wave trains has been considered. 
The numerical model RBREAK2 by Kobayashi and Poff (1994) is used to compute 
the temporal variations of the horizontal velocity and thickness of the overtopping 
jet on the crest. The jet of water issuing from the crest is treated as a free jet in a 
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quasi-steady manner. The stability of leeside armor units is expressed in terms of the 
stability number, Ns as a function of the impinging jet velocity and direction as well 
as the leeside slope. The computed stability number is shown to be in good agreement 
with the measured stability number for the initiation of damage presented by Vidal 
et al. (1992). The stability model is then used to perform sensitivity analyses to gain 
insight into the mechanisms of the leeside armor stability. 

Armor Stability Model 

Overtopping Flow on Crest 

Kobayashi and Otta (1987) developed a numerical flow model to predict the flow 
characteristics on rough slopes for specified normally incident wave trains. The wave 
motion on the slope of a structure is described by the one-dimensional finite-amplitude, 
shallow water equations including the effect of bottom friction. An explicit dissipative 
Lax-Wendroff finite difference method is used to solve these equations. This numerical 
flow model was extended to predict the temporal variations of the velocity and depth of 
the overtopping flow on the crest of the structure by Kobayashi and Wurjanto (1989). 
The velocity and depth of the overtopping jet at the landward edge of the crest are 
the input to the stability analysis of leeside armor units presented in this paper. The 
numerical model called RBREAK2 (Kobayashi and Poff, 1994) for random waves is 
used for the computations made herein. 

Free Jet Impinging on Leeside Slope 

Walker et al. (1975) depicted three possible causes of the failure of the leeside 
of a low-crested breakwater: 1) pore pressure induced by waves striking the seaward 
slope; 2) overtopping jet of water impinging on the slope; and 3) toe scouring of 
the leeside slope by the impinging jet. Out of these causes the impinging jet on the 
leeside slope appears to be the most common. The wave-induced pore pressure would 
be significant only for a porous breakwater with a small width and porous material 
near the still water level. The toe scouring of the leeside slope may be important in 
very shallow water but is beyond the scope of this study. The breakwater is assumed 
to be essentially impermeable and only the stability of leeside armor units under the 
impinging jet is considered in the following. 

The jet of overtopping water issuing from the landward edge of the crest impinges 
on the leeside slope. The jet may directly hit the leeside slope above SWL as shown 
in Figure 1 or it plunges into the tailwater and then attacks the leeside slope as shown 
in Figure 2. The properties of jet striking the leeside slope are analyzed using the 
following symbols shown in Figures 1 and 2: 

xe      = landward edge of the breakwater crest 
dt      = water depth below SWL at the seaward toe of the breakwater 

which is assumed to be the same as the tailwater depth 
0       = seaward slope angle of the breakwater 
6l      — leeside slope angle of the breakwater 
u       = depth-averaged horizontal velocity of the overtopping water 

at xe computed by RBREAK2 
h       = thickness of the overtopping jet at xe computed by RBREAK2 
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Figure 1: Jet of Water Impinging on Leeside Slope Above Tailwater Surface 

Figure 2: Jet of Water Impinging on Leeside Slope Below Tailwater Surface 

hc — crest height of the breakwater above SWL 
xs = impinging point of the jet on the leeside slope 
Ax = horizontal distance between the crest edge and the point xs 

Ay = vertical distance between the center of the jet at xe and the point xs 

Vx = horizontal water velocity of the jet at xs 

Vy = vertical water velocity of the jet at xs 

VR = resultant velocity of the jet striking the slope at xs 

a = angle of VR with the horizontal at a;s 

(3 = angle of VR relative to the leeside slope given by    j3 = a — 0j 

The jet of thickness h issuing from the crest with the computed horizontal velocity 

of u is assumed to fall freely due to gravity. The initial vertical velocity is zero. 

The horizontal velocity of the freely falling jet remains to be the initial value u if air 

friction is neglected. However, the vertical velocity accelerates under the influence of 
gravity and the vertical acceleration is assumed to be the same as the gravitational 
acceleration g until the jet impinges on the leeside slope above SWL or the tailwater 
surface. In the following the unknown values of VR, a, Ax and Ay are expressed in 
terms of the known values of u, h, 6\ and hc. 

For the case of the jet impinging on the leeside slope above SWL, a simple analysis 
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of the quasi-steady jet falling freely due to the gravitational acceleration g yields the 
following expressions: 

Vx    =    u 

Ax    - - a'1 u2 tan 6i + (u4 tan2 61 + ghu2) 

Ay   -- n         h 

-   Ax tanfy + — 

Vy     ~- 
gAx 

VR   =    {Vx
2 + V*) 

1/2 

a    =    tan 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

The impinging point xs in Figure 1 can be found from the calculated values of Ax 
and Ay. If the point xs is located below SWL, the jet plunges into the tailwater first 
and then strikes the leeside slope below SWL. For this case, the jet follows the path 
of a projectile up to the water surface only. After entering the tailwater, the jet is 
not falling freely due to gravity. It may be assumed as a first approximation that the 
jet penetrates straight with the same velocity as the jet velocity at the free surface. 
Blaisdell and Anderson (1988) made a similar assumption for their analysis of scour 
at cantilevered pipe outlets. The horizontal distance Ax from the crest edge to the 
impingment point on the leeside slope is the sum of the free-fall distance xv to the entry 
point at the water surface and the horizontal distance of the straight jet penetration 
below the tailwater surface. The expression for Aa: is obtained geometrically using 
Figure 2. 

(xv tan 6\ — hc) 
Ax = xp + 

tan a — tan 9i 

where the horizontal distance xp of the free fall is 

2(hc + ft/2) 

(7) 

(8) 

The vertical velocity Vv at the impinging point x„ in Figure 2 is assumed to be the 
same as the vertical velocity of the jet at the entry point at the free surface. 

Vv = - 91E 
u (9) 

The horizontal velocity Vx at the point xs is assumed to be the same as u and given 
by (1). The values of Ay ,VR and a are given by (3), (5) and (6), respectively. 

The assumption of the constant jet velocity below the tailwater surface may be 
reasonable for a short penetration distance and result in the overestimation of the jet 
velocity at the impinging point xs for a long penetration distance. It is noted that 
if the horizontal distance Aa; calculated by (7) exceeds the horizontal extent of the 
leeside slope, the jet will impinge on the seabed but the toe scour landward of the 
leeside slope is not analyzed herein. 
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Hydrodynamic Forces and Armor Stability 

The hydrodynamic forces acting on an individual armor unit on the leeside slope 
are the drag, lift and inertia forces. These forces may be expressed by the following 
Morison-type equations: 

Drag Force; 

Lift Force; 

Inertia Force; 

FD   =   \PCDC2{d)2Vl 

FL   =   \pCLC2{d)2V& 

Fj   =   PCMC3(dy m 
(10) 

(11) 

(12) 

where, 
Co, Ch and CM 

C*2 and Cz 
d 
dVn 
dt 

= fluid density which is assumed constant 
= drag, lift and inertia coefficients 
= area and volume coefficients of the armor unit 
= characteristic length of the armor unit 
= acceleration of the impinging water 

The drag force is assumed to act in the direction of the impinging jet as shown 
in Figure 3. The acceleration of the jet falling freely is vertically downward and its 
magnitude equals the gravitational acceleration g. The corresponding inertia force 
acting vertically downward is given by (12) with dVft/dt = g. On the other hand, 
the inertia force is assumed to be zero where the impinging point xs is located below 
SWL. This assumption is consistent with the assumption of the constant jet velocity 
below the tailwater surface. For simplicity, it may be assumed that the lift force acts 
upward normal to the slope. 

Figure 3: Forces Acting on Armor Unit 

In addition to these hydrodynamic forces, the submerged weight of the armor unit 
acts vertically downward. 

Submerged Weight;        Ws = pg{s - l)C3{df (13) 
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where s = specific density of the armor unit, which is assumed to be fully submerged. 

These forces acting on the armor unit may be resolved in the directions parallel 
and normal to the slope as shown in Figure 3. The static stability condition against 
sliding or rolling may be given by 

FD cos p + Fi sin 0; + Ws sin 0;   <   {FD sin P + Fi cos 0{ + Ws cos 0, - FL) tan<f> (14) 

in which <j> = angle of repose of the armor units. 

The stability of armor units is traditionally expressed in terms of the stability 
number, Ns, defined as 

Ns = - -~-        ; DnB0 = Cl/3d (15) 

where Dnso is the nominal diameter defined as Dnso — (Mso/ps)1/3 with M50 being the 
median (50% exceedance) mass of the stones. Accordingly, the characteristic armor 
length d is taken as the length corresponding to M50 = Czpsd3. The wave height in 
(15) is generally taken as the significant wave height Hs. 

Substitution of (10), (11), (12) and (15) with dVR/dt = g or 0 into (14) yields 

Ns < NR= —^r.^-«o. 
C2K2 [CL sin <f> + CD cos(<£ + a - 6,)} 

CM    , , 
(8-1) 

(16) 

where V» = VR/y/gHs is the impinging jet velocity normalized by the significant wave 
height. Eq. (16) corresponds to the case of dVn/dt = g. For the case of dVn/dt = 0 
below the tailwater surface, NR is given by (16) without the term CM/(S — !)• 

The temporal variations of u and h on the crest for the specified incident wave du- 
ration are computed using the numerical model RBREAK2 for the specified geometry 
of the seaward slope and crest as well as the specified incident wave train. For the 
specified geometry of the leeside slope, (l)-(9) are used to to calculate the location of 
the jet impinging point xs and the impinging velocity VR and its direction a at each 
instant when the computed u and h are stored. The value of NR at that instant is 
computed using (16). The critical stability number, Nsc, for the initiation of armor 
movement is defined as the minimum value of NR during the entire duration of the 
incident wave action. 

Assuming that C2, C3, <j>, CL, CO, and s are constant and CM is constant but zero 
if point xs is below SWL, (16) clearly shows the increase of NR and hence Ns with 
the increase of C3 and CM and the decrease of C2, CL and Co- Also the leeside slope 
angle 0; can be adjusted to increase NR and hence Ns. 

There are only two hydrodynamic variables in (16): i) V* = VR/^/gHs with the 
jet impinging speed VR at point xs; and ii) a — jet angle at point xs. Eq. (16) clearly 
indicates the increase of NR and hence Ns as V, decreases and a increases. However, 
if a < 0;, the jet will not strike the leeside slope. For the jet to strike the leeside 
slope, a should be greater than 0/ as shown in Figures 1 and 2. This implies that the 
increase of the leeside slope angle 0j increases a and increase Ns. The increase of 0;, 
however, will also decrease sin(^> —0;) and increase cos(4> + a-9i) where <j> > 0; for the 
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stone stability. In addition, VR is proportional to u2 and can be reduced by reducing 
u2 using a wider crest or a gentler seaward (front) slope. 

The sensitivity of the stability criterion (16) to the force coefficients and the leeside 
slope is evaluated using the following basic values: 

C2 = 0.9, C3 = 0.66, <f> = 50°, s = 2.65, cot0; = 1.5, V2 = 2.0, a = 40° 
CD = 0.1, CL = 0.025, CM = 0.1 (or zero if xs is below SWL) 

Figure 4(a) shows the variations of the stability function NR with Co, CL and 
CM where these coefficients are varied one by one from the above basic values. NR 

increases with CM and decreases with CD and CL as can also be seen in (16). CM has 
a minor effect on the value of Ns. The value of Ns significantly depends upon Co and 
CL in the range of CD and CL less than about 0.1. Figure 4(b) shows the sensitivity 
of NR to the leeside slope cot B\ . For this example, NR increases fairly rapidly as the 
leeside slope becomes gentler. 

(a) 

£b 
i-b 

§4 \cD «4 
0 

s 

x> i 
«s 

tf>0 
( 

\           \     . __ 
" "^ \ 

CAC... cl3 

Si 
W0 

^-=-^__. 

)        0.1 0.2 0.3      0.4 
CD CL and C^- 

1.5_        2 2.5 
Leeside Slope cotO) 

Figure 4: Sensitivity of Stability Function NR to (a) Drag, Lift and Inertia 
Coefficients and (b) Leeside Slope cot#; 

Comparison With Available Data 

Vidal et al. (1992) carried out a series of tests in a three-dimensional wave basin 
for the stability of stones on the seaward slope, crest and leeside slope of a low-crested 
rubble mound breakwater. The present numerical model is compared with their test 
data for the initiation of damage on the leeside slope. The characteristics of the tested 
breakwater were as follows: 

seaward slope cote?    =1.5 
crest width = 15 cm 
stone diameter Dn&o = 2.49 cm 

leeside slope cot 6\ 
water depth at toe dt 

specific density s 

= 1.5 
= 38-60 cm 
= 2.65 

Some of the input parameters for the numerical model are based on those used for 
the armor stability on the seaward slope computed by Kobayashi and Otta (1987). 
The friction factor, / , used in RBREAK2 is taken as 0.3 for the seaward slope and 
crest. The effect of permeability is neglected. The area coefficient, C*2, and the volume 
coefficient, Cz, of the stone are assumed as 0.9 and 0.66, respectively, and the angle 
of repose, <j>, for the stone is assumed to be equal to 50°. 
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In the numerical model RBR.EAK2 the input time series of the incident wave train 
needs to be specified at the seaward toe of the structure. The one hour time series 
based on JONSWAP spectra with its peak period, Tp = 1.4 or 1.8 sec, and its peak 
enhancement factor, 7 =3.3, are used as the input to comply with the wave conditions 
used in their experiment. The zero-moment wave height Hmo was varied in their 
experiment to produce the different damage levels. Four tests in their experiment 
corresponded to the initiation of damage (ID) on the leeside slope of the low-crested 
breakwater. The corresponding significant wave height Hs for these four tests is 
calculated from the observed Ns using (15). Based on these values of Hs the time 
series of incident wave trains are then simulated numerically using the random phase 
method for the input to RBREAK2. The conditions of the four ID tests are listed in 
the rows of test 1-4 in Table 1. 

Table 1: Test Conditions and Stability Numbers 

Test 
No. 

hc 

(cm) (cm) (sec) 
Hmo 
(cm) (cm) 

hc/Hs 

(data) 
Nsc 

(computed) 

1 0 40 
60 

1.4 
1.4 

11.5 
11.5 

11.1 
11.1 

0.00 
0.00 

2.70 2.56 
2.46 

2 2 58 
58 
38 

1.8 
1.4 
1.4 

9.1 
9.1 
9.1 

8.8 
8.8 
8.8 

0.23 
0.23 
0.23 

2.15 1.97 
2.20 
1.98 

3 4 56 1.4 8.3 8.0 0.50 1.95 2.11 
4 6 54 

54 
1.4 
1.8 

8.5 
8.5 

8.2 
8.2 

0.73 
0.73 

2.00 2.02 
1.91 

5 8 54 1.4 8.5 8.2 0.98 - 2.00 
6 10 54 1.4 8.5 8.2 1.22 - 2.02 
7 12 54 1.4 8.5 8.2 1.46 - 2.25 
8 14 54 1.4 8.5 8.2 1.71 - 2.53 
9 16 54 1.4 8.5 8.2 1.95 - 2.80 
10 18 54 1.4 8.5 8.2 2.20 - 3.47 

Vidal et al. (1992) did not indicate the specific values of dt and Tp for these four 
tests. As a result, all the values of dt and Tp listed in their Table 2 are considered 
as indicated in the rows of test 1-4. It is noted that test 5-10 listed in Table 1 is 
hypothetical and used to examine the effect of the crest height hc greater than the 
upper limit of hc = 6 cm tested by Vidal et al. (1992). The computed time series of 
u and h at the landward edge of crest are stored at the rate of 40 points for each Tp. 

The stability model was then calibrated to fit the computed values of Nsc with 
the observed values of Ns for initiation of damage for the leeside slope stones. A good 
agreement was obtained with the values of force coefficients as CD = 0.1, Cj_, = 
0.025, and CM = 0.1. Figure 4(a) based on (16) suggests that a similar agreement 
might be obtained using different values of these coefficients. These values of the force 
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coefficients appear to be small as compared to the force coefficients for the stones on 
the seaward slope of the breakwater calibrated by Kobayashi and Otta (1987). Data 
on the values of Co, CL and CM for the leeside slope stones will be required to resolve 
the different values of these coefficients for the seaward and leeside slope stones. 

Figure 5 shows the comparison of the computed and observed stability numbers 
plotted against the normalized crest height, hc/Hs, for test 1-4 listed in Table 1. It can 
be seen that by adopting the values of the force coefficients as mentioned above, the 
computed values of N3C for all the four tests are in good agreement with the observed 
values of N.. 

Initiation of Damage (ID) on Leeside slope 

Vidal et al. (1992) 
o- Measured Ns for ID 
*- Computed Nsc 

Figure 

-0.2 0 0.2       0.4       0.6       0.8 1 
Normalized Crest Height hc/Hs 

5: Comparison of Computed Nsc with Measured Ns 

Influence of Various Parameters 

In order to study the effect of the increased crest height on the leeside stability 
above the range tested by Vidal et al. (1992), computations are carried out using the 
test conditions for test 4 with the crest height being increased in an increment of 2 cm 
as listed as test 5-10 in Table 1. The critical stability numbers for the leeside slopes 
cot#; = 1.25 and 2 are also calculated for all the tests listed in Table 1 where cot 0/ 
=1.5 in Table 1. Figure 6 shows the variation of Nsc with the crest height normalized 
by Ha for cot Oi = 1.25, 1.5 and 2 where the fitted curved line for each slope is added 
for clarity. For the leeside slope of 1:1.5 the minimum stability occurs at intermediate 
crest heights and the range of hc/Hs for the minimum stability is wider. However, 
for the leeside slope of 1:2, the stability minimum moves towards zero crest height 
and Nsc increases monotonically with the increase of hc/Hs. Figure 6 also shows that 
the stability increases rapidly as the crest height is increased beyond the minimum 
stability range. The stability at zero crest height shows the trend of increasing stability 
for the negative crest heights, consistent with the computed results by Losada et al. 
(1992). For this particular case with the normalized depth dt/Hs — 6.6, the armor 
stability improves significantly as the leeside slope is made flatter. 
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Figure 6: Computed Variation of Nsc with Normalized Crest Height hc/Hs 
for Leeside Slopes of 1:1.25, 1:1.5 and 1:2 

Computations are also carried out to study the influence of the seaward slope, 
water depth, crest width and spectral peak period on the leeside armor stability. The 
basic characteristics of the breakwater and wave conditions chosen for the computa- 
tions are as follows: 

leeside slope cot 0\ 
crest height above SWL hc 

peak period Tp 

zero-moment wave ht. Hmi 

= 1.5 
= 0 - 20 cm 
=1.4 sec 
= 10.1 cm 

seaward slope cot#        = 2.0 
crest width = 15 cm 
water depth at toe dt    = 60 cm 
significant wave ht. Hs = 10.0 cm 

The seaward slope cot#, the water depth dt, the crest width and the peak period 
Tp are varied one by one from these basic values in the following sensitivity analyses. 
The values of the critical stability number are computed for different crest heights. 
However, the computations for the influence of the crest width and peak period are 
made only for the single crest height of 4 cm above SWL, that is, hcjHs = 0.4. 

Figure 7 shows the influence of the seaward slope on the leeside armor stability 
where the seaward slope affects the depth-averaged velocity u and the water depth 
h at the landward edge of the crest computed by RBREAK2. The leeside stability 
improves as the seaward slope is made flatter. The range of hc/Hs for the minimum 
stability becomes smaller and tends to move towards zero crest height for the flatter 
seaward slope. As the seaward slope becomes flatter, the velocity u of overtopping 
water is reduced and the stability of leeside armor is increased. 

Figure 8 shows the variation of the computed stability number Nsc with the water 
depth at the toe, dt, normalized by H3. The stability of the leeside slope is generally 
larger for the deeper water. However, for the small crest heights at about zero, the 
leeside armor stability is greater for the shallower water. This is because the overtop- 
ping water with the higher velocity for the shallower water impinges beyond the toe 
of the leeside slope. The intense jet strikes the seabed instead of the leeside armor 
slope. For the shallower depth the leeside slope stability of a breakwater with a crest 
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near SWL could be increased by increasing the leeside slope angle. However, scour of 
the seabed landward of the leeside slope may become serious. 
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Figure 7: Variation of Nsc with Seaward (Front) Slope 
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Figure 8: Variation of Nsc with Normalized Water Depth dt/Hs 

Figure 9(a) shows the variation of the computed stability number Nsc with the 
crest width normalized by Hs- The increase of the crest width of the breakwater 
improves the stability of the leeside. This is obvious because the increased crest width 
provides additional friction to the overtopping water on the crest and reduces the 
velocity u at its landward edge. However, the stability number increases only slowly 
with the crest width increase and this option may not be very economical. 
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Figure 9: Computed Variation of Nsc with (a) Crest Width Normalized by 
Hs and (b) Iribarren Number by Varying Tp for hc/Hs = 0.4 

The peak period Tv of the incident wave spectrum has also a noticeable effect on 
the leeside armor stability. Figure 9(b) shows the variation of the computed stability 

number Nsc with the Iribarren number £ defined as £ = tan 6/. /(2,irHs)/(gT£). 

Figure 9(b) indicates that the stability of the leeside slope decreases with the increas- 
ing wave period for this case. The longer period waves increase the overtopping water 
velocity u for this geometry of the breakwater. A similar result was also observed 
experimentally by Van der Meer and Veldman (1992). 

Conclusions and Recommendations 

A hydraulic stability model for armor units on the leeside slopes of overtopped 
rubble mound breakwaters has been developed using the water velocity and depth 
of the overtopping flow computed by the existing time dependent numerical model 
RBREAK2. A good agreement has been obtained with available limited data. Some 
of the empirical coefficients used in the model have been calibrated using the same 
data. Consequently, more extensive data will be required to verify the developed 
model in a more rigorous manner. The limited computed results presented herein 
indicate the following qualitative conclusions: 

• The flatter leeside slope increases the armor stability. 
• The flatter seaward slope of a breakwater improves the leeside armor stability 

and the crest height for the minimum stability tends to approach zero at SWL 
for the flatter seaward slopes. 

• The leeside slope of a breakwater is more stable in deeper water. Also, the crest 
height for the minimum stability approaches zero at SWL. 

• For relatively shallow water depths the minimum armor stability on the leeside 
slope occurs for wide intermediate crest heights. 

• For the shallower water depths the leeside slope stability of a breakwater with 
a crest near SWL could be increased by increasing the leeside slope angle. 

• The stability of the leeside slope can be improved somewhat by increasing the 
crest width of a breakwater. 
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These conclusions are based on the specific computations made in this paper. It 
is difficult to obtain simple general conclusions because the number of parameters 
involved in this problem is large. The developed hydraulic model will allow one to 
examine the hydraulic stability of leeside armor units under various wave conditions 
and breakwater configurations. Consequently, the model is very useful in designing 
the geometry of an overtopped breakwater and the size of leeside armor units. 
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CHAPTER 135 

Influence of the core configuration on the stability of berm breakwaters 

Nikolay Lissev1 

AlfT0rum2 

Abstract 

An experimental study has been carried out to investigate the concept of 
extending the core into the berm of a berm breakwater. Five different core 
configurations were tested. The reshaped profiles were not significantly influenced 
by the core configuration. The core configuration should be such that the core 
material is not directly exposed to the waves during the reshaping. 

The concept of extending the core into the berm will lead to cheaper berm 
breakwater structures since the core material is cheaper than the armour stones. 

Introduction 

Berm breakwaters was introduced as a economical breakwater concept in the 
beginning of the 1980'ties. Baird and Hall (1987) discussed the main advantage of 
the concept. The main advantage of the berm breakwater concept is that smaller 
stone weights can be used in a berm breakwater than in a conventional rubble 
mound breakwater. Hence general contracting equipment can be used instead of 
more costly speciality equipment. 

Several investigations have been carried out on the stability of berm 
breakwaters, van der Meer (1988) have carried out the most comprehensive study 

1 University of Architecture, Civil Engineering and Geodesy, 1421Sofia, Bulgaria 
2 Prof, SINTEF Civil and Environmental Engineering/Norwegian University of Science and 

Technology, 7034 Trondheim, Norway 

1735 
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on the stability of static and dynamic stable breakwaters, including the berm 
breakwater. Burchart et al (1988) carried out tests on berm breakwaters in which 
they concentrated mainly on 3-dimensional effects, i e transport of stones along the 
structure exposed to oblique waves and deformation of roundheads. 

Much research on berm breakwaters was carried out during the EU MAST I 
(1992-1994) and MAST H (1994-1996) program. The present study was initiated by 
the second author when he participated in MAST I. Up to that time most of the 
systematic laboratory work had been carried on berm breakwaters as shown in 
Figure 1A. A cross section as shown in Figure IB could be more economical since 
more of the (cheaper) core material can be used. The experimental study on the 
influence of the core configuration on the berm breakwater stability was reported in 
detail by Lissev (1993). This paper is a summary of the report. 

B 

Figure 1 Berm breakwater cross-sections 

Test set-up 

The model testing was carried out in a wave flume as shown in Figure 2. The 
width of the flume is 1.0 m. 
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Figure 2 Wave flume with berm breakwater model 
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Five different cross sections as shown in Figure 3 were tested. 

The gradation curves for the berm stone material and the core material are 
shown in Figure 4. The nominal diameter is defined as D = %JW I ps, where W = 

mass of the stone, ps = specific mass of the stone. 

Wave measurement 

The surface elevations were measured with conductive type wave gauges. In 
order to be able to sort out the incoming and reflected waves the three gauges were 
placed with individual distances as recommended by Mansard and Funke (1980). 

The group of three gauges were placed 8 m in front of the breakwater. This is 
more than one wave length, as recommended by Goda (1985). 

To decompose the wave field into incoming and reflected waves a method 
based on linear wave theory and developed by Zelt and Skjelbreia (1992) was used. 

Figure 5 shows reflection coefficients as obtained for profiles 1, 2 and 3 
compared with coefficients obtained by Andersen et al (1992). 

Test program 

As mentioned five initial profiles with the same outer profile configuration 
were used, but with different configuration of the core, Figure 3. Two types of 
model tests were conducted for profiles 1, 2 and 3: Stability tests and tests for 
measuring some of the hydraulic responses of the developed profile of the 
breakwater after finishing the stability tests. For the initial profiles 4 and 5 only 
stability tests were conducted. 

The tests were carried out with irregular waves with increasing peak period Tp 

with increasing significant wave height such that the wave steepness 

,?02 =2rt Hs I gTo2 was kept approximately constant, SQ2 = 0.045. The lowest 
peak period was Tp = 1.32 s and the highest peak period Tp = 2.8 s. Hs = significant 
wave height, 7Q2 = lit^m^Tmi, rriQ = area under the wave spectrum, mi = second 

area moment of the wave spectrum. 

The time duration of the different significant wave height steps are shown in 
Figure 6. Table 1 shows significant parameters for the tests. 
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Nominal diameier cm. 

Figure 4 Gradation curves A) Berm stones B) Core stones 
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Fig 5 Reflection coefficients 
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Figure 6 Time duration of the significant wave height 

Table 1 Tested sea states 

State 
no. 

Tp 
(sec) 

T02 
(sec) 

HmO 
(cm) 

S02 Hmo/EW A 

1 1.32 1.05 6.8 0.040 1.18 

2 1.55 1.24 10.7 0.044 1.86 

3 1.75 1.36 13.0 0.046 2.26 

4 2.00 1.51 15.6 0.044 2.72 

5 2.20 1.65 18.4 0.044 3.20 

6 2.40 1.74 21.4 0.046 3.72 

7 2.60 1.87 24.7 0.046 4.30 

8 2.80 2.00 27.6 0.046 4.80 

Test results 

Reshaped profiles after attacks of 1000 waves for each wave state between state 
4 and state 8 and for every one of the five tested initial profiles are shown in Figure 
7. The most significant changes for every wave state took place after the attack of 
the first two-three hundred waves for every wave state. For wave states 4, 5 and 6 
only very small changes of the profile were observed after this time. 

In Figure 8 are shown the reshaped breakwater profiles for all five initial 
profiles measured after finishing the tests with 1000 waves for every wave state 1-8. 
In Figure 9 are shown the final profiles after completing the tests with additional 
5000 waves for wave state 8 for every of the five initial profiles. 
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Figure 7 Reshaped profiles for the different initial profiles 
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Figure 8 shows that there are no significant differencies for all five tested initial 
profiles after completing the sea wave states 1-8 with 1000 waves in each state. The 
profiles are almost identical with small deviations at the upper and lower berm 
slope. In this case the width of the berm was reduced from 0.65 m to 0.10 - 0.13 m. 
This means that for no one of the tested profiles seaward damage conditions are 
reached. The damage to the seaward side of the berm breakwater is defined to occur 
when the entire width of the top berm is eroded. 

2.5 

1.5 - 

1 - 

0.5 

1. y = 0.30x°83 

2. y = 0.60D°2V8 

— profile 1 
 profile 2 

profile 3 
- 

profile 5 
-— BREAKWAT 
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/l//                        \.^4^ \ 

<?        ^ 
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0.5 1.5 2.5 3.5 
meter 

Figure 8 Reshaped profiles for every initial profiles 1-5 after completing every 
wave state 1-8 with 1000 waves for each state. 

For profile 4 there was another critical point close to the dynamic stable profile. 
The berm stones were removed at this point and the core became directly exposed to 
the waves after completing the test with sea states 1-8 with 1000 waves in each sea 
state. Even though a critical condition was reached for profile 4 then it was decided 
to continue the experiments with the 5000 waves for wave state 8 for this profile to 
see if a complete failure would develope. 

The experiments with additional 5000 waves for wave state 8 show almost the 
same reshaping for the initial profiles 1, 2 and 3. At the end of the tests for all these 
three profiles the width of the horizontal berm was reduced to zero . The results 
from the tests with the initial profiles 1, 2 and 3 gave the idea to use somewhat 
larger stones over the breakwater crest, Profile 5, Figure 3. Profile 5 is a modified 
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version of profile 3. The medium weight of the stones over the crest is Wso = 0.24 
kgs, which is approximately twice the weight of the stones in the berm. 

profile 1 
profile 2 
profile 3 
profile 4 

profile 5 
BREAKWAT 

Figure 9 Reshaped profiles for every initial profiles 1-5 after completing every 
wave state 1-8 with 1000 waves for each state plus additional 5000 wave for wave 

state 8. 

The development of Profile 5 up to 5000 waves is similar to the profiles 1, 2 
and 3. For Profile 5 an additional 5000 waves of wave state 8 were run. During 
these 5000 waves there were only small changes in the upper and lower part of the 
profile. This means that the profile is dynamically stable for this wave state. Only 
some few stones were moved from the additional armour layer to the toe of the 
breakwater. 

After completing the tests with wave state 8 for Profile 5, the wave height was 
increased to wave state 9, Hs =0.31 m and Tp = 2.8 s. After 2000 waves with this 
wave state the armour layer was almost completely destroyed and the test was 
stopped. In this wave state the dynamic stable profile in the middle part was the 
same. The main development was in the upper and lower part of the berm slope. 
Bigger stones from the upper part of the profile were moved to the toe of the 
breakwater. 
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For Profile 4 the "failure" which started during the first 1000 waves with wave 
state 8 increased with the number of waves. Part of the core which was directly 
exposed to the wave action migrated gradually towards the crest of the breakwater. 
It is important to point out that this process developed gradually with time. Even 
without armour stones on the flat part, the profile was relatively stable because 
stone prism formed in the front part of the profile supporting finer core material. 
This is a good example that processes of destruction of the berm breakwaters are 
relatively slow in comparison with conventional mound breakwaters where failure 
is very fast after some critical stage has been reached. 

The curves marked BREAKWAT in Figure 8 are results obtained with the 
computer program BREAKWAT developed by Delft Hydraulics (1990) based on 
the extensive tests by van der Meer (1988). 

The curves in Figure 8 represented by the equations 

0.83 y-a^x 

y = p-D022x0J* 

comes from van der Meer (1988) and a modified version of Vellinga's (1986) 
equations for dune erosion during storm surges. 

There is fair agreement between the results obtained in this study and previous 
studies. 

Overtopping 

Tests to determine irregular wave overtopping were carried out on the reshaped 
breakwater after the stability tests had been completed for Profiles 1 and 3. Figure 
10 shows the test set-up to measure overtopping. 

Figure 10 Scheme of measuring overtopping 

We used the dimensionless freeboard parameter F', Ahrens (1986): 
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F' = - 

(H'h)m 

where F = freeboard, i e the vertical difference between the crest height of the berm 
breakwater and the still water line, SWL. Lp is the Airy wave length based on the 
peak period Tp and the water depth in front of the breakwater. 

The overtopping rate Q is defined as the volume of water overtopping the 
breakwater per unit length of breakwater per unit time. 

In Figure 11, Q is plotted versus F '. The curve shown in Figure 11 represents 
an equation of the general form due to Owen (1982): 

S = 20exp(C1F') 

The curve shown in Figure 11 is an eyefitted curve. The coefficients Q„ and C\ 
leave in this case the values Q„ = 4600 cm3/cm s and Cx = -21. 

a 

0.3 

* - profile 1 

+ - profile 2 

0.4 0.45 

Relative freeboard, F' 

0.55 

Figure 11 Overtopping rate versus relative freeboard 
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Rear side damage 

No special tests for rear side stability were included in this study. We only 
registered the beginning of the damage processes on the rear side. Some 
comparisons were made with Andersen et al (1992) on rear side damage. There was 
a fair agreement between the two test series. 

Conclusion 

Based on the results obtained in this study it can be concluded that the core can 
be extended into the berm of a berm breakwater. Since the core material is generally 
cheaper than the armour stones, the concept of extending the core material into the 
berm will give a cheaper berm breakwater structure. 
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CHAPTER 136 

Model Study of Reservoir Riprap Stability 

Etienne P.D. Mansard1, Michael H. Davies1 and Octave Caron2 

Abstract 
A series of large scale (1:15) experiments have been undertaken to assist the 

Societe d'Energie de la Baie James (SEBJ) in the development of new design 
guidelines for riprap. The stability of revetments resting on 1:1.8 and 1:2.25 (V:H) 
slopes is considered. In an attempt to quantify the relative roles of stone size, 
gradation and armour layer thickness, these tests were undertaken with stone 
gradations varying from (Mmax/Mmin ranging from 1 to 10) and with armour layers 
both 2.2Dn50 and 2.7Dn50 thick. 

Introduction 
The La Grande Hydroelectric complex includes over 100 km of earth dykes. 

Over the past 15 years a small percentage of these dykes have suffered wave 
damage and have needed repair. (Caron et al, 1993, Levay et al, 1993 and 1994). 
The Societe d'Energie de la Baie James (SEBJ) was mandated to review the designs 
of these dykes and contracted the Canadian Hydraulics Centre (CHC) to undertake a 
physical model testing program. In the first phase of this study, repair schemes 
were developed for several dykes which have experienced damage (Mansard et al, 
1994) The second phase of this study focused on improving riprap design 
techniques. This paper reviews some of the findings of this second phase. 

In undertaking the original construction and the repair works, SEBJ has 
garnered extensive experience with riprap design and construction. Their 
experience suggests that riprap specifications based on a minimum acceptable stone 
size (Mmin), along with controls on stone gradation can provide an efficient and 
practical method for design, construction and quality control (Tournier et al., 1996). 

1 Canadian Hydraulics Centre, Bldg. M-32, National Research Council Canada, Montreal Road, 
Ottawa, K1A 0R6. 
2 Hydro-Quebec, 75 Boul. Rene Levesque Quest, Montreal, Quebec, H2Z 1A4. 

1748 
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Experimental configuration 
The cross-sections studied in these experiments were typical designs for earth 

dykes in reservoirs exposed to wave action (see Figure 1). These are adaptations of 
the earth dyke designs used in the La Grande Hydroelectric Complex. A Froude- 
scaled model of these cross-sections (scale 1:15) was built in a 2m wide flume built 
within the Multidirectional Wave Basin (MWB) at the Canadian Hydraulics Centre. 
The basin configuration is shown in Figure 2. This layout allowed waves reflected 
by the structure to diffract and dissipate as they propagate towards the wave 
generator. This minimises the presence of re-reflected waves at the test section. 

Oust imnm 

^^^^^         4.5 m 
\^^^^^   |-\7   High water level 95.5 m 

\4^L f 
^ "V Medium water level 91.5 m                     g Q n 

\® 
\^^B^^^^   -y Low water level 87.5 m | 

1.8           \T^|fckr    SUm 

(4)   M„in=      7kg   Ms„=    60kgM„,„=  480kg 

(3R   M,„ =   0.3 kg   Ms,=    20 kg M„„= 2200 kg 

Crest 100.0 m 

Figure 1 Cross-sections used in test program 

Armour layer gradations for the model were obtained from crushed limestone 
from a local quarry. This rock was first mechanically sorted using the CHC's high 
capacity rock sizing facility. The tightly controlled gradations required for the 
armour layer were than obtained by individually weighing the stones from the 
mechanical sorting. Approximately 1 tonne of armour stone was required for each 
test configuration. 
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Test Conditions 
Table 1 summarises the tests undertaken. The two slopes were both nominally 

designed to withstand a design storm of Hs=2.5m. This resulted in median stone 
masses (M50)for the two slopes of 2600 and 2100kg for the 1:1.8 and 1:2.25 slopes, 
respectively. This typical design is listed at Tests 1 and 4 in Table 1. Tests were 
conducted with extremely uniform stone distributions where the median stone mass 
was set equal to the value of the minimum stone mass of the initial tests (see Tests 
2, 3, 5 and 6 in Table 1). These uniform gradations of minimal stone size were 
tested with layers both 2.2D„5o and 2.7Dn50 thick. Additional tests were also 
undertaken with two broader gradations Mmax/Mrain=5 (Test 7), and Mn,ax/Mmin=10 
(Test 8) along with a final test (Test 9) with a uniform gradation (Mmax/Mmin==l) in 
which the median stone mass was the same as in the original design. Tests on the 
typical designs were conducted at three water levels; high, medium and low, in 
order to establish any potential influence of overtopping and toe instability on the 
overall stability of the dyke. 

Table 1 Test Program 

Test Slope M50 

[kg] 
Dn50 
[m] 

Armour layer 
thickness, ta 

[ml 

Filter layer 
thickness [m] 

Gradation 
***•max?***min 

Elevation of 
SWL [m] 

1 1:1.8 2600 0.99 2.2 (2.2)Dn50 1.9(1.92Dn50) 2.5 95.5,91.5 
and 86.5m 

2 
3 
4 

1:1.8 
1:1.8 

1:2.25 

1500 
1500 
2100 

0.82 
0.82 
0.92 

2.2 (2.7)Dn50 

1.8(2.2)Dn50 

2.0 (2.2)Dn50 

1.9(2.32Dn50) 
1.9(2.32Dn50) 
1.5(1.63Dn50) 

1 
1 

2.5 

91.5 
91.5 

95.8,91.8 
and 87.8 m 

5 1:2.25 1200 0.76 2.0 (2.7)Dn50 1.5(1.97DnS0) 1 91.8 

6 1:2.25 1200 0.76 1.6(2.2)DnS0 1.5(1.97Dn50) 1 91.8 

7 
8 
9 

1:1.8 
1:1.8 
1:1.8 

2600 
2600 
2600 

0.99 
0.99 
0.99 

2.2 (2.2)Dn50 

2.2 (2.2)Dn50 

2.212.2]Dn50 

1.9(1.92DnS0) 
1.9(1.92Dn50) 
1.9(1.92Dn50) 

5 
10 

1 

91.5 
91.5 
91.5 

Note:   Tests were performed at a scale of 1:15, the structures had a crest elevation of 
100.0m, and the basin floor was at elevation 59m. This table reflects target values for 
gradations and armour layer thickness. 

Figure 1 shows the three water levels tested. Water depths and freeboard (the 
vertical distance between the still water level and the crest of the structure) were 
varied in the tests to cover the full range of likely operating conditions for the 
reservoirs. Table 1 lists the water depth for each test. The majority of the tests 
reported here were conducted at the medium water level, that is with a water depth 
of 32.5m and a freeboard of 8.5m. This represents a non-overtopping condition for 
the design wave height of Hs=2.5m, and the structure's behaviour approaches that 
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of a uniform, infinite slope. The milder 1:2.25 sloped structure required a slightly 
lower stone mass for stability and required less freeboard to minimise overtopping 
(i.e. 4.2m instead of 4.5m). 

Wave conditions used in test program 
All sea states used in this study were irregular waves based on the JONSWAP 

spectrum (7^=3.3). Waves were synthesised using the method of random phases as 
described in Funke et al (1988). The time series of each sea state was chosen to be 
rather long in order to minimise any statistical variability of wave parameters 
associated with short records. The length of time series corresponded therefore to 
two hours of storm duration at prototype scale, containing approximately 1100 to 
2600 waves depending on wave period (see values of N in Table 2). This choice of 
long records also ensured that the wave heights fit a Rayleigh distribution. The 
ratio of Hmax/Hs was between 1.8 and 2.0 for all sea states. Table 2 summarises the 
wave conditions used in this study. 

Wave Calibration 
Generally, waves are calibrated in the basin (with an efficient absorber in place) 

prior to building the breakwater. During the testing program (with the breakwater in 
place) reflection analysis is performed on the measured wave records to separate the 
incident and reflected significant wave heights. Since the design of the 2 m section 
within the 30 m wide basin ensured a good diffraction zone for minimising the re- 
reflected components (see Figure 2), good agreement was obtained between the 
incident wave heights measured during calibration and those measured during the 
testing program. (This comparison can be found in Mansard et al, 1994). This good 
agreement, in conjunction with the CHC technique for dynamic wave machine 
calibration, allowed the use of the reflection analysis results (with the structure in 
place) for establishing incident wave conditions during the tests. Furthermore, 
during this testing program, CHC had developed and validated a new algorithm that 
can provide not only the significant wave heights but also the statistics of the 
incident wave train (Mansard, 1994). 

Experimental Procedure 
Testing involved the exposure of the structure to a sequence of wave conditions 

of increasing severity. Testing started at a 'no-damage' wave height and built in 
0.5 m wave height increments to a wave height sufficient to cause major damage to 
the revetment (see Table 2). Each sea state that induced damage to the breakwater 
was run for approximately 5000 waves (corresponding to 8 hours of storm 
duration). For this test program, sea states with Hs<2.0 m did not cause any 
significant damage to the structure. 

The 5000 wave duration was chosen to represent relatively long-term exposure 
at each storm level.   This is supported by the work of Thompson and Shuttler 
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(1975) and by van der Meer (1988) who both show damage evolution varying 
logarithmically with time and reaching roughly 80% of the maximum possible 
damage levels within 5000 waves. 

Table 2 Wave conditions used in testing. 

HmO 

[m] 
To 
[s] 

Number of waves 
per cycle, N 

Number of        Total number 
cycles tested       of waves, Nml 

1.0 4.0 2600 1 2600 
1.5 5.0 1750 1 1750 
1.75 5.4 1613 1 1613 
2.0 6.0 1487 4 5948 
2.25 6.4 1377 4 5508 
2.5 6.75 1328 4 5312 
2.75 7.25 1239 4 4956 
3.0 7.5 1162 4 4648 

Figure 2 Test layout in Multidirectional Wave Basin 

Measurement of damage 
During construction of the underlayer and the armour layer the NRC electro- 

mechanical profiler was used to ensure model tolerances were met. This profiling 
system is described in Davies et al, 1994. This instrument uses a contact wheel on a 
pivot arm which is mounted to a traversing carriage. High-precision potentiometers 
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are used to measure the horizontal and vertical location of the contact wheel on the 
revetment slope. The slope is located using a counter-balanced mechanical contact 
wheel. This technique provides profiles of the structure accurate to within ± 2 mm 
and can be used either above or below the water line. This avoids the need for 
either draining or flooding the basin as is common with other techniques such as 
acoustic or electrical resistivity methods. 

Profiles are analysed to determine the eroded cross-sectional area, A, by 
comparing the damaged profile at the end of each storm sequence to the original 
profile. The damage index, S, is then calculated as: 

S = A/D^, where Dn50 = ^JM50/ps Equation 1 

where ps is the density of the armourstone [kg/m ]. Damage was also measured by 
counting the number of stones displaced. For low damage levels these two methods 
provide comparable results (see Davies et al, 1994), while for high damage levels, 
the counting of stones become impractical. 

Another damage index used in this study is the concept of depth of cover, dc, 
presented in Davies et al (1994). This index provides a measure of the thickness of 
protection that remains on the breakwater section after every storm sequence rather 
than the area eroded from it. It is calculated as the minimum slope-normal armour 
layer thickness within the zone of wave action. This is based on the measured 
armour layer profile and the profile of the filter layer obtained during construction. 
Viewing damage in terms of the depth of cover remaining on the structure can 
facilitate the interpretation of the results, particularly if the breakwater sections is 
not a classical 2-layered section. 

Test results for typical design revetment 
Figure 3 shows typical damage progression for the 'typical revetment', with 

Mmax/Mmin=2.5 results are presented in terms of the damage level, S as a function of 
the cumulative number of waves to which the structure was exposed. Note that 
only the data at high and medium water levels are shown here since a different test 
protocol was followed for the low water level test. The low water level test was 
carried out only at the design wave height mainly to verify that there was no toe 
instability when the level of protection extends to 2 times the design significant 
wave height below the low water level. 

Figure 3 shows that the damage progression curves for the 1:1.8 sloped structure 
are similar at the high and medium water levels. During the Hs=3.0m test at the 
high water level, reduced damage levels were observed. This is possibly 
attributable to the high degree of overtopping observed during this test. 
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Figure 3 Damage progression for 1:1.8 slope - typical revetment (Test 1). 
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Figure 4 Damage progression for 1:2.25 slope - typical revetment (Test 4). 

Similar damage evolution curves were observed for the mild sloped structure. 
Figure 4 shows the good agreement between the high and medium water level 
results for a 1:2.25 slope. 

The Shore Protection Manual (SPM 1977, 1984) uses Hudson's formula to 
evaluate riprap stability as a function of stone size, incident wave height, and 
structure slope. Using the stability number, H0=Hs/(ADn5o), Hudson's relationship 
can be expressed as: 

S = q> 
H„ 

"cotO 
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The coefficient, Kd is the threshold for the onset of damage, commonly taken to 
be at S=2. Kd is the value of H0

3/cot 0 at S=2. Figure 5 presents the S values, 
obtained after 5000 waves at each sea state, plotted as a function of H0

3/cot 9. 
Through inclusion of the structure slope, 0, in the abscissa, both the steep and mild 
sloped structures can be viewed on the same plot. Results from the low water level 
test are also included in this figure. It can be seen from this figure that for a damage 
equivalent to S = 2, the Kd value ranges between 1.2 to 1.7. Note that this value of 
Kd is based on the significant wave height (Hs ) of the sea states and not on the 
value of H 1/10 proposed in the Shore Protection Manual of 1984. Davies et al 
(1996) compared these experimental results with predictions using the formulae of 
van der Meer (1988). A good match between measured and predicted values exists 
for values of van der Meer's permeability factor P around 0.14. Here, the van der 
Meer formula was applied with N=5000 waves. For a more exact comparison, the 
cumulative effects of antecedent storm conditions should be included. 

Overall results 
The results discussed so far correspond only to the first test series where graded 

revetment with Mmax/Mmjn = 2.5 was used. A similar comparison of the entire 
dataset in one figure is difficult because of differences in the stone masses, stone 
gradation and layer thicknesses listed in Table 1. Furthermore, the damage index S 
discussed above is the eroded area normalised by the square of the nominal 
diameter of the stone which is also different in the subsequent tests. It is possible, 
however, to review the ensemble of the results using simpler parameters such as 
eroded area, A, and significant wave height, 1%. 

12.0 

9.0 

</>     6.0 

3.0 

0.0 

— 2nd order polynomial of best fit 

• ^ 
S=2                                        •          ^jrfC 

 i  
0.0 1.0 2.0 

H„3/cot e 

3.0 4.0 

Figure 5 Damage S vs HQ
3/cot 0 - results for both Test 1 (1:1.8 slope) and for 

Test 4 (1:2.25 slope). 
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Figure 6 shows the values of A vs Hs for all the structures listed in Table 1. 
Note that for the graded revetment the averages of the values obtained during high 
and low water levels are presented here. This figure shows that the eroded area 
remains nearly the same for all configurations — there is little difference in the 
values of the eroded area of the structures 2.2Dn50 thick, whether they are made up 
of uniform or graded revetment. There is however a trend for the eroded area to be 
smaller when the layer thickness increases from 2.2 to 2.7D„5o. The following 
sections provide different interpretations of the dataset which more clearly illustrate 
the effects of these various parameters. 

-•--1:1.8 slope, graded revetment 2.2Dn50 thick 
• 1:1.8 slope, uniform revetment 2.7Dn50 thick 
A     1:1.8 slope, uniform revetment 2.2Dn50 thick 

-1:2.25 slope, graded revetment 2.2Dn50 thick 
1:2.25 slope, uniform revetment 2.7Dn50 thick 
1:2.25 slope, uniform revetment, 2.2Dn50 thick 

- 

• 

A9° 

1.5 2.0 2.5 3.0 
Hs[m] 

Figure 6 Eroded atea, A vs significatn wave height, Hs. 

Effect of uniform gradation 
Figure 7 presents the results of the graded and uniform revetments 2.2D„5o thick 

in terms of S versus H0
3/cot 0 for the 1:1.8 slope. Here, we have not included test 

results performed with the reduced median mass (i.e. Tests 2 and 3). Tests 2 and 3 
were performed using the same filter layer geometry as the rest of the tests, 
consequently, the relative permeability of these tests is higher (i.e. the ratio of filter 
layer thickness to Dn50 is larger for these tests). This figure shows a trend for 
uniform revetments to provide higher stability. The influence of gradation is small, 
particularly at low damage levels. Values of Mmax/Mmin between 10 and 2.5 all 
show quite similar stability. For extremely narrow gradations (Mmax/Mmin 

approaching 1), stability is seen to increase. 

Figure 8 shows the influence of gradation in terms of the value of H0 /cot 0 
required to cause a given damage level (S=2 and S=8). This figure shows that the 
extremely uniform gradation is more stable than the broader gradations. Similar 
analysis was undertaken by van der Meer (1988) - in considering two gradations 
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(equivalent to Mmax/Mmjn of 11 and 2) he concluded that gradation had "no or minor 
influence on the stability and that, within this range, the armour layer can be 
described simply by the nominal diameter, D„5o". The present work is in general 
agreement with these findings, however, these results show that for extremely 
narrow gradations (Mmax/Mmjn<2.5) the gradation can significantly improve 
stability. 
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Figure 7 Influence of gradation, 1:1.8 slope (Tests 1, 7, 8 and 9) 
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Figure 9 Effect of layer thickness for 1:1.8 slope (Tests 2 and 3). 
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Figure 10 Effect of layer thickness for 1:2.25 slope (Tests 5 and 6). 
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-1:1.8 slope, graded revetment 2.2Dn50 thick 
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Figure 11 Response in terms of depth of cover, dc 

Effect of layer thickness 
Figures 9 and 10 show the effects of layer thickness for the steep and mild 

slopes, respectively. All other test conditions were held constant for these tests so 
that layer thickness is the only variable. It can be seen that the thicker armour layer 
(2.7Dn5o) provides better stability. This is as would be expected through the 
influence of permeability - as layer thickness increases, the ability of the slope to 
'absorb' wave-induced flows increases. 

The influence of layer thickness can also be viewed in terms of the depth of 
protection, dc. Figure 11 presents the depth of protection normalised with respect to 
the nominal median diameter, dc/Dn5o as a function of H0

3/cot 0. As one would 
expect, the tests with greater layer thickness show a smaller loss in the depth of 
protection compared to its counterparts with two layers. Furthermore, the remaining 
protection on the structure is also higher - that is, not only are the damage levels 
lower (i.e. the amount of material removed is reduced) but, by virtue of the three- 
layer thickness, the structure can tolerate a higher damage level before the 
underlayers are endangered. 

Conclusions 
This study has led to the creation of a large-scale dataset on revetment stability. 

The parameters S and H0
3/cot 9 have been seen to accurately describe the revetment 

stability. The results for the typical revetment design lead to values of Kd ranging 
between 1.2 and 1.7 (for a damage level of S=2). In establishing these Kj values the 
median mass of the revetment and the significant wave heights of the sea states 
were used. 
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Uniform stone distributions have been shown to provide better stability than 
graded revetment. However, the influence of gradation is small for ratios of 
Mmax/Mmin between 2.5 and 10. For uniform stone distributions, increased layer 
thickness reduces actual damage levels and increases tolerable damage levels. This 
response is described well by the remaining depth of cover, dc. 

Application of these test results into practical design techniques for dam 
revetment have been undertaken by the Societe d'energie de la Baie James and are 
presented by Tournier et al (1996). 
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CHAPTER 137 

PROTOTYPE MEASUREMENTS OF WAVE PRESSURES ON A WAVE SCREEN: 
COMPARISON TO PHYSICAL AND ANALYTICAL MODELS 

Martin1, F. L., Losada2, M. A., Vidal3, C, Diaz Rato4, J.L. 

ABSTRACT 

The results of a field campaign of measurements of pressures on a prototype wave 
screen are analyzed and compared to the results of laboratory tests and to the 
calculation methods proposed by Jensen, 1984, Giinbak et al., 1984, and Martin et al. 
1995. Both the field campaign data and the lab tests results seem to fit quantitatively 
better to the method of Martin et al. than to other proposed formulae. Moreover, the 
proposed modelization and description of the process employed to develop the method 
of Martin et al., 1995, are consistent to the measured pressure profiles and time- 
pressure series. 

INTRODUCTION 

Most of the rubble-mound breakwaters have a crown wall on their top. These 
superstructures may help to control wave overtopping and to limit the height of the 
main layer. Moreover, they may provide access to the breakwater and give support 
and protection to wiring and pipelines along the breakwater crest. There are few 
methods to evaluate wave forces on wave screens: Iribarren et al., 1964, Giinbak et 
al., 1984, Jensen, 1984, revisited by Bradbury et al., 1988, and Pedersen et al.,1992, 
Martin et al. 1995. However, others consider physical modelling as the unique reliable 
method. The Spanish experience is that the wave screens may withstand without 
failure higher waves than expected by using Engineering methods. 

1 2 3 A sistant Professor,    Professor,    A sociate Professor. 
Ocean and Coastal Research Group. University of Cantabria. 39005 Santander (Spain). 

Engineer in chief Port A uthorily of Gijon. Claudio A Ivargonzalez s/n. Gijon (Spain) 
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The main obj ectives of the present paper are (1) to describe the instrumentation of the 
Gijon breakwater wave screen and (2) to compare the prototype measurements to 
model test and to several formulae being used in the engineering practice. 

In this paper the reader will find a brief description of the field campaign, the lab tests 
and the engineering methods employed in the comparison, then a qualitative check of 
the hypothesis employed in the calculation methods by analyzing the measurements 
and finally a quantitative comparison of results. 

PROTOTYPE INSTRUMENTATION AND MEASUREMENTS 

Gijon is located at the Cantabrian Sea, in the north of Spain (fig. 1). It is exposed to 
sea states from N-NW, which are the most severe sea states in that zone. The 100- 
year return period significant wave is 10.5 m which can lead to wave heights greater 
than 18 m. 

Fig. 1. Prototype location. 

Three wave recorders (W1-W3) were installed in front of the breakwater to be able 
to separate the incident and the reflected wave trains. One directional wave recorder 
(W4) is placed at the leeside of the instrumented section to identify the transmitted 
energy across the breakwater and the diffracted energy around the breakwater head. 
Five specially designed pressure gages were placed in the wall front (P1-P5), while 
three pressure cells were drilled across the wall basement to record the uplift pressures 
(SI- S3) (fig. 2). Moreover, there are two wave riders installed close to the breakwater 
by Puertos del Estado (Ministry of Public Works) continously recording wave heights 
and periods. 
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T^"tf 

W3     W2    Wl 

Fig. 2. Instrumentation setup. 

The sampling rate of pressures in the wave screen is 20 Hz, which is enough to record 
the main characteristics of interest of the time-pressure series being research. The 
system is continously logging data in 45-min. bursts. After the burst is finished, the 
system checks if a given minimum level of pressures is exceeded. If so, the data is 
stored and if not, it is deleted. 

The sampling rate for the wave recorders is 0.5 Hz. Notice that, for a 16-second wave 
period this data rate gives 8 data/wave period which is enough to define the wave 
shape. Waves shorter than 8 seconds will be underdefined, but their forces on the 
wave screen are not expected to be noticeable. Moreover, the wave recorders are fixed 
in 25 m water depth, and the information of short period waves in this depth will be 
strongly affected by the difficult-to-define pressure/free surface oscillation transfer 
function. 

The system was set up in February 95 and is still working. During the February-April 
1995 period, two storms of Hs = 5.9 m and 4.5 m respectively were recorded. In the 
second period (December-April, 1996) two more storms were measured corresponding 
to 6.0 m and 5.2 m significant wave height. Due to the tidal level at the instant of 
maximum wave height only three of these four storms produced significant pressures 
on the wave screen. The selected storms are described in Table 1. The tidal level is 
defined above the zero datum (minimum low tide level) 

Date Signif. wave height Peak period Tidal level 

16/2/95 5.9 m 20 s 4.1 m 

10/2/96 6.0 m 19 s 3.9 m 

19/2/96 5.5 m 16 s 4.3 m 
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As the system is to exposed to the natural and port labour actions, some measuring 
problems appeared in different instants of the field campaign: some electrical noise 
in the signal and power outages in the initial months, lightning which hit the 
amplifiers and affected almost all of the system, etc. In figure 3, an abstract of the 
field work development and incidences is represented. 

Gijon Breakwater Campaigns '96 - '96 
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Figure 3. Field campaign schedule and incidences 

LABORATORY EXPERIMENTAL SETUP 

Model scale lab tests tests were conducted in the 70 m long, 2 m wide, 2 m high 
wave flume at the Oceanographical and Coastal Engineering Lab at the University of 
Cantabria. The test model consists of a 1/90 scale section of the Principe de Asturias 
breakwater at Port of Gijon (Spain) shown in figure 2. This breakwater has a wave 
screen based at low tide level (0.0) and crowned 18.3 m above. The main layer is 
built of 120-Ton parallelepipedical blocks, and the core is built of 90-Ton blocks. The 
water depth was set to correspond to high tide level in the prototype. Regular cnoidal 
waves were generated by a piston-type wavemaker. Wave heights ranging from 9 to 
13.5m and periods from 11 to 17s were tested. Moreover, irregular wave series were 
generated. The irregular wave characteristics are represented in Table II. 



1766 COASTAL ENGINEERING 1996 

Table U. Model scale 1/90. Irregular wave series. 

Significant 
wave height 

4 m 6 m 8 m 10 m 12 m 

Peak period 12 s 14 s 16 s 18 s 20 s 

Free surface in front of the structure was measured by three resistance gages and a 
reflection analysis of the free surface time series was done. By using this technique 
it is possible to obtain the incident and the reflected wave height. The transmitted 
wave height was measured by one free surface gage located 1 m from the lee side toe 
of the breakwater. Four strain-gage type pressure gages were installed in the wave 
screen basement while eight gages were fixed to the structure front. 

One of the main targets of the tests was to identify and quantify the effect of the berm 
length on the resulting pressures. Three berm lengths were tested, corresponding to 
the length of 1 mound unit, 2 units and 3 units. Two types of parallelepipedic blocks 
were used corresponding to 90 and 120 tons. 

ENGINEERING ANALYTICAL METHODS 

There are few methods available for the calculation of forces on wave screens, some 
are mainly analytical: Iribarren el al., 1964, which largely overpredicts the resulting 
pressures, and Gunbak et al., 1984; some are mainly experimental: Jensen, 1984, 
revisited by Bradbury et al., 1988, and Pedersen et al., 1992, which makes a 
probabilistic approach to the horizontal forces (not pressure distributions or uplift 
forces). The parametrization selected in Jensen, 1984, generates a relatively large 
dispersion in the results, and Bradbury et al., 1988, found that the influence of wave 
period on the resulting forces is not represented adequately. 

Generally speaking, the response of the built wave screens reveals that the calculating 
methods available overpredict the wave induced forces, with the related influence on 
the construction costs. Therefore, it is clear that a deeper study of these forces was 
needed. The Ocean and Coastal Research Group of University of Cantabria has been 
working for several years in the conceptualization of the process and the study of the 
procedures of momentum transfer between a bore and a vertical surface. Finally, 
Martin et al. (1995) developed a new method for the calculation of the pressure 
profiles acting in the wave screen front and base due to bores hitting the 
superstructure in the run-up process. 
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From the results of the experimental study conducted at the Oceanographical Eng. lab 
at University of Cantabria (Losada et al. 1995, Martin, 1995) it can be concluded that 
two maxima of force occur due to each single wave; the former peak is generated 
during the abrupt change of direction of the bore front due to the wave screen 
(horizontal decelerations), while the latter maximum occurs after the instant of 
maximum run-up and is related to the vertical acceleration of the water mass piling 
in front of the wave screen (early Run-down movement). 

The distinct nature of these force peaks is well revealed in the vertical distribution of 
pressures. In figure 4 an interval of the time-force curve obtained from lab tests is 
shown, and the two force maxima (A and B) are pointed out. The vertical distribution 
of pressures at the wall in the instants A and B are shown in the same figure. The 
pressures due to the first peak (A), hereafter denoted as Shock pressures (Ps), present 
an almost vertically uniform profile, where two zones are well distinguished: the 
upper zone, not protected by the rubble-mound layer, and the lower zone, protected 
by the rubble-mound layer. The pressure profile due to the second peak (B), hereafter 
denoted as Reflecting pressure (Pr), grows vertically with an almost constant 
increasing factor, always equal to or smaller than pg. Martin et al.,1995, proposed a 
method to calculate the pressure profiles in the two instants of maximum force (P,,Pr). 

312 316 
Time (s) 

A Press. 
Profile 

rW 
10 15 

Press (T/m"1) Press. (T/m  ) 

Figure 4. Force-time series and pressure profiles in instants A and B. 

In this paper, the results fron the lab and field campaigns are compared to the 
methods proposed by Jensen, 1984, Gunbak et al., 1984 and Martin et al., 1995. The 
methods of Martin et al., 1995, and Gunbak et al., 1984, are defined wave to wave 
and provide the pressure profiles in the maximum force instant, while the method of 
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Jensen provides the force of 0.1% of probability of occurence under a given sea state 
defined by the significant wave heigth (Hs). As was said before, the method proposed 
by Jensen neither predicts the pressure profiles nor the uplift pressures and therefore, 
can not be used to predict the overturning momentum on the wave screen. 

QUALITATIVE COMPARISON OF RESULTS 

This comparison is done in order to achieve two main targets: 1) To make a 
qualitative check of some of the hypothesis in which the methods of Giinbak et al., 
1984 and Martin et al., 1995 are based and; 2) To identify any possible qualitative 
scale effects between lab and prototype results. To do that, comparison of force-time 
series and pressure profiles measured in the field campaign, in the lab and proposed 
by the methods, are done. 

In figure 5, a brief interval of force-time series measured in the lab is presented. The 
wave train characteristics are Hs = 9.0 m and Tp = 18 s and the tests were done with 
a tidal elevation of 4.0 m above the zero datum. In this figure, two impinging wave 
forces are pointed up. The former (time 310-320 s) shows a double peak pattern while 
the latter (447-457 s) shows a single peak pattern. The only difference between the 
two impinging waves was the Run-up height. The former wave, slightly larger wave 
height and period, produced a Run-up tongue which overcame the main layer berm 
level (Ac) while the latter almost reached the level Ac. 

L^JLAJIA./LJ '- 

310   312   314   316   318   320    447   449   451   453   455   457 

 Time (s) Time (s)  

Figure 5. Experimental time-force series. 
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If the main layer units can stand the rush-up wave action, most of the bore front 
horizontal momentum is transmitted to these units, in the region below Ac. If the bore 
does not overcome Ac level, the former peak of force (shock pressures) is smoothed, 
with only more or less noticeable pressure oscillations appearing, depending on the 
berm length and main layer porosity. The second peak (reflecting pressure) always 
occurs because it is generated by the water mass piled by the wall developing a 
pseudohydrostatic pressures profile. 

In Giinbak et al., 1984, only one maximum force situation obtained as the sum of the 
shock and reflecting pressures is defined. These two pressure maxima occur at 
different instants in the evolution of the bore and are due to different processes that 
must be analyzed separately. 

From lab tests over regular shaped breakwaters (uniform slopes 1:1.5- 1:2, main layer 
porosity ranging 0.3-0.4) it can be estimated that shock pressure maximum of force 
is expected to appear in the cases when Hs/Ac > 0.7. Of course, this value heavily 
depends on the Run-up and thus, on the breakwater characteristics. 

In the case of Gijon Breakwater, Ac level is 12 meters above the zero datum. In high 
tide situations (+4.0 m), the berm freeboard is 8.0 m. Thus, shock pressures are 
expected to occur for significant wave heights above 0.7 x 8.0 = 5.60 m. In figure 6, 
a pressure-time series corresponding to gages P3, P4 and P5 in the prototype front are 
represented. These series were measured during the storm on February 10, 1996. 
Recalling Table I, the characteristics of this storm were Hs = 6.0 m and Tp = 19 s. 
In the instant of the measurements shown in fig. 6, the tide level was 3.9 m. 
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Figure 6. Pressure-time series measured in the prototype front face. 
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Figure 6 shows that only three waves reached gage P3 (0.4 m below Ac level) in 45 
minutes. This is consistent with the test results in 1/90 scale model under Hs = 6.0 
m, where bores do not overcome Ac level. 

One of the main hypotheses introduced in Martin et al., is the assumption that the 
basic run-up tongue characteristics (thickness, bore front velocity, etc..) on 
breakwaters with wave screens are similar than those in bores running-up on infinite 
slopes and, thus, the effect induced by the presence of the wave screen can be 
neglected. Under this assumption, the classical Run-up formulae can be employed. As 
an example, estimating Ru « H, the maximum run-up in a given sea state can be 
calculated. A sea state of Hs = 6.0 m and 150 waves (45 minutes of storm on 
10/2/96) will lead in maximum waves about 8-9 meters. These waves would run-up 
8-9 meters above the SWL (4.0 m tidal level) and merely reach the Ac level. This is 
consistent with the prototype measurements. Although this comparison is rough, it can 
be used as a engineering check of the hypothesis. The Run-up on rough permeable 
slopes is a process with high experimental variability, and all engineering formulae 
for Run-up are "best fit" methods. The hypothesis included in Martin et al., can not 
be experimentally distinguised from the experimental "noise". 

In figure 7, a stretching of the previous fig. 6 is done in order to show three wave 
actions. It can be noticed that the shock pressure peak is not clear and only some 
pressure oscillations appear. These measurements are as expected because the ratio 
Hs/Ac in this storm is around the 0.7 limit. Once again, this is consistent with the lab 
results and the modeling of the double peak effect done in Martin et al., 1995. 
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Figure 7. Pressure-time series in prototype. 
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Finally, the vertical profiles of pressure due to a selected single wave of 8.3 m height 
and 16.2 s period measured in the prototype, measured in the lab and proposed by 
Martin et al., 1995 were compared. The results are shown in figure 8. It can be noted 
that the shock pressures profile is quite similar in the prototype and in the lab, and 
fits the homogeneous vertical distribution proposed for shock pressures in Martin et 
al, 1995, quite well. Generally speaking, the total force produced by the shock 
oscillations in the cases when Ru < Ac are low and smaller than the reflecting force. 
In Martin et al., when Ru < Ac, it is assumed that the shock forces are always smaller 
than the reflecting forces and can be neglected. 

In the reflecting pressures there are some differences between the quantitative values 
of the measuring points in the lab and in the prototype, but the overall trend of the 
pressure profile is quite similar. Notice that this comparison is done in qualitative 
terms. It is easy to understand the difficulty of make a deterministic comparison 
between the results in the prototype and the lab, trying to simulate exactly the same 
wave height, period, tidal condition, etc... 

The dashed lines in Figure 8 show the proposed reflecting pressure by Giinbak et al., 
1984 and Martin et al., 1995. The overall trend is well simulated by both methods, 
but the profile proposed by Martin et al., 1995, fits better the actual quantitative 
values measured. 

As a result of the quantitative comparison, it can be concluded that there are not large 
and noticeable qualitative scale effects between lab and prototype results, and that 
Martin et al., 1995, method adequately represents the main characteristics of the 
process. 
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Figure 8. Pressure profiles in prototype, lab tests and analytical methods 
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QUANTITATIVE COMPARISON OF RESULTS 

As the method proposed by Jensen, 1984, provides the 0.1% probability force, this 
force has been selected as a comparison parameter. In figure 9 the net 0.1% horizontal 
force given by the lab tests, the methods from Jensen, Giinbak et al. and Martin et al., 
and the three storms measured up to now in the prototype are given. 

The method from Jensen is basically empirical and must be applied using some 
experimental parameters. In this case, it is applied using the experimental data 
collected by Pedersen and Burcharth, 1992. This data shows a wide spreading that 
makes it difficult for the engineer to define design values of the parameters. In this 
case, an upper and lower value of the parameters are selected and, thus, an upper and 
lower 0.1 % force is given for each wave height. These two lines define a region 
assigned as Jensen's results region in figure 9. 
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Figure 9. Quantitative comparison of results. 

The 0.1 % force produced by the three storms are obtained by extrapolating the 
probability curve of forces in 45-min. burst, because in the next 45-min. burst the tidal 
range is different and the "test conditions" are not homogeneous. The maximum forces 
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are measured in the high tide situation (about 4.0 m in the three storms) and is equal 
to the tide level employed in the lab tests. Notice that in 45-min. burst, an average of 
150 waves are measured and the 0.1% force requires 1,000 waves (about 6 hours). 

The prototype results are 15% smaller than those of the lab results. Regarding the 
qualitative comparison done, it is clear that all the forces measured in the prototype 
under such storms are due to reflecting pressures. In the comparison of vertical 
pressure profiles, it was noticeable that the pressures measured in the lab were slightly 
larger than those measured in the prototype. This can be explained regarding the 
breakwater core. In the lab the core was built by small scale 90-T blocks, which can 
simulate the same porosity but not the same permeability. As the reflecting pressures 
are due to the water mass piled by the wall, larger wave transmission across the 
breakwater will produce less water accumulation by the wave screen. 

Martin et al., 1995 and Gunbak et al., 1984 methods are developed to be appied wave 
to wave. In this case the hypothesis of equivalence (Saville, 1962) is assumed and the 
methods are applied to a series of 3,000 synthetic simulated individual waves that 
represent a TMA spectrum. The fitting of Martin et al., 1995 to the lab results is not 
surprising as the parameters of the method were adjusted to this breakwater from the 
experimental results. The difference in the 12 m wave height is due to the breaking 
of waves m the wave flume, which occurs for breaking parameters (Hb/d, breaking 
wave height over depth) smaller than in the nature. 

The results of Giinbak et al., 1984, overpredicts the results (100% respect prototype, 
60 %, respect experimental results) for smaller wave heights while for larger wave 
heights the results are smaller than the experimental. Perhaps the most important 
characteristic to point out is the different trend shown by Gunbak et al. results (quasi 
linear) and Martin et al. results (quasi parabolic). It is clear that the shock forces on 
the wave screen front face depend on the pressure on the wall (horizontal momentum 
related to the water mass and the bore celerity) and on the area of wall exposed to the 
pressure (Run-up). Both of them are related to the wave height and, thus, the wave 
height must have an effect on the resulting forces at least in a quadratic form. It is 
clear that once the wall is overtopped (Hs > 10 m in fig. 9) the quadratic trend 
disappears. 

Figure 10 represents the probability distribution of forces measured in the prototype 
on 19/2/96 (Hs = 5.5 m, Tp = 16 s) and the lab tests results for Hs= 6 m and Tp = 
14 s which are the most similar cases available nowadays. The differences for smaller 
waves and the better fit for larger waves can be noticed. 

Small scale effects are apparent by comparing the two probability curves. As no shock 
pressures occur for these wave heights these effects are not expected to be related to 
the water compressibility or aeration and perhaps more related to the core permeability 
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in the scale model or the differeces in the wave trains between the lab and the 
prototype. 
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Figure 10. Force probability distributions. 

CONCLUSIONS 

- A field campaign is being developed as well as intensive lab tests over the 1/90 
scale model of Principe de Asturias breakwater. The results of the field campaign and 
the lab tests are used to check the validity of some analytical methods employed in 
engineering practice to design wave screens. Moreover, the comparison of the results 
between the prototype and the 1/90 model allows to analyze the scale effects. 

- The lab test results and the analytical methods seem to slightly overpredict the 
forces measured in the prototype. 

- Maximum forces measured in the prototype up to now are due to reflecting 
pressures, where Froude scaling works properly, and the discrepancies must be 
explained by other modelling effects (core permeability, wave modeling, etc). 

- No severe scale effects between lab results and prototype results are identified in a 
qualitative analisis. 

- The method proposed by Martin et al., 1995 produces results which fit the lab test 
results well and 60% more accurately than Gunbak et al., method. Jensen's method is 
difficult to apply by the designing engineers. 
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- The field campaign will provide more fruitful results when Hs > 7 m occur and 
shock pressures are measured. 
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CHAPTER 138 

Velocity Field Measurements over Breakwater Heads under 3D Waves 

Yoshiharu Matsumi1,   Akira Kimura2 and    Kenichi Ohno 3 

Abstract 

The measurements of wave kinematics over the breakwater heads under uni 
and multidirectional waves attack were undertaken to achieve an improved 
understanding of the influence of wave directionality on the stability of heads. The 
characteristics of the magnitudes and directions of velocity vectors under 3D waves 
were assessed by comparing with those measured under 2D waves. The sensitive 
zones of the initial damage in the head sections were evaluated by linking the 
measurements of velocity components with a stability formula for armour stones on 
the heads, which was derived in this study. 

Introduction 

Breakwater designs have been generally evaluated using unidirectional waves, 
because they are widely considered to be conservative. This may be true for the 
trunk section of the breakwater where the directional spread associated with the 
multidirectional seas tends to reduce the wave loads imparted on the structure. 
However, for the breakwater heads, multidirectional waves could be expected to 
induce more loads on the structure due to their geometry. 

The previous study which was carried out by Matsumi and Mansard et al. 
(1994), was the first step towards an experimental program achieving the realistic 
stability criteria for breakwater heads under multidirectional seas. It presented a 
comparison for the performance of breakwater heads under 2D and 3D waves attack. 
However, those experimental results could not draw general conclusion that the 
head sections were prone to more or less damage under 3D waves. 

1 Associate Professor, D. Eng., Dept. of Social Systems Eng., Tottori University, 
Tottori 680, Japan. 

2 M. ASCE, Professor, D. Eng., Dept. of Social Systems Eng., Tottori University 
3 Graduate Student, M. Eng., Dept. of Social Systems Eng., Tottori University 

1776 



VELOCITY FIELD MEASUREMENTS 1777 

The objective of this study is, as a continuation of that program, to explore a 
better insight into the reasons for the damage results of the heads in previous study 
through the measurements of wave kinematics over the heads under uni and 
multidirectional waves. Furthermore, directly unexpected waves attack under 3D 
waves may lead to higher loads to armour stones at some local position in the heads. 
Namely, the locality in location of the sensitive zones of the initial damage in the 
heads for 3D waves is deemed to be stronger than the case of 2D waves. This 
initiation of damage is relevant to trigger of breakwater failure. Therefore, the 
second purpose is to investigate the locality in spatial occurrence of the initial 
damage over the heads for 2D and 3D waves, which is evaluated by linking the 
measurements of velocity components with a stability formula for the armour stone. 

Experimental Setup 

Layout of the basin 

The physical model tests were carried out, at the Tottori university, in the 
multidirectional wave basin with a length of 14m and a wide of 8.4m. Figure 1 
shows a plan view of the experimental set-up. A fourteen-segment generator of the 
snake type is located along one of the 8.4m sides of the basin. Expanded polystyrene 
absorbers with permeability, capable of limiting wave reflections to 20% for most 
frequencies of interest, are installed along the two sides of the basin. On the side 
opposite the wave generator, the slope with 1:10 is placed in order to ensure an 
efficient dissipation of wave energy. 

Layout of current meters and wave gauges 

The velocity field over the head was measured using 6 bi-axial 
electromagnetic current meters at 6 different locations indicated by dotes in Figure 1. 
The positions of these probes were fixed before placing the structure. The initial 
deflection of the U and V components of each current meter, by placing against the 
coordinate system located in the basin, was established by means of the preliminary 
regular wave tests without the breakwater. In Figure 1, 0 shows the directions of 
velocity vector, minus 6 and V(-) velocity component indicate flow towards armour 
layer of the head. The water surface elevations of the sea states in the proximity of 
the model were measured using 8 wave gauges at 8 different locations. 

Layout of breakwater model 

The layout of the breakwater model had to be designed carefully to ensure 
homogeneous sea states on the breakwater. For this purpose, the numerical model 
which was based on the diffraction theory and boundary integral equation was used. 
This model, developed by Isaacson (1992), can predict the water surface elevation 
and kinematics of the sea states prevailing at different locations in the basin. A 
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sample output resulting from this numerical model is presented in Figure 2. It 
illustrates the spatial distribution of wave heights in the basin without the 
breakwater model in place, under a multidirectional sea state. The expected wave 
heights presented in this figure were normalized with respect to target wave height. 
Note that their maximum value is only 0.9. This is due to the diffraction processes 
and can be increased by applying an amplification factor. It can be seen from this 
figure that the useful test area, over which the sea state is homogeneous, is limited 
by a triangular boundary. According to this figure, the best location for the model 
would be close to the paddle. However, since this wave basin is not yet equipped 
with active absorption, in order to minimize re-reflections from the paddles, the 
model is placed with its longitudinal axis rotated 20° with respect to the paddles, as 
shown in Figure 1. 

AtSSOHBER 

1/10 slope 

0 
= 0 

• Current meter 
" 11 ,^       o Wave gauge 

,.90 

Figure 1 Plan view of the 
experimental set-up. 

Figure 2 Spatial distribution of wave 
heights in the basin without the model. 

Characteristics of the breakwater model 

Figure 3 shows both plan and profile views of the breakwater model. The 
three dimensional rubble-mound breakwater with 2 layers of armour stones and a 
relatively porous core was built with a slope of 1:2. Its height was 50cm and it 
performed as a non-overtopping structure in a water depth of 30cm. Since this study 
was to focus on the wave velocity field over the heads without any damage, the 
whole surface of breakwater was covered with a hard nylon mesh to restrain armor 
stones. The reflection characteristics of the breakwater were estimated under 
unidirectional waves of normal incidence. The reflection coefficient was about 25%. 
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The characteristics of the armour and core stones used in the experiments are 
presented in Table 1. The weight of armour stones, W50, was 42 grams, this value 
was 1.5 times the weight estimated by van der Meer's formula (1987) with damage 
parameter S=2 against the targeted significant wave height, Hmo=6cm, and peak 
wave period, Tp=1.4s. The gradations of armour stones were meticulously checked 
and the resulting Dn85/Dni5 ratio for the armour was 1.1. 

2.5m 

2 armour 
layers 

6cm 

Core 

E o o m 

2.05m 

Figure 3 Plan and profile view of the breakwater model. 

Table 1 Summary of the breakwater characteristics. 

W50  weight of armour (g) 42 

Wa50  weight of core (g) 3.75 

Dn50  weight of armour (cm) 2.51 

Porosity 0.45 

DL  Length of head (cm) 205 

TL  Length of trunk (cm) 250 

Crest breadth (cm) 6 

Height of breakwater (cm) 50 

AJ5U 
= (^50 / Ps)       > Ps'- UIUt weight of armour stone 

Table 2 Characteristics of waves in experiments. 

Spectrum Tp 
(s) Y 

Hmo 
(cm) 

a 
(deg.) 

uniax 
TR 

(min.) 
N DL7L TI/L 

JONSWAP 1.0 3.3 6, 8.5 0, -15 10, 20, 00 20 1440 1.49 1.82 

JONSWAP 1.4 3.3 6, 8.5 0, -15 10, 20, 00 20 1028 0.95 1.16 
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Test series 

Table 2 indicates the characteristics of the waves adopted in the experiments. 
The spectra were the JONS WAP type with two different peak periods (Tp=1.0s and 
Tp=1.4s). The peak enhancement factor y was chosen to be equal to 3.3. The 
multidirectional waves were simulated by using the well known Single Summation 
Method in order to eliminate spatial variability of sea states. For the directional 
spreading function, the Mitsuyasu-type (1975) was chosen, the spreading parameter 
s was given by the following form (Goda 1985): 

5 = 
\flfP) 

if/fP) 
-2.5 

•f*fp 

••f*fp 

Here fp denotes the frequency at the spectral peak. Values of Smax=10, 20 and 

Smax = °° were applied to simulate multi and unidirectional waves respectively. In 
order to assess the influence of obliqueness, two different mean angles of incidence 

a = 0° and a = -15° were used, ensuring at the same time homogeneity of the sea 
state at the head sections. 

In order to minimize statistical variability associated with short lengths of 
wave records, a recycling period of 20 minutes in model scale was used in the 
synthesis. This storm duration corresponded to about 1400 waves when Tp=1.0s 
and 1000 for Tp=1.4s. The ratios of diameter of the head over wave length and 
length of trunk over wave length are indicated in Table 2. 

Table 3 Significant wave heights in the experiments. 

Wave Condition Hmo 
ns no 

(Tp=1.0s) 

rLs no 

(Tp=1.4s) Hmo 
**s no 

(Tp=1.0s) 
*ls no 

(Tp=1.4s) 

Uni Normal    (Smax=°°) 6.0 6.01 6.17 8.5 8.68 8.42 

Uni Oblique  (Smax=°°) 6.0 6.12 6.15 8.5 8.65 8.66 

Multi Normal (Smax=20) 6.0 5.99 5.99 8.5 8.75 8.70 

Multi Oblique (Smax=20) 6.0 6.16 6.16 8.5 8.77 8.49 

Multi Normal (Sraax=10) 6.0 6.01 6.05 8.5 8.63 8.40 

Multi Oblique (Smax=10) 6.0 6.13 5.94 8.5 8.70 8.52 

(Units : cm) 

Twenty-four test series were carried out using different combinations of 
spreading index and mean angle of incidence. In each series, the spectrum-based 



VELOCITY FIELD MEASUREMENTS 1781 

significant wave heights, Hmo, were 6cm and 8.5cm. These sea states were pre- 
calibrated in the basin without the structure in position, while keeping all wave 
gauges and current meters in place. The water depth was 30cm. 

Table 3 provides a summary of wave heights measured under different 
experimental combinations without the breakwater model. The values of Hs no are 
given by averaging the significant wave heights at every wave gauges. It can be 
found that there is not so much difference between values of Hmo and Hs no of 
incident waves under uni and multidirectional waves. 

Characteristics of Velocity Field over Breakwater Head 

Armour stones of the breakwaters may be strongly prone to move under a 
condition of faster flow velocities. Therefore in this study, larger magnitudes of 
velocities in the time series data of the measurements were discussed. Figure 4 
shows the comparison of the U and V component velocities at 4 different locations 
(CM-2, CM-3, CM-4, CM-5 shown in Figure 1) on the head under 3D waves and 
those under 2D waves, when Hmo is 6cm and Tp is 1.4s. The velocities employed in 
this figure are the average of the highest 1/3 of the time series data from each 
current meter. The ordinate in this figure indicates the ratio of the values of U, V for 
3D waves to those under 2D waves. Therefore, when these values exceed one, 
velocities under 3D waves become larger than those under 2D waves. It can be seen 
that for 3D waves, the V(-) component which is towards the armour layer causing 
severe damage is larger than those for 2D waves. In even back head section, this 
value under 3D waves is nearly 1.2 to 1.3 times larger than the values measured 
under 2D waves. 
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Figure 4 Comparison between U, V component velocities under 3D and 2D waves. 
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Figure 5 shows the spatial characteristics in correlation of the magnitude of 
velocity vectors at every current meter. In these figures, the value of R indicates the 
coefficient of the correlation between measurements at every current meter and that 
at CM-1 current meter placed on the top of the front head section. It can be seen that 
in the case of multidirectional waves, the correlation in the middle and back head 
section is very poor regardless of the mean direction of waves and peak periods. 
From these results, the possibility of waves attacking directly the heads due to the 
directional spread associated with 3D waves may be supported. 
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Figure 5 Spatial characteristics in correlation of velocities over the head. 

In order to achieve a better understanding of these results, the directionality of 
velocity vectors on the heads was investigated. Figure 6 (a) and (b) show examples 
of the directionality of the highest 1/100 of the velocity vectors evaluated from the 
time series data of U and V at CM-3 (Middle section) and CM-5 (Back section) 
under 2D and 3D waves, respectively. Especially in the back head section, velocity 
vectors (6<0) under 2D waves wrap around there. Conversely, in the case of 3D 
waves, the velocity vectors (6>0) towards the down-slop of the head appear to be 
remarkable. The reason may be explained by the influence of the reflection of 
oblique waves directly attacking the front and middle head sections due to the 
directional spread in multidirectional waves. From these measurements, it is pointed 
out that in stability design for the heads, waves attacking directly the front and 
middle heads in 3D seas cannot be negligible. 
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Figure 6 Directionality of velocities over the head. 

Consideration on Stability of Armour Stones 

The stability of armour stones on the heads is deeply concerned with the 
magnitudes and directions of the attacking velocity vectors, besides the slope of 
armour layer with respect to the velocity vectors (Jensen 1984). In this section, an 
equation about critical current velocity, when the armour stone movement in the 
heads is brought, is derived by taking account of tangential slope of the heads with 
respect to the direction of velocity vectors. The sensitive zones of initial damage in 
the heads will be evaluated by linking this stability formula for armour stones with 
the measurements of velocity components. 

Critical velocity for stability of armour stones 

The armour sphere (A) is placed on the head with the horizontal angle |3 for 
the velocity vector vr with horizontal angle 0, as shown in Figure 7. By assuming 
the shape of the head as a circular cone, the curve of intersection between the 
vertical plane and the cone becomes a hyperbola. In this study, the only drag force 
was considered as hydrodynamic force. Then, the equilibrium equation between the 
armour weight and the drag force can be derived by balancing the moment about 
point O in this figure: 
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Velocity 
vector 

(l-p/Mtf 

Figure 7   Attacking velocity and hydrodynamics force on armour stone. 

1 - — \w cosar + /sin«M j 1 + cos(at -au )} = F[ sina^ + — ]       (1) 

where W and r are weight and diameter of armour stone, ps and p are unit weight 
of stone and water, F is drag force, / is friction coefficient between stones. The 
parameters au and at in Eq.(l) are respectively the angle of elevation of armour 
sphere (A) from (C), and (B) from (A) as shown in Figure 7. The drag force is 
described by the following formula: 

2   2 F =m'pjtr vr (2) 

where m' is drag coefficient of armour stone, vr is magnitude of attacking velocity 
vector. The velocity can be expressed by substituting Eq.(2) into Eq.(l) as: 

gr 

1- —     cosat + f s'mau jl + cos(at -au )| I 
Ps I 

3 
-m 

4     P. 
^H sina, 
PA 

(3) 

where g is gravitational acceleration. In Eq.(3), /, rri, r and b are unknown 
parameters, au and at can be derived from tangential slope of the head with 
respect to the velocity vector as the following. 

The  cone   is  mathematically  expressed  by  following  formula  in  X-Y 
coordinate system shown in Figure 7: 

Z = a --J X2 +Y2 

2V 
(4) 
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where a is the height of the cone, Z is distance from bottom. The coordinate (X,Y) 
of center of armour sphere (A) becomes  (i?cos(/3-0),/?sin(j6-#)J in X-Y 

coordinate system. The tangential slope of the heads with respect to the velocity 
vector can be derived by partially differentiating Eq.(4) with respect to X, and 
inserting the (X,Y) of the point A: 

Tangential slope =   — cos (/3 - 0) (5) 

Assuming that at is equal to au for simplicity in this study, they are given as: 

at = au = tan icos(/J-0) (6) 

Finally, the critical velocity, vrc, for armour stone movement in the heads is 
expressed by substituting Eq.(6) for at and au into Eq.(3): 

!--£-j{l + /cos(|8-0)} 

gr 
_P_ 

Ps 

oos(p-d)    b    „ 
 ^ '- + -AI + . 

2 rV 

cos( P-d) 
(7) 

When the tangential slope with respect to attacking velocity vector becomes 
positive, in Eq.(7), the plus sign before the friction coefficient, / , is replaced by the 
minus sign. The unknown parameters m', b and / in Eq.(7) were considered as 
m'=l, b =0.5 r and / =0.4, for simplicity in this paper. 

Still Water Level 

Figure 8 Measuring points of velocity components over the head. 
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Influence of wave directionality on sensitive zone for initial damage 

In this section, in order to investigate the influence of wave directionality on 
the stability of breakwater heads, the spatial occurrence frequencies for armour 
stone movement in the head sections were estimated by linking Eq.(7) and the 
velocity vectors which were newly measured at 76 points over the head shown in 
Figure 8. 

Figure 9(a) and 9(b) show the spatial distribution of calculated occurrence 
frequencies for armour stone movement in the head under conditions of the normal 
3D waves and 2D waves with Tp=1.4s and Hmo=6cm respectively, in which 0p is 
the angle from the front head and R is the distance in the radial direction from the 
center of head as shown in Figure 8. In these figures, contour lines of relative 
occurrence frequencies which are normalized with respect to the total number of 
velocities measured for 20 minutes are indicated with interval every 0.002. 

30        60 90       120      150      180 
epf ) 

(a) Multidirectional waves (Smax = 10) 

30        60        90       120      150      180 
QpC  ) 

(b) Unidirectional waves (Smax = o°) 

Figure 9 Spatial distribution of occurrence frequencies for armour stone movement. 
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In order to investigate the reliability of those calculated results, the initial 
damage tests of armour stones in the head sections were carried out under the same 
incident wave conditions as those in the velocity measuring tests. The resulting 
initial damage zones in the head under 3D and 2D waves attack are shown in Figure 
10(a) and 10(b), respectively. In these figures, the hatched parts mean that the 
second armour layer is clearly exposed due to the displacement of the first armour 
layer. By comparing these initial damage patterns with the spatial distributions of 
occurrence frequencies for armour stone movement shown in Figure 9, it can be 
seen that the results of the calculations evaluating the locations of the initial damage 
are fairly close to the experimental locations. 

Hm=6cm,Tp=1-4s       Hm=6cm,Tp=1.4s 

(a) Multidirectional waves 
(Smax = 10) 

(b) Unidirectional waves 
oo •* (Smax -°°) 

Figure 10 Initial damage zones in the head. 

It can be found from Figure 9 that the sensitive zones for armour stone 
movement in the head sections are appeared at three locations; the front, middle and 
back head section respectively. Although there is not so much difference in these 
locations under 3D and 2D waves, there is obvious difference between the values of 
both occurrence frequencies, that is, in the case of the unidirectional waves, the 
back head section is more sensitive part for armour stone movement. Under 
unidirectional waves attack, it could be observed in the damage tests that the 
damage in the back head section was caused to plunge of the strong current with the 
high velocities generated by refraction, shoaling and diffraction processes. On the 
other hand, under multidirectional waves attack, the front and middle section are 
more sensitive part for the initial damage, because of the oblique waves attacking 
directly these sections due to the directional spread associated with the 
multidirectional seas. This consideration may be supported, since in the case of the 
multidirectional waves of Figure 6(b), the direction (9>0) of velocity vectors 
outwards from the armour layer in the back head section is remarkably recognized 
in comparison with those under unidirectional waves. 

Under oblique incidence, the multidirectional waves resulted in larger 
occurrence frequencies in the three sensitive zones (FH, MH and BH) for armour 
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stone movement than those under unidirectional waves. This is caused by the waves 
attacking directly the back head section due to the oblique incidence. When Tp was 
equal to 1.0s, the difference in calculated occurrence frequencies for armour 
movement in the head sections between uni and multidirectional waves was 
relatively small. 

Conclusion 

In this study, the characteristics of velocity field over the head under 2D and 
3D waves were investigated. The V velocity component under multidirectional 
waves was larger than those under unidirectional waves. A noteworthy finding was 
that those on the back head section under 3D waves were larger by nearly 1.2 to 1.3 
times the values measured under 2D waves, and that the direction of velocity 
vectors downing slop in the back section under 3D waves were remarkably 
recognized. 

The presented equation of the critical velocity for armour stone movement in 
the heads could satisfactorily explain the initial damage zones in the damage tests. 
The front and middle head section were more sensitive zone for the initial damage 
under multidirectional waves attack. This result provided a better insight into 
previous study. 

Further the unknown parameter in the presented equation will be investigated 
by physical experiments or theoretical techniques, the stability of breakwater heads 
will be evaluated by linking the equation of the critical velocity for armour stone 
movement with a numerical analysis of wave kinematics over the heads. 
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CHAPTER 139 

WAVE CLIMATE SIMULATION AND BREAKWATER STABILITY 

Josep R. Medina1 

Abstract 
The nonstationarity of the sea waves is usually significant for periods 

longer than 3 hours (1,000 waves) with a correlation coefficent rHH(3) below 
95% on most coasts of the world. Therefore, the actual engineering problem 
is to define an appropriate armor damage model applicable for nonstationary 
processes and not only for stationary sea states with a given storm duration. 
In deep water, five conditions are identified for any rational armor damage 
model to properly take into consideration the storm duration. A new exponential 
model applied on individual waves is shown to acomplish the five necessary 
conditions identified, and is compared with the Teisson's and Vidal's models 
based on totally different assumptions, but acomplishing most of the conditions. 
The three models provide similar results for a wide range of values if the 
parameters are n63%=30 and Nw=50 for the exponential and Vidal's models 
respectively. An example of the application of the exponential model to 
nostationary processes is given, applying the new method to the case of the 
partial failure of the Zierbana breakwater (Port of Bilbao, Spain) under 
construction in February 1996. 

Introduction 
The duration of the storm and the wave groupiness are design factors 

not explicitly addressed by the Hudson formula. The storm duration obviously 
increases the expected damage on the armor layer because it increases both 
the number and the size of the individual waves above the corresponding 
damage threshold level. On the other hand, some characteristics of wave 
groups are related to the variability of variance and storm duration. A number 
of models and stability formulae considering storm duration have been 

1) Professor, Departamento de Transportes, Univ. Politecnica de Valencia, 
Camino de Vera s/n, 46022 Valencia, SPAIN. // E-mail: jrmedina@tra.upv.es 
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developed during the last decade, introducing a variety of empirical relations 
based on different interpretations of test results up to 16,000 waves. The 
relationships between wave groupiness and extreme waves was considered by 
Vidal et al.(1995) to introduce a new discrete wave parameter to characterize 
design storms, instead of wave spectrum and storm duration. However, the 
problem of defining an appropriate and simple method to take into account 
storm duration and stochastic variability, is not solved. 

The stationarity of the process is a basic assumption of most methods 
for analyzing breakwater stability; however, although the random sea waves 
were stationary, the significant wave height shows a natural variability that 
increases when spectral peakedness increases and record length decreases. 
Therefore, a larger storm duration increases the expected armor damage. 
Moreover, it is obvious that sea waves are never stationary and stationarity only 
should be considered a reasonable approximation for short periods of time. 
When long storm durations are considered for designing (N>1,000 waves), the 
influence of nonstationarity on sea waves should be taken into consideration. 

This paper compares first some of the most common methods and 
formulas proposed to analyze the influence of storm duration on the estimation 
of the armor damage. Secondly, the influence of the intrinsic variability of 
variance of the stationary processes related to wave groups on the expected 
armor damage is evaluated. Thirdly, the wave climate simulators and the need 
of multivariable stochastic models to describe the wave climate are justified. 
Fourthly, the necessary conditions are given to build up rational armor damage 
models for nonstationary processes. Fifthly, a new exponential model on 
individual waves are described and compared to the Teisson's and Vidal's 
models. Finally, an example of application is given to the case of the partial 
damages occurred at the Zierbana breakwater (Port of Bilbao, Spain) under 
construction during February 1996. 

Armor Damage as Function of Storm Duration 
Using SPM(1984) as the basic methodology for designing rubblemound 

breakwaters, the expected armor damage would not be dependent of the storm 
duration. However, it is obvious that given a design storm, the armor damage 
increases if the storm duration increases. There are significant discrepancies 
among different authors to quantify the relationship D versus N. Taking into 
consideration a reference storm duration of 1,000 waves, Fig. 1 shows the 
relative damage estimated by the models proposed by SPM(1984), Van der 
Meer(1988), Medina and McDougal(1990), Teisson(1990), Smith et al.(1992), 
and Vidal et al.(1995). Vidal's model has been applied considering a Rayleigh 
wave height distribution; therefore, the model may be considered an upper 
limit of the armor damage as function of the number of waves of a given sea 
state. The models compared in Fig. 1 have different variables and 
assumptions; the relative armor damages, D(N)/D(1000), have been calculated 
referring the damage estimated by each model to the damage estimation for 
1,000 waves in deep water conditions. 
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Figure 1.- Armor Damage as Function of Storm Duration. 

16000 

Variability of Variance 
The stationarity of the process is a basic assumption of most methods 

for analyzing breakwater stability; however, although the random sea waves 
were stationary, the significant wave height shows a natural variability that 
increases when spectral peakedness increases and record length decreases. 
Therefore, the storm duration affects not only the expected armor damage but 
also the variability. According to Medina and Hudspeth(1987), the coeficient of 
variation of Hm0 is given by 

CV(Hm0) 
\ 8 N 

(1) 

in which Qe is the spectral peakedness parameter given by 

2m, 

m„ 
f,m" Sn

2(f) df (2) 

in which Sn(f) is the variance spectrum, and m0 and m, are the zeroeth and first 
spectral moments respectively. Assuming a perfect stationarity of the process, 
the variable H10 of finite records of 1,000 waves, {H10}1000, is a Gaussian 
random variable; therefore, the maximum {H10}1000 increases when the storm 
duration increases so do the corresponding armor damage (see Medina et al., 
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1994) according to 

"10 

H„ 1.6 (3) 

in which H10=1.27 Hm0>Hd, Hd is the design wave height, and D is the armor 
damage. Eq. 3 fits the failure data given by the SPM(1984) and may be 
considered a reasonable good approximation for estimating damages of tests 
with wave runs around 1,000 waves. For very long wave runs, it may be 
reasonable to select the highest {H10}1000 to estimate the damage according to 
Eq. 3. 

Fig. 2 shows the relative damage corresponding to the highest {H10}1000 

when the storm duration increases up to N=16,000 waves; the values of the 
spectral peakedness parameter Qe= 2.3, 4.4, and 6.2 correspond to the 
JONSWAP spectral shapes y=1, 5, and 10 and are related to different wave 
grouping characteristics (see Medina and Hudspeth, 1990). The variability of 
variance increases significantly the expected damage, but far below that 
observed in Fig. 1. 
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Figure 2.- Effect of Variability of Variance on Expected Armor Damage. 
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WAVE CLIMATE SIMULATION 
The quantitative estimation of storm-induced beach change, as function 

of the time-dependent forcing conditions, has proved to be a powerful 
technique that may be applied in project designing of coastal structures. The 
basic input of the numerical models for simulating beach profile changes are 
the evolution in time of the wave climate variables. By analogy, it is reasonable 
to consider that reliable models for quantitative estimation of armor damage as 
function of the time-dependent forcing conditions will be developed in the near 
future. In this scenario, new wave climate models will be necessary to provide 
the appropriate input variables as do the wave climate simulators. 

Fig. 3 shows a typical wave climate simulation corresponding to the first 
hours of the year on the coast of Oregon, according to Medina et al.(1991). The 
nonstationarity is significant for periods as short as 3 hours (N<1,000 waves). 
The correlation coefficient of Oregon, rHH(3) =[rHH(6)]1/z =+0.92, is similar to the 
[rHH(6)]1/2 given by Rossouw(1988) for the South African coast, slightly lower 
than the rHH(3) =+0.94 given by Bettencourt et al.(1995) for the coast of 
Portugal, but higher than the rHH(3) =+0.89 calculated for the coast of Valencia 
with shorter fetchs in the Western Mediterranean. Therefore, the actual 
problem is not to estimate the armor damage corresponding to a given design 
storm, D[Hm0,T01,N], but to estimate the evolution in time of damage for 
nonstationary processes, D[{Hm0,T01}(t)]. 
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Armor Damage Models for Nonstationary Processes 
The armor damage models compared in Fig. 1 are based on different 

assumptions, some of them unappropriate for nonstationary processes. The 
design method proposed by SPM(1984) is based on a wide range of laboratory 
tests only with regular waves; the extrapolation to random waves has been 
changing in time with HD=0=HS proposed by SPM(1975), and HD=0=H10 proposed 
ten years later by SPM(1984). In deep water conditions, the storm duration 
obviously affects the armor damage, because changes both the expected 
largest wave and the number of waves above any threshold level; therefore, 
armor damage must increase when storm duration increases, and no fixed 
equivalence independent of duration exists between regular waves and random 
waves. 

The models proposed by Van der Meer(1988) and Smith et al.(1992) are 
based on laboratory tests only with random waves; both have an equilibrium 
limit for the armor damage under random wave attack in stationary conditions. 
However, armor damage must increase when storm duration increases for the 
reasons given above; therefore, no equilibrium limit is acceptable for random 
waves in deep water conditions. The empirical model of Medina and 
McDougal(1990) based on the Van der Meer's results avoid this problem but 
is difficult to be applied to nostationary processes. 

The method proposed by Teisson(1990), based on the test results with 
random waves given by Lepetit and Feuillet(1979) is directly aplicable to 
nonstationary processes. The design wave height, HD, producing similar 
damages with regular waves is 

HD - 1.18 H1/3 t
0095 (4) 

in which HD and H1/3 are given in meters and t in hours. For rubblemound 
breakwaters and nonstationary process the damage is calculated according to: 

D(t) = 0.706 (E^^At)]10" At)037       ; t = £  At (5) 

in which At is small enough to admit the nonstationary process correctly 
composed by a succesion of short stationary sea states characterized by H1/3. 

Vidal et al.(1995) proposed the use of the average height of the Nw=100 
largest waves in a sea state, as the characteristic wave height which take into 
consideration both the intensity and duration of the sea state. Although these 
authors indicated that the most suitable value of Nw is still a subject of 
continuing research, their method may easily be applied to nonstationary 
processes. The armor damage would then be related to the average of the 
highest Nw waves in the storm, whatever was the evolution of the significant 
wave height in time during the storm. 
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Any rational model to estimate the evolution in time of the armor damage 
of rubblemound breakwaters in deep water conditions should fit reasonably well 
the existing test results with regular and random waves. Therefore, the 
following necessary conditions for acceptability of an armor damage model 
applicable to nonstationary processes are: 
(1) Under regular wave attack, the maximum damage must be limited by the 
existence of an equilibrium profile, D(H,T,N)<D0(H,T). 
(2) The maximim damage under regular waves may be approximated (if wave 
periods are not considered) by Eq. 3. 
(3) There is no equilibrium profile under random wave attack in deep waters; 
the damage must grow with the storm duration without any limit. 
(4) The armor damage should be insensitive to the waves below some 
threshold level related to the design wave height, Hi<Hd; only the large waves 
are relevant to the armor damage. 
(5) The characteristics of a few highest waves should have a significant effect 
on the armor damage. 
(6) The method must be aplicable to nonstationary processes where the 
characteristics of the sea states are continuously changing in time. 

Only Teisson's model, based on hypothesis of equivalence for damages, 
and Vidal's model, based on a parameter Nw=100 not well justified, may be 
applied to nonstationary processes and accomplish most of the necessary 
conditions given above. Laboratory test are rarely conducted considering 
nonstationarity; furthermore, long runs in wave flumes have a low reliability 
because of the difficulty in controlling the stochastic structure of random waves 
for a long time. As a result, the overall quality of data suporting the models 
compared in Fig. 1 has to be considered low, because observations are 
partially contaminated by assumptions not compatible with the necessary 
conditions given above. 

Exponential Model on Individual Waves 
A simple method that accomplish the six conditions given above is the 

exponential model applied on individual waves. The exponential model is 
normally used for describing events occurring at random time with a constant 
future lifetime, and in life-testing applications. The evolution of damage of the 
armor layer of a rubblemound breakwater in deep waters shows some of the 
characteristics suitable for the exponential model. 

The exponential model for regular waves may be described by 

D(H,T,N) = D0(H,T)[1- exp(- k N)]     ;      k = —L- (6) 
n63 /a 

in which n63% is the number of waves that causes 63% of damage in a regular 
wave attack. Fig. 4 shows the evolution of damage in time, under regular 
waves, corresponding to the exponential model. 
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100 
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Figure 4.- Parameter n63% Controlling the Evolution of Damage in Time. 

The exponential model for random waves requires first the identification 
of the individual waves, {H;,T;}, in a continuous record. In this paper, the orbital 
criterion proposed by Gimenez et al.(1994) has been selected. The model 
could be extended to both wave heights and periods; a simplified version 
considering only wave heights may be descibed by 

Di  =   DM 

D.  -   Dl-1 

(       1       ) 
, n63%, 

[D0(H,)     DM]     if   D0(H,)>DM (7a) 

if   D0(H,)<DM     or     H,< Hm|„ (7b) 

in which D0(H|)=1.6 (H/Hd)5. Eqs.7 are the discrete derivative version of Eq. 6, 
if wave periods are not included in the armor damage model. The different 
armor damage models were compared on the basis of numerical simulations 
and the orbital criterion shown by Gimenez et al.(1994). Fig. 5 shows the 
evolution of damage corresponding to the exponential model with n63% 
ranging from 10 to 40, compared to the estimations given by the models of 
Teisson(1990) and Smith et al.(1992). Teisson's model gives similar results to 
the exponential model with n63%=30; on the contrary, Smith's model shows 
radically different results. On the other hand, Fig. 6 compares the exponential 
model and the model of Vidal et al.(1995). 



WAVE CLIMATE SIMULATION 1797 

10 

0) 
O) cc 
E 
CO 
a 
u 
o 
E 

1 
1E2 1E3 1E4 1E5 

Number of Waves, N 

Figure 5.- Damage Estimations Compared to Teisson's and Smith's Models. 
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Figure 6.- Damage Estimations Compared to Vidal's Model. 

The results provided by the exponential and Vidal's model for N>5,000 
waves suggest that only the largest waves in a record are relevant to estimate 
armor damages. Fig.7 shows the sensitivity of the armor damage estimated by 
the exponential model to the threshold level Hmin of Eq. 7b. The significance of 
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damages caused by the lowest waves (H;<Hmin) in a storm decreases when the 
storm duration increases. Considering the exponential model with n63%=30, 
95% of damage are produced by less than 1 % of the highest waves in a 
random wave train of 10,000 waves. 
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Example:    Partial Damages on the Zierbana Breakwater in the Port of 
Bilbao (Spain) under Construction During February 1996. 

The development of the Port of Bilbao in the outer Abra is described by 
Losada et al.(1996). The Zierbana Breakwater under construction in 1996 was 
partially damaged in February 1996. The part of the breakwater with the armor 
completed with the 100 tn concrete blocks was not damaged; on the contrary, 
the advanced part of the breakwater protected only with the secondary layer 
of 8 tn concrete bocks collapsed. Additionally, the crane used for installing the 
armor units was lost in the storm. 

Uzcanga and Gonzalez(1992) describe the technical and aconomic 
design criteria and laboratory tests conducted to justify the breakwater design 
under construction. Taking into consideration the technical information given 
by the above mentioned authors, the data provided by the waverider buoy 
operating during the peak of the storm (7-8 February 1996), and the 
observation of armor damages in different parts of the breakwater, the 
Zierbana case has been selected to show the possible applications of the 
exponential model to the analysis of the evolution of the armor damage. 
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Fig. 8 shows the evolution in time of the Hm0and T01 measured by the 
waverider buoy off Bilbao during the damaging storm in February 1996. The 
wave measurements were taken at one hour interval (about 300 waves/hour), 
the peak of the storm had about 1,000 waves with Hm0 = 8 meters and T01 = 12 
sec; according to Fig. 7, more than 95% of damage is caused by Hs >1.2 Hm0 

« 9.6 meters. The maximum individual wave height is expected to be 
(H•*)-1 -7 Hmo; therefore, the minimun Hm0 significant for estimating the armor 
damage is (Hm0)min~ 9.6/1.7 = 5.6 meters. Therefore, the damages are expected 
to be suffered between the 15:00 p.m. (7 Feb 96) and 7:00 a.m. (8 Feb 96) 
with a probable maximum wave height of 15 meters. 
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Figure 8.- Evolution of Hm0 and T01 (7-8 February 1996) 

Considering the evolution in time of Hm0 and T01 given in Fig. 8, and the 
numerical simulations described by Gimenez et al.(1994) used in Figs. 5 and 
6, it is possible to estimate the evolution in time of the damage on the armor 
layer aplying the exponential model described previously. The technical 
information provided by Uzcanga en Gonzalez(1992) are used to link the 
waverider measurements and structural response to the wave characteristics. 
Fig. 9 shows the estimations of the armor damage evolution in time considering 
the exponential model on individual waves with n63%=30, and three different 
armor blocks (W= 8 tn, 16 tn and 100 tn). The model predicts only minor 
damages on the armor of 100 tn blocks, and total destruction of the armor of 
8 tn, in agreement to what was observed in the Zierbana Breakwater. 
According to the exponential model, a secondary layer of more than 16 tn was 
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necessary to resist the wave storm measured during February 1996. 

0 20 4 8 12 16 
time(hours) 

Figure 9.- Estimation of the Evolution in Time of the Armor Damage. 

The damages caused in the Zierbana Breakwater suggest the need of 
re-analyzing the risk associated with the construction during winter months. 
Considereing the measurements given by the Bilbao waverider buoy before 
1991, ROM 0.3-91 (1992) provides an estimation of R=7 years (R=3 years is the 
90% confidence band limit) for a wave storm of Hs=8 meters. However, it is 
possible to apply the method given by Rossouw and Medina(1996) to estimate 
the risk associated with each month independently. Taking into consideration 
the wave measurements before 1994, and based only on the monthly average 
and standard deviations, it is possible to estimate the intensity of the storm 
having a 10% and 2% annual risk of being overpassed during a specific month. 
Fig. 10 describes the monthly average, E[Hm0], the monthly standard deviation, 
std[Hm0], and the Hm0 (storm duration: Dt = 3 hours) having 10% and 2% annual 
risk (R=10 and R=50) of being overpassed during each month. 

According to Fig. 10, during the months of December and February it is 
probable to suffer a wave storm of Hm0 =8 meters (1/R~ 10% each month) while 
there is a low additional risk during January, March, April, October, and 
November (1/R~2% each month). The total annual risk of the event {Hm0=8 
meters, Dt = 3 hours} is approximately 30%; therefore, the damaging storm 
measured by the waverider buoy off Bilbao shown in Fig. 8 (Hm0 ~8 meters, Dt 
= 3 hours) was likely to happen during the four year construction period of the 
Zierbana Breakwater. Furthermore, February is the most risky month to work 
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with partially protected breakwater during construction. The failure of the 
forecasting system used in Bilbao during construcction may be responsible for 
loosing the main crane, able to place the 100 tn blocks at 50 meters; however, 
from the climatic point of view, it is difficult to justify the work in February. 

0 4 10 12 6 8 
months 

Figure 10.- Characteristics of the Wave Climate in the Coast of Bilbao. 

CONCLUSIONS 
New models for describing the armor damage evolution in time have to 

be developed. Existing D(N) models are not appropriate to be applied for 
nonstationary stochastic models which are the most adequate for modelling 
real waves. The models must accomplish four basic conditions: (l)unlimited 
damage if unlimited duration, (2)unsensitive to characteristics of waves below 
a threshold level, (3)higher relative effect associated with the largest waves, 
and (4)simple to be applied to nonstationary stochastic models. 
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CHAPTER 140 

INCIPIENT MOTION OF BREAKWATER ARMOR UNITS 

J. A. Melby1, M. ASCE, and N. Kobayashi2, M. ASCE 

ABSTRACT 
This paper describes observations made of incipient motion on both stone and sphere armor 
layers. Velocity measurements were made during these experiments both inside and just 
outside the armor layer. It is shown that the vertical convective acceleration across the armor 
layer is proportional to the square of the vertical velocity. An incipient lifting motion 
criterion is derived based on Morison forcing for the dominant mode of motion: vertical lift 
under the steep breaking-wave face. The experimental observations and measurements are 
used to validate the incipient motion criterion for breakwater armor. 

1 INTRODUCTION 
Extensive research on breakwater armor stability has produced many empirical stability 
models. These models predict minor damage reasonably well. Many investigations 
have also quantified the wave forces on undamaged armor; and these force 
measurements have been used to compute more explicit stability criteria. But few 
studies have been done to observe and quantify the wave and structure conditions under 
which armor just begins to move, i.e. incipient armor motion. 

The Iribarren (1938), Hudson (1958), and other empirical armor stability models 
are based on a free body analysis of an armor unit undergoing forcing due to breaking 
waves. Early stability models assumed the principle wave force was 1) due to down- 
or up-rush on an unsheltered and unrestrained unit, 2) drag dominance, and 3) that the 
drag force would be critical if the maximum horizontal fluid velocity was used, which 
was considered to be proportional to the incident wave celerity. But for an intact 
structure and prior to initiation of incipient motion, the armor units are typically 
partially hidden and restrained from up or down slope movement; so lift, inertia, and 
convection across the armor layer must be considered. Moreover, Sawaragi et. al. 
(1982) showed that the maximum fluid velocity on a rubble mound was not necessarily 
proportional to the wave celerity. Sigurdsson (1962) made force measurements on 
sphere armor at extremely steep slopes with an impermeable underlayer and with no 
underlayer and derived incipient equations of motion; but concluded by stating that the 
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dominant mechanism of initiation of armor motion was still unknown and required 
further investigation. Although many authors have discussed wave kinematics and 
dynamics on armor layers and the resulting forces, including Mizutani et. al (1992), 
Torum and van Gent (1992), Torum (1994), and Cornett and Mansard (1994), there 
have been few observations of incipient movement of armor units discussed in the 
literature. As such, the relationships between incipient motion, wave kinematics, and 
forces on armor units is still unknown. 

Kobayashi et al. (1990) presented a numerical model for predicting the 
displacement of armor on a traditional rubble mound. The shallow water wave model 
interacted with a permeable flow model and hydrodynamic drag, inertia, and lift forces 
were computed using a Morison type of formulation (Morison et al. 1950). The model 
was limited to forces parallel to the structure because the hydrodynamics were one- 
dimensional vertically averaged. Torum and van Gent (1992) discussed a similar model 
and compared it to velocity measurements above a berm breakwater. Torum (1994) 
discussed the measurements further. Although two dimensional velocities were 
measured, vertical flow in the breaking wave was not modeled numerically. In 
addition, Torum noted that the inertial force was not well defined by the traditional 
inertia term of the Morison equation. Cornett and Mansard (1994) described an 
experiment where forces were measured on a panel of stones. This approach was 
unique and yielded insight into the average frictional force on sections of the armor 
layer. The results were used to develop a stability model for armor sliding. 

The present article discusses a series of physical model experiments to identify and 
develop predictive models for breakwater armor incipient motion and to relate this 
motion to existing empirical stability relationships. The experiments were done in 
wave flumes at the Waterways Experiment Station in Vicksburg, Mississippi. The first 
experiment consisted of measuring wave-induced fluid velocities on and within the 
armor layer and runup/down. In addition, free surface oscillations were measured while 
observing armor motion on stone and Core-Loc armor. The observations from this 
early study led to an incipient motion experiment using a fixed-sphere armor layer with 
several loose spheres placed at various depths within the armor layer. A dominant 
incipient armor motion mode and predictive stability equation were verified. 

EXPERIMENTAL SETUP 
The initial experiments were conducted to determine the nature of armor incipient 
motion and surrounding flow. The instrumentation included a laser Doppler 
velocimeter (LDV), high resolution video, and runup and vertical free-surface-piercing 
gages near and within the armor layer. The experiments discussed herein were all 
carried out using regular monochromatic waves. The analysis techniques were done 
using short segments of between five and ten uniform waves to develop clear 
relationships between wave parameters and armor motion. 

The primary study was done in a 46m long by 0.46m wide by lm deep flume, with 
an offshore slope of 1V:30H. A conventional rubble mound cross section was 
constructed with various seaward slopes and armor types (Figure 1). Table 1 lists the 
different test plans. In this paper, only the sphere and stone armor plans will be 
discussed (Test Plans 3 and 4). Velocity measurements, sampled at 100 hz, were made 
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throughout the water column from the toe to two armor dimensions above the still water 
level. The ranges of physical quantities and common dimensionless parameters for 
plans 3 and 4 are listed in Table 2. 

Sea Side 14 cm Harbor Side 
W^ = 250 g 

Figure 1. Definition sketch for typical structure profile. 

Table 1. Experimental Plans 

Plan Armor 
Type 

Armor 
Weight 

W,g 

Nominal 
Armor Dia. 
on=(vr 

cm 

Struc- 
ture 

Slope, 
cot9 

Off- 
shore 
Slope 
cot ct 

Runup 
down 
Meas. 

Force 
Meas. 

1 Core-Loc 220 4.6 1.33 100 no no 

2 Core-Loc 105 3.6 1.5 20 no no 

3 Stone 200 4.6 2.0 30 yes no 

4 Sphere 58 3.8 2.0 30 yes no 

5 Sphere 212 5.6 2.0 30 yes yes 
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Table 2. Ranges of Measured Physical Quantities and Common Dimensionless 
Parameters for Plans 3 and 4 

Parameter Range 

Wave height at toe, H, 2.4 to 18 cm 

Wave period, T 0.75 to 4.0 sec 

Water depth at toe, dt 15 to 24 cm 

Wave steepness, Sz = H, / L0 

L0 = deepwater wave length 
0.007 to 0.1 

Surf similarity parameter, E, = tan a/(H/L0)"
2 

tan a = 1/30 = beach slope 
0.1 to 1.4 

Surf similarity parameter, £ = tan 0/(Ht/Lo)"
2 

tan 0=1/2 = structure slope 
1.5 to 21 

Relative depth, d/L0 0.009 to 0.28 

Relative wave height, H/d, 0.06 to 0.88 

The LDV was a two-watt argon-ion two-component device assembled by the 
Dantec Corporation. The version used works in the back scatter mode using a non- 
intrusive probe which contains both the emission and receiving optics. The benefits of 
this device included nonintrusive measurements, small measurement volume, clean 
drop outs, high sampling rate, and no required calibration. The LDV is unique in that 
the probe can be pointed through the glass flume wall into the voids within the armor 
layer and allow measurements of the internal flow within the porous media. Many of 
the voids are more than a nominal armor diameter deep so the measurements can be 
made outside the flume wall boundary layer. One drawback to the LDV is it requires 
a full time operator with continuous attention to detail. Also, because of the small 
measurement volume, small changes in measurement location often yield large 
variations in measured velocities, especially near or within the breakwater armor layer. 
Therefore, the instrument requires many measurements to map the flow field. So data 
analysis requirements were substantial for this experiment. 

The wave heights were determined using free surface measurements from a 
capacitance-type gage positioned at the location of the structure toe with no structure 
in place. Synthetic rubberized horse-hair mats were placed landward of the structure 
location to absorb the waves. The sampling rate for free surface measurements was 20 
hz. The zero-downcrossing wave height was computed as the average height from a 
burst of approximately ten regular waves. 

INCIPIENT MOTION OBSERVATIONS 
Several dominant incipient motion modes were identified during the stone stability 
experiment in Plan 3, Table 1.  The following descriptions pertain to initial armor 
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motion on an intact, as- built structure. Rolling was the only mode of motion for 
stones on the toe. Although both onshore and offshore motion was observed, the toe 
units always moved out of the layer in the onshore direction. For upslope armor, armor 
near the still water level was more likely to displace than armor in other areas. This 
appeared to be due to the fact that the armor was loosened in this area due to high 
velocities in the breaking wave jet. Once loosened, the motion would depend on the 
armor shape and its position. If the armor shape was flat, then the armor unit would 
flop back and forth until it rolled out of the armor layer, generally rolling upslope 
during uprush. If the armor shape was rounded, which was normally the case, the armor 
units would jump vertically under the steep wave face if the wave was severely 
plunging or collapsing. If the wave was surging, then loose units would only be 
displaced if they were exposed. There did not appear to be sufficient lift in downrush 
or uprush flows along the armor layer to displace the stones unless they were odd 
shaped (flat). The only displacement mechanism observed for rounded stones 
sufficiently hidden in the armor layer was uplift under the steep wave face. 

These observations indicated that a fluid velocity or acceleration component in the 
vertical direction is normally required to initiate armor motion for hidden armor units. 
Additionally, this early qualitative study indicated that, for a wave of given energy, 
incipient motion was primarily influenced by wave shape, stone position, stone 
exposure, and stone looseness. 

EXPERIMENTAL MEASUREMENTS 
Throughout the experiments, vertical and horizontal wave velocities were measured in 
the vicinity of the armor layer. Figure 2 shows typical time series of the horizontal and 
vertical velocities on the structure. The sign convention was such that the horizontal 
velocity was positive seaward while the vertical velocity is positive upward. Note that 
the horizontal velocity amplitudes are very regular while the vertical velocity typically 
varies considerably. Figure 3 shows a velocity vector time series over one wave period, 
measured just above the armor layer one-third of the depth down from the still water 
level, and the wave profile at the point of maximum vertical velocity. The plot shows 
a large vertical velocity vector just below the steep wave front. Observed maximum 
stone movement for this wave profile position is also shown. Figure 4 shows an 
example of vertical velocities outside and inside the armor layer. The measurement 
locations for these time series are shown in Figure 5, where the structure slope is 
IV: 2H. Here it is clear that the velocities within the armor layer are highly irregular 
due to turbulence. 
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Figure 2. Velocity time series for one wave period, H, = 12cm, T=l sec, d, = 24 cm. 
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Figure 3. Velocity vector for one wave period for armor lifting. 
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Figure 4. Vertical velocity time series outside and inside the armor layer 

Figure 5. Measurement locations for vertical velocities shown in Figure 4. 



1810 COASTAL ENGINEERING 1996 

Figure 6 shows a typical plot of vertical velocity v,/3/(gHt)
1/2, measured just above 

the armor layer at various depths, versus the square root of wave steepness, where v1/3 

is the average of the highest one-third peak velocities, g the gravitational acceleration, 
Ht the toe wave height, structure slope = 1V:2H, and L0 the deep water wave length. 
For simplicity, v is used instead of v1/3 in Figure 6 and hereafter. Relative laser depth, 
rd, is the ratio of the depth of the laser to the depth at the toe, measured from the still 
water level. As noted by Sawaragi et al. (1982), maximum non-dimensional velocities 
commonly occurred for collapsing to plunging breaking waves. The peak vertical 
velocities for given wave period decreased downward with increase of rd in this figure. 

0.6 

0.5 

0.4 

> 1^0.3 

0.2 j- 

0.1 

0 

toe depth = 24 cm 

W0* 
° T=1, rd=0.36 - T=2, rd=0.36 ° T=1, rd=0.5 
• T=2, rd=0.5   * T=1, rd=0.7   * T=2, rd=0.7 

0        0.05      0.1       0.15      0.2      0.25      0.3 

Figure 6. Maximum vertical velocity versus the square root of wave steepness for wave 
periods T = 1 and 2 s and relative depths rd = 0.36,0.5, and 0.7. 

INCIPIENT MOTION PREDICTION 
The previous experimental results indicated that one of the dominant incipient motion 
modes was due to the vertical force occurring under the steep wave front. The balance 
of forces for vertical incipient armor motion with no external restraints yields the 
equality between the submerged armor weight and the vertical fluid force; W = Fv. The 
vertical force at the steep wave front can be described by the Morison equation 
(Morison et al. 1950). 

F = 
2      D pVC, mdt (1) 

where p = fluid density, A = cross sectional area of armor unit in direction of flow, 
CD = drag coefficient, v = peak vertical velocity just above the armor layer as plotted 
in Figure 6, V = armor unit volume, Cm = inertia coefficient, and dv/dt = total fluid 
acceleration.  The drag force can be expressed as a function of the armor nominal 
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diameter, Dn, by introducing an armor shape factor, KA, as follows 

A = K.D* A     n (2) 

The drag force in (1) is then given by 

FD = pO,!C;vJ ;   C'D = ^ (3) 

where the nominal diameter is defined as 

D. = F" <W 

1', 
(4) 

where W = armor weight, V = armor volume, and yr= armor specific weight. 
At the point of maximum vertical fluid velocity, the local vertical fluid acceleration, 

dv/3t, and horizontal velocity, u, are negligible. As such, the total acceleration reduces 
to a convective term. 

dv       dv       dv\ dv 
— + u— + v—       ~ v— (5) 

where x = horizontal coordinate and y = vertical coordinate. If we assume the 
convective acceleration across the armor layer to vary linearly vertically, then the 
acceleration can be expressed as 

(6) 

where Y^. is an empirical coefficient on the order of unity. The maximum inertial fluid 
force in (1) can thus be reduced to 

V'   „2 F, = pD.C v (7) 

with 



1812 COASTAL ENGINEERING 1996 

C"   = KC m cm (8) 

Substituting (3) and (7) into the stability criterion W = Fv with W = pg(Sr-l)Dn
3 yields 

a stability relation in form similar to Shields criterion for the initiation of motion of 
sediment particles 

<P'D+cy (9) D„g(SA) 

where Sr = armor specific gravity, g = acceleration of gravity, and vc = critical vertical 
velocity at which armor just begins to lift. In terms of Ns = armor stability number, (9) 
becomes 

where Hc = critical wave height at toe. It is interesting to note that the stability number 
is primarily a function of the Froude number, vc / (gHc)"

2. This formula ties the 
traditional stability relations to local vertical velocity measurements. 

Based on results of detailed velocity measurements in the interior and just outside 
the armor layer, the vertical velocity gradient was found to be proportional to the ratio 
of the vertical velocity and the armor diameter, as assumed in (6). This is shown in 
Figure 7 for a typical case. The empirical convection coefficient is Kc = 0.67 for these 
tests. 

The drag and inertia coefficients can be more accurately defined if we assume 
spherical armor. Based on previous studies of forces on armor by Mizutani et al. (1992) 
and Torum (1994), reasonable estimates for drag and inertia coefficients are CD = 0.8 
and Cm = 0.4 yielding 

C'D = -±-± * 0.5     {KA = 1.21) (11) 

C'm = KC
m * 03     (Kc = 0.67) (12) 

where KA = 1.21 corresponds to a sphere.  The critical vertical velocity, vc, for the 
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incipient vertical armor movement reduces to 

£U(s-D 
= 1.3 (13) 

where the critical vertical velocity, vc, depends on the nominal diameter, Dn, and the 
specific gravity, Sr, only, for a loose armor unit. 

• 
- Kc = 0.67 

W 
_ •   /^ 

rJ=J/" • 

1                                        1 i 

10 

dv 
dy 

Figure 7. Vertical variation of vertical velocity under steep wave front. 

Plan 4 in Table 1 was designed to test the above criterion. For Plan 4, the armor 
layer was constructed using silicon rubber spheres which were glued together and 
attached to an inflexible yet porous metal mat. The metal mat was placed directly on the 
underlayer and fixed to the flume walls. Several loose concrete spheres were placed in 
the armor layer along a line from above the still water level down to the toe. Each two 
loose spheres were separated by two glued spheres so that there was no interaction 
between loose spheres. The sphere layer of Plan 4 was constructed to have the 
minimum porosity of 0.33. 

For Plan 4, the loose spheres would not move under any conditions unless they 
were slightly raised in the armor layer. This was accomplished by placing a 0.5-cm- 
thick washer under each sphere. The primary effect of this was to raise the porosity 
surrounding the loose sphere slightly, providing a path for water motion under the 
sphere. The only motion observed for the raised loose spheres was vertical motion 
under the steep wave front, following a slightly elliptical path, and landing back in their 
hole after the wave front passed. For tests with vertical velocities corresponding to the 
critical value, the spheres were just lifting off. For the larger vertical velocities, the 
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spheres were lifting entirely out of their initial holes, but settling back into their holes. 
Spheres at a depth of one-third the toe depth were the most mobile while spheres at the 
still water level were somewhat less mobile. This movement corresponded to the 
variation of the vertical velocities in the water column as shown in Figure 6. Figure 8 
shows the incipient motion criterion versus wave steepness for Plan 4 using a few 
representative points from each motion category. The dark horizontal line represents 
the theoretical incipient motion criteria while the velocity measurements are represented 
by the dark dots. Observed movement is noted for each data point. For the drag and 
inertia coefficients selected, the incipient motion criteria agrees quite well with the 
observed movement. 

>, 1.2 
-f-» 

o o 1 
<D 
> 
"oi 0.8 
o 

-»—• 

O 0.6 

3 0.4 
•*—• o 
< 0.2 

J- 

1 = sphere lifting 
r ;= sphere rolling 
s = sphere stationary 

H 1 1 1 1 1 1 h 

0 0.02        0.04        0.06 
H/Lo 

0.08 0.1 

Figure 8. Incipient motion criterion versus wave steepness 

CONCLUSIONS 
Experiments on incipient motion of breakwater armor showed several modes of 
displacement. One dominant mode was due to vertical wave forces which are shown 
to occur at the point of maximum vertical velocity under the steep wave front. A 
simple relation was derived assuming a Morison-like wave force balanced by the armor 
unit submerged weight. The wave force model was composed of drag, due to the 
maximum vertical velocities, and inertia, due to the vertical convective accelerations. 
The maximum vertical convective acceleration is shown to be roughly linearly related 
to the square of the velocity, which puts the inertial force term into the same form as 
the drag term. The resulting incipient motion stability relation is similar in form to the 
Shields sediment motion criteria. Further, when expressed as a traditional stability 
number, incipient motion is shown to be a function of the Froude number, v/(gH)"2. 
The incipient motion criterion is shown to predict the incipient motion of spheres well 
for the conditions tested. 
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OVERTOPPING REDUCTION IN CROWNWALL DESIGN 
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1. ABSTRACT 

This study for overtopping reduction in 
crownwall design presents several results of 2D 
(wave flume) and 3D (wave basin) tests on 
irregular wave overtopping of different 
configurations for breakwater sections were 
obtained by the Applied Hydrodynamics Institute 
(INHA) in order to improve the design of the 
small-craft harbour at San Sebastian in the North 
of Spain (fig.l). 

San Sebastian is one of the most well-known and 
beautiful tourist cities in Europe and for that 
reason aesthetic as well as environmental aspects 
of construction had to be taken into account. 
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2. INTRODUCTION 

The San Sebastian harbour (fig.2) was designed by Europrincipia in 1995. The 
harbour would like to become a centre of attraction to citizens and tourists, not 
merely a berthing area for vessels. For this reason the creation of a new shopping 
and recreational area and urban integration with the city, which is extended to the 
end of the harbour by a promenade, are some of the issues that have to be dealt 
with. 

Figure 2: Marina location 

From an engineering stand point the most important issue is, however, the wave 
climate, which is very severe in that area. The design incident wave height is 
Hs=10.5m at a depth of h=-20m and the average wave period is Tz=15s. The tidal 
regime in this area is hwtl=+4.8m and lwtl=0m. The water depth at the toe of the 
berm can reach -15m and therefore important non breaking waves can reach the 
structure. For this reason, and also because the visual impact of a very high 
crownwall to prevent overtopping would be of significant importance for the city, 
it was necessary to determine a freeboard height of the crownwall that agreed 
with both requirements. 

Some strategies for improving the performance of the main breakwater of San 
Sebastian harbour were therefore tested. 

The design of a recurved breakwater in plan view (Figure 3) resulted in a 
reduction of overtopping rates due to oblique wave attack as well as a reduction of 
wave induced forces in the crownwall. These results can be shown by comparing 
2D tests (straight breakwater) and 3D tests (curved breakwater). 
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3. PHYSICAL MODEL TESTS 

The 3D model tests were 
conducted in a wave basin 28m 
long, 23m wide and 1.2 m high at 
scale 1/50 and the 2D model tests 
were performed at a scale of 1/30 
in a wave flume with dimensions 
of 52m long, 1.8m wide and 2 m 
high. 

In both facilities, tests of irregular 
waves with a Jonswap type 
spectrum were considered. 

-iy/2o' 
with Sf =aHm

2T;*r5 exp[-1.25(rp/)~
4]rp[-(V 

 0.0624  
a~ 0.230+0.03367-0.185(1.9 + 7)"' 

(j = i     r ^ x       aa=0.07 and ob=0.09 

7=1.9 

The quantity fp is the frequency at the spectral peak and Tp is the inverse of fp 

with Tz = 1.37; 

The experiments were performed for 4 different water levels, and for 7 significant 
wave steps. 

The section that was compared in 2D and 3D experiments is the one shown in 
fig.8. (fourth alternative) with a toe depth of 13m. 
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4. STRATEGIES TO REDUCE OVERTOPPING 

The initial design (fig.4), almost a straight breakwater in plan view, was a stepped 
crownwall with height as reduced as possible in order to minimise visual impact. 
Rubble mound units were used instead of artificial blocks taking advantage of a 
nearby stone quarry which is able to provide parallelepipedic blocks of up to 70 
Tn perfectly cut with explosives. The main features of this initial configuration 
are: 

• Crownwall height: +14 m 

• Weight of slope rubble mound units : 27 Tn 

• Length of the berm: 45 m 

• Depth of the berm : -5.5 m 

• Weight of berm rubble mound units : 17 Tn. 

^z 

SCW I. ALTERNATIVA C 

Figure 4: Initial configuration .Stepped crownwall 

In order to analytically estimate the wave run-up and the overtopping rate several 
formulations were used. The initial configuration used the J.P. de Waal and J.W. 
van der Meer formula proposed in Coastal Engineering 1992. In this formula the 
expression that describes the average overtopping is an exponential function : 

Q 

Jgv) 
• = 8 10"5exp 3.1 

Ru2%-Rc 

H. 

where 

Ru2% 

H. 
" = 1-5 7/ Yh Yp £P,eq   

with a maximum of 3.0 yf, Yh, Yp 

The theoretical values obtained differed from the experimental ones. Some reasons 
for this can be : the stepped crownwall does not act like a rough slope and, 
moreover, the stepped crownwall design has a ramp effect, as was shown in the 
overtopping tests performed. 
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As soon as the experimental values did not reach the requirements, 4 strategies to 
reduce overtopping rates were evaluated: 

• To raise the height of the berm 

• Design a crownwall topped with a recurved wall 

• Raise the freeboard of the crownwall 

• Design a curved breakwater in plan view. 

These strategies were implemented in 4 new design alternatives. 

a)  First alternative: 

In this case, the strategy of raising the height of the berm up to the MWL has the 
effect of a reduction of the initial overtopping rate as can be seen in several 
experiments carried out recently by Van der Meer (1990). 

The average overtopping rates for the section described above were still 
unacceptable. The reasons for these high values of Qr were the relatively low 
freeboard and the ramp effect induced by the stepped crownwall. 

b) Second alternative: 

The second design alternative (fig.6) combines three more strategies in order to 
improve the overtopping rates: raise the freeboard, construct a recurved crownwall 
and ,finally, design a curved breakwater in plan view. 

Raising the freeboard of the crownwall has an immediate reductive effect as 
expected by theory. Considering the simplified theoretical model of Jensen and 
Juhl (1987) or Ahrens (1988), the overtopping rate Q is an exponential function of 
the dimensionless freeboard, F' = F/Hs, with F the freeboard of the structure and 
Hs the incident significant wave height. The limitation of this strategy is the 
visual   impact of construction, which should be kept to a minimum. 
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The construction of a crownwall topped with a recurved wall has also a beneficial 
effect. Experimental tests showed that overtopping rates are considerably reduced 
due to the effectiveness of the recurved wall. 

c) Third alternative: 

The third design alternative (fig.7) consisted of reducing the long berm at MWL 
and constructing a short berm high up the crownwall instead. For this 
configuration, as can be seen in figure 9, the overtopping rates increased again 

probably due to the fact that the recurved wall partially blocked by the berm is not 
effective enough from a hydraulic point of view. Therefore, the rubble mound 
berm in front of the recurved wall should not reach high up the wall, as in this case 
the small curve above would be ineffective. This means that the corresponding 
rubble mound slope produces a ramp effect on the waves, resulting in 
disappointing performance. 

d)Fourth alternative: 

The final section proposed, corresponding to the fourth alternative (fig.8), has the 
following characteristics: 

• Crownwall height: +16.5m 

• Weight of slope rubble mound units : 27 and 47 Tn 
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• Length of the berm: 45 m 

• Height of the berm : +7.5 m 

Figure 9 shows the results of Qr for the four alternatives. 

Overtopping Rate Qr 

1200 

7m 8m 9m 9,5m 
Hs(m) 

10m        10,5m 

-Alternative I :Stepped crownwall with fronting berm 
-Alternative 2: Recurved crownwall with fronting berm 
Alternative 3: Recurved crownwall partially blocked 
Alternative4:Rubble mound in front of recurved wall 

Figure 9: Overtopping results for 3D experiments. 
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5. COMPARISON BETWEEN 2D AND 3D RESULTS 

Up to now, nothing has been said about the effect of a curved breakwater in plan 
view on the reduction of overtopping. 

Figure 10: 3D model tests 

In order to assess such an effect, 
2D tests of alternative 4 were 
performed in a wave flume. 
Incidentally, stability tests of the 
crownwall were also performed 
in order to approve a final 
design of the breakwater. 

Figure 11 shows the good 
performance of the curved 
breakwater making the wave 
return seaward. 

Figure 12 shows the differences 
in overtopping reduction 
between a straight and a curved 
breakwater in plan view. 

Figure 11: 2D model tests 
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Overtopping Rate 
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Figure 12: Overtopping rate. Straight 2D breakwater vs. curved 3D 
breakwater 

Apart from possible scale or laboratory effects that may somewhat reduce the 
difference in the overtopping rate, the tests performed confirm that the curved 
breakwater considerably improves the hydrodynamic performance of the water 
flowing along the crownwall, reducing wave overtopping. 

All these results could be compared with some state of the art formulas for 
overtopping rates like for instance Van der Meer's. Unfortunately, the geometry 
did not meet the hypothesis or requirements to fit these formulas. 

6. CONCLUSIONS 
The laboratory tests conducted at INHA in Barcelona (Spain) with different 
configurations of the breakwater of San Sebastian have shown various alternatives 
as ways to reduce the overtopping rates. First of all, there is a more or less 
exponential relationship between dimentionless freeboard and overtopping. 
Moreover, the use of a rubble berm in front of the structure is also an 
improvement, as is the construction of a recurved crownwall of an appropriate 
shape. Finally, as determined by comparing wave flume tests with basin tests, the 
design of a curved breakwater in plan view instead of a straight one considerably 
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improves the hydrodynamic performance of the water flowing along the recurved 
wall and reduces wave overtopping. This series of strategies makes it possible to 
design an optimised breakwater compatible with the visual impact limitations of 
the site. 
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CHAPTER 142 

Stable Profiles of Reshaping Breakwaters 
with a Berm Below the Water Level 

C.I.Moutzouris 

Abstract 

An experimental study of breakwaters with an 
initially horizontal berm below the SWL was conducted 
in a wave flume. The study aimed at defining the shape 
and geometrical features of the adjusted stable 
profiles and at confirming the existence of a zone of 
non-significant profile adjustment below the initially 
flat and horizontal slope. 

Indroduction 

Berm breakwaters are increasingly recieving 
attention from researchers and practicing engineers 
(see f.i.van der Meer, 1988, Hall & Kao 1991, 
Tomasicchio et al., 1994, etc.), because they are 
considered to be economically attractive, to minimise 
rock movement and to reduce the time required for 
natural stability to be obtained. The concept of the 
berm is to pre-break incident waves further out and 
the stability is greatly enchanced due to waves 
breaking on a level surface instead of on a slope. As 
an almost general rule, the berm is placed slightly 
above the still water level (SWL), as it can be seen 
in Fig. 1. 

Although the existence of a berm above the SWL 
facilitates the position of construction equipment 

1 Professor, Laboratory of Harbour Works, Civil 
Engineering Department, National Technical University 
of Athens (NTUA), 5 Iroon Polytechniou Str., Zografou, 
15773 Athens, Greece 

1826 
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from Rauw, 1988 
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Figure 1. Typical breakwaters with a berm above the SWL 

physical evidence seems to indicate that in reshaping 
(or dynamically stable) breakwaters flat slopes form 
below the SWL. The model tests reported by Foster and 
Hall show that flatter slopes tend to develop in the 
area below the SWL, but above the level of the lowest 
wave rundown, which is an area of maximum hydrodynamic 
forces. It is, therefore, surprising that very little 
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data exist  on the response of profiles with a berm 
built below the SWL. 

An experimental study of breakwaters with an 
initially horizontal berm below the SWL was conducted 
in a wave flume of the Laboratory of Harbour Works, 
NTUA. The study aimed at defining the shape and 
geometrical features of the adjusted stable profiles 
and at confirming the existence of a zone of non- 
significant profile adjustment below the initially 
flat and horizontal slope. 

Experimental Conditions and Procedure 

The wave flume was 25m long and 0.6m wide. The 
wave generator was placed at one end of the flume and 
generated regular waves. Crushed stones with a 
density of ps = 2. 6t/m were used for the armour layer 
of the breakwaters. Nominal armour diameter Dn50 
defined as (W5o/ps) / where W5o is the 50% value of 
armour mass distribution, was equal to 3.5cm. 

A total of 2 58 experiments were carried out. The 
seaward slope underwent reshaping under the wave 
action until a stable (or final) profile developed. 
The influence of numerous initial conditions were 
examined, namely (see Fig.2 and Table l): initial berm 
height da and width b, water depth d, wave height and 
length H and L, respectively, initial slope of the 
armour layers in the upper and lower parts l:n and 
l:m, respectively. For comparison reasons numerous 
experiments with b = 0 (conventional breakwater or no 
berm conditions) were carried out.  Some experiments 
with a berm built above the SWL (da > d) were also 
performed. Finally, a number of experiments with an 
initially sloping berm (l:k) were executed. 

The stability (or mobility) number Ns defined as 
H/ADn50 ranged in all cases examined from 2 to 3.5, 
which indicates a conservative design of the initial 
profile. A is the boyant mass density. The ratio h/d 
ranged from 0.2 to 0.35 indicating rather shallow 
water conditions. 

The following geometrical features of the final 
profiles were measured (see Fig.3): slopes of the 
fronts and the berm, the final berm height d^, the 
height hc of the adjusted profile above the SWL, the 
length lc of the adjusted profile above the SWL and 
the height of the zone of non-significant profile 
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Figure 2. Definitions 

water depth at the structure toe 
d 

83 cm 

water depth at the orizontal berm 
(or berm height) 

da 

73, 83 and 91 cm 

berm width 
b 

0, 15, 30, 50 and 70cm 

initial slope of the armour layer 
UPPER PART 

1:n 
1 : 1.5 and 1 :2 

initial slope of the armour layer 
LOWER PART 

1:m 
1 : 5 and 1 : 8 

offshore wave length 
L 

231 and 307 cm 

H/L 0.05 to 0.12 
b/L 0 to 0.30 

wave height to water depth 
H/d 

0.20 to 0.35 
(Greek conditions) 

H/DnM 3.0 to 5.6 
stability number 
Ns =H/A* Dn50 

2 to 3.5 
(conservative design) 

Table 1. Initial conditions in the experiments 

adjustment dc.  Finally,  the shape of the adjusted 
seaward profile above and below the SWL were studied. 
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KL.T* d.= 75 cm , b=30 cm 1:1.5 
H=28 cm . L=3.07 m 
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b=15cm  da=83cm   L=3.07m   H=2Bcm 

Figure 3. Initial and final profiles 
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Results 

In the paper results from the experiments are 
presented on the following features of the reshaped 
and finally stable profile of the breakwaters: final 
slope of the initially horizontal berm, non- 
dimensional height of the zone of non-significant 
profile adjustment, non- dimensional height and length 
of the adjusted profile above and below the SWL, final 
berm height and finally shape of the profile above and 
below the SWL. 

Berms initially built horizontal tend to become 
sloping as a result of wave action, as it can be seen 
in Fig.4. In the present experiments it was found that 

Existing Harbor Bottom 
Elevation, 

Feet Abov« 
Lake Michigan 

Low Water Datum tLWOI 

from Montgomery et al., 1988 

COMPARISON or PROriLXS 

ORIGINAL    SLOPE 

QRCAKWAT 

CALCW.ATEO 

0.0       0.3       0.6       09 3-1        2.4        3.7 

from van Gent, 1995 

Figure 4. Sloping final berm 
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always the final (or stable) berm was curvilinear with 
a central part nearaly rectilinear. This central part 
was found to be almost always sloping with slopes 
ranging from 1:8 to 1:1 (vertical : horizontal). Most 
frequent final slopes were from 1:6 to 1:3. Slopes as 
steep as 1:2 or 1:1 were rare. No influence of the 
initial berm slope was detected (see Fig. 5). 
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E     si- 

Z       0 

initial slope 
2:3 

a      go 
• 
u      so 
c 
•       70 
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Ps-              C" 

o           >           » 

1          oi          p*          to          T 

i     S     S     5     5 

3       «0 

o        >° 
°       40 
0       30 
b 

•       20 

E      10 
3 
z      o 

O            I- 

Fl 

m       «        ^       m. 
i    S    3    5    * 
n a 1   slope 

initial slops 
1: 2 and 2:3 

Final slope 

Figure 5 . Slopes of the final berm 

A considerable part of the profile remained 
always as it was built and did not deform under the 
wave action. The so- called "zone of non 
significant profile adjustment" is the lower part of 
the seaward profile with a height above the flume bed 
equal to dc. The values of dc/d were found to range 
between 0.4 and 0.6 (see Fig.6). dc/d was increasing 
when the initial slope was decreasing and this could 
be explained as follows: Changes in the breakwater 
profile are mainly due to wave breaking. As it is 
known, steeper breakwater slopes lead to a higher 
degree of wave reflection and to less pronounced wave 
breaking, which explains the experimental result.  The 
initial height of the berm 
influence the ratio dc/d. 

was  not  found  to 

The conclusion that at least 40% of the height of 
the initial profile remains always stable and does not 
change is rather interesting. 
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Figure 6. Height of the zone of non-significant 
profile adjustment 



1834 COASTAL ENGINEERING 1996 

The height of the adjusted profile above the SWL 
was found to be strongly influenced by the width of 
the berm (see Fig. 7) . In the case of a conventional 
breakwater (no berm) hc was of the order of the 
deforming wave height (0.7 to 1.2 H) . When a berm 
70cm wide was present, hc decreased to less than half 
the wave height. This could be explained as follows: 
Waves break directly on the slope of a conventional 
breakwater and cause extensive deformation of the 
profile. A wide berm forces the waves to break 
further offshore and, therefore, the zone of 
deformation becomes smaller. 

Similar conclusions were drawn from the 
experimental results on the length lc of the 
adjusted profile above the SWL. lc was decreasing as 
the berm width was increasing. The wave length was in 
most cases in the order of 10 to 2 0 times the length 
of the adjusted profile (see Pig.8). Van der Meer 
(1988) proposed an empirical expression for lc. The 
present results concerning lc were not always in good 
agreement with van der Meer's lc,vM' 

The seaward profile of a berm breakwater is often 
predicted by simple models (f.i. van der Meer, 1988) 
based on physical model tests of the following type: 

y = axb       (1) 

where a and b are empirical coefficients. The present 
experiments showed that both the sections below and 
above the SWL of the deformed profile could be 
represented by an equation of the same type as 
equ.(1), namely: 

bi 
y = aix  for the section below the SWL 

and i>2 
Y = a2(~x)   f°r the section above the SWL 

The range of values of bi and b2 were as follows: 

bx = 0.70 to 1.15 

b2 = 0.98 to 1.12 

Table 2 contains the values of bi and b2 as found 
in the present experiments and as proposed by various 
authors. According to a PIANC report, for values of 
Ns lower than about 10 to 15 the prediction model of 
van der Meer seems to be less reliable than for larger 
values of NH. 
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Figure 7. Height of the adjusted prof ile above the SWL 
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Figure 9. Final profile above and below the SWL 

Researcher bl *>2 
Dean (1977) - 0.67 

Vellinga (1986) - 0.78 

Van der Meer (1988) 1.15 0.83 

Present experiments 

(a)l:n=l:m=l.5 and 1:2, 

l:k=0 (250 exper.) 

(b)l:n=l:2, l:m=l:1.5, 

l:k=0 (8 exper.) 

(c)l:n=1.5, l:m=l:2, 

l:k=0 (21exper.) 

(d)l:n=l:m=l:2, 

l:k=0 (84 exper.) 

(e)l:n=l:m=l:1.5, 

l:k=0 (112 exper.) 

(f)l:n=l:1.5, l:m=l:2, 

l:k=l:5 and 1:8 (8exper.) 

1.09 

1.00 

1.13 

0.99 

1.02 

0.74 

0.98 

1.12 

1.03 

1.05 

1.10 

Table 2 . Values of bl and b2 
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The range of values of a1 and a2 was rather broad. 
No conclusion could be drawn. 

The final height of the berm db is defined as the 
height above the flume bed of the center of the 
rectilinear part of the final sloping berm. db was 
always found to be in the order of 80% to 100% of the 
initial berm height da (see Fig.10). In many cases db 
was almost equal to da, which means that the final 
position of the berm did not change considerably in 
its central part. 

1.2 
1:n=1:m=1:2 1:n=1:m=1:1.5 
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"°0.6 

0.4 

->e -^ 

m=0.95 
• • 

m=0.95 
• 

20       40       60       80      100      120      140 

Number of experiments 

Figure 10. Final berm height 

Conclusions 

Some rather interesting conclusions are drawn 
from the results. The adjusted berm height was found 
to be in the order of 80% to 100% of the initial 
height. The height of the zone of non-significant 
profile adjustment was in all cases in the order of 
40% to 50% of the water height. 
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CHAPTER 143 

Experiments on a non-wave overtopping 
type seawall 

Keisuke Murakami* I.Inland Y.Kamikubo^ 

Abstract 

A new type of seawall is proposed in this study. The seawall has a deep 
circular arc cross section and allows no wave overtopping any more. The critical 
crest elevation of the seawall, which defined as the minimum crest elevation on 
which the wave overtopping dose not occur at all, is investigated through the 
wave tank experiments. The wave pressures and wave forces acting on the sea- 
wall are also measured, and the characteristics of the wave pressure distribution 
and wave forces are examined. 

1. Introduction 

The landward area of a seawall provides an excellent space for various use 
so long as it is protected from the wave overtopping. Recently, the coastal areas 
are planned for land use which is very sensitive to the spray falls such as the 
electronic power plant and the airport, and the very small quantity of the wave 
overtopping rate is allowed. Furthermore the reduction of the seawall height is 
also required to afford unobstructed view as well as to save the cost. Though 
some types of seawall were proposed for the purposes of the reduction of the rate 
of wave overtopping and the height of seawall (Inoue, 1974; Takata, 1979; Kono, 
1993), those could not release the land from hazard by the wave overtopping 
thoroughly. 

In this study, a new type of seawall is proposed ( referred as Flaring Shaped 
Seawall (FSS) ; see Fig.-l). The seawall has a deep circular arc cross section and 
no wave overtopping is allowed any more. The critical crest elevation of the FSS, 

'Research Associate, Dept. of Civil Eng.. Kyushu Univ., Fukuoka, 812-81, JAPAN 
* Professor. Ditto 
* Graduate Student, Ditto 
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Flaring Shaped 
Seawall 

Fig.-l: Conceptual sketch of the FSS 

which defined as the minimum crest elevation on which the wa.ve overtopping 
dose not occur at all, was investigated through wave tank experiments, and the 
required crest elevation which satisfies the non-wave overtopping condition was 
examined. The wave pressures and uplift wave forces acting on the FSS were 
also measured through wave tank experiments and characteristics of the wave 
pressure were discussed by classifying the wave colliding patterns in front of the 
FSS. 

2. Experimental conditions 

2.1 Measurement of the critical crest elevation 

As shown in Fig.-2, the experiments were conducted with two dimensional 
wave tank of 28m in length, 0.5m in height and 0.3m in width. The water 
depth was maintained at /i0 =35cm and the impermeable slope with 1/20 was 
installed at the end of the wave tank. Four types of seawall with the same seawall 

wave dissipating works 
(with 50% void content) 

generator 

Fig.-2: Schematic of wave tank facility 
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Table-!: Wave conditions for the measurement of the critical 
crest elevation 

B(cm) D/B Ho/Lo H0(cm) 

15 

0 
0.012 

4,6,7,8,9 

0.036 

0.5 
0.012 

0.036 

1.0 
0.012 

0.036 

2.0 
0.012 

0.036 

height, B = 15cm, and the different arc depth, D/B =0, 0.5, 1.0 and 2.0, were 
tested. The tip) of these seawall was made with a thin plate and its thickness did 
not affect to the wave overtopping. The critical crest elevation depends on the 
configurations of the wave dissipating works such as crest elevation, crown width, 
location and void content (e.g., Yam amoto, 1984, Ta,ka,yama,1988, Sasajima,1993). 
In this study, the wave dissipating works with 50% void content was installed 
in front of the seawall and its crest elevation was coincide with the still water 
level. The wave dissipating works was made by using 1/25 scale model of It 
type blocks, and these blocks were piled one upon another in the layers. 

Table-1 shows the incident wave conditions, where Ho and Lo indicate the 
incident wave height and wave length respectively. Two kinds of incident wave 
steepness of Ho/Lo = 0.012 and 0.036 were used in this experiment, and the 
incident wave height, HQ was changed in the range from 4cm to 9cm. With 
changing the location of the seawall and incident wave height, the critical crest 
elevation, hc for these incident wave condition was measured. The critical crest 
elevation was obtained by observing whether the wave overtopping occur or not. 

2.2 Measurement of the wave pressure 

The experiments were conducted with two-dimensional wave tank of 20m in 
length, 1.2m in height and 0.6m in width. The water depth was maintained at 
ho =85cm. Four types of seawall with the combinations of the different seawall 
height, B =22.5cm and 36.4cm, and the different relative arc depth, D/B =1.0 
and 0.5 were tested. The wave dissipating works with 50% void content and 
crest elevation in the still water level was installed in front of the seawall. 

Table-2 shows the incident wave conditions. The incident wave steepness 
of Ho/Lo =0.036 was used in this experiment, and the incident wave height, Ho 
was changed in the range from 4cm. to 13cm. With changing the location of the 
seawall and incident wave height, the wave pressure distributions on the seawall 
were measured by the pressure gauges of 8mm diameter attached on the face of 
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Table-2: Wave conditions for the measurement of the wave 
pressure 

B 

(cm) 

D/B h 

(cm) 

Ho 

(cm) 

B 

(cm) 

D/B h 

(cm) 

Ho 

(cm) 

22.5 

0.5 

11 6,8,10,11,12,13 

36.4 

0.5 

27 7,9,11,13 

13 6,8,10,11,12,13 30 3,5,7,9 

15 6,8,10,12,13 32 4,5,6,7 

18 4,6,8,9,10 

1.0 

11 6,8,10,11,12,13 

1.0 

24 7,9,11,13 

13 6,8,10,11,12,13 27 7,9,11,13 

15 6,8,10,12,13 30 7,9,11,13 

18 4,6,8,9,10 34 3,4,5,6 

the seawalls. The output signals were recorded in the digital data recorder with 
1000Hz sampling frequency. 

3. Characteristics of the critical crest elevation 

Fig.-3 shows the characteristics of the critical crest elevation, hc/H0 for the 
incident wave steepness of H0/L0 = 0.012 on which the wave dissipating works 
are installed in front of the seawall. Fig.-4 also shows the characteristics of 
hc/HQ for HQ/LQ =0.036. In these figures, the symbols O, O, and A show the 
results of the FSS with D/B = 0.5, 1.0 and 2.0 respectively. The symbol • also 
shows the results of the conventional upright seawall which has the same seawall 
height as other FSS. The thick line in Fig.-4 shows the relative crest elevation 
of the upright seawall with wave absorber proposed by Goda(1985) for H0 = 2m 
as a model scale of 1/20. The wave overtopping rate, q =2 x 10_4(m3/m • sec.) 
was employed as a level where the wave overtopping rate can be considered 
negligible. 

The critical crest elevation, hc/H0 of the conventional upright seawall in- 
crease linearly with increase of the relative water depth, h/HQ. On the other- 
hand, the critical crest elevation of the FSS decrease with increase of h/H0, 
and the differences of the critical crest elevation between FSS and conventional 
upright seawall become larger. The FSS checks the wave overtopping more 
effectively than the upright seawall, and the crest elevation, hc of the FSS can 
be reduced to about a half of the offshore wave height even under the non-wave 
overtopping condition. 

Fig.-5 and Fig.-6 show the critical crest elevation for H0/L0 =0.012 and 
0.036 on which the wave dissipating works is not installed in front of the seawall. 
Though the characteristics of the critical crest elevation are similar to the results 
shown in Fig.-3 and Fig.-4, the differences of the critical crest elevation between 
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o 
X 

1.0 2.0 
h/H0 

Fig.-3: Critical crest elevation for HQ/LQ = 0.012 (with wa,ve 
dissipating works) 

o 

1.0 2.0 
h/H0 

Fig.-4: Critical crest elevation for HQ/LQ — 0.036 (with wave 
dissipating works) 

the FSS and upright seawall become significant because hc/Ho of the upright 
seawall increase rapidly with increase of h/Ho- 

Comparing with the results of D/B =0.5, 1.0 and 2.0 in Fig.-3 and Fig.-4, 
the checking capability of the wave overtopping becomes higher along with the 
increase of the relative circular arc depth, D/B. Fig.-7 shows the relationship 
between the critical crest elevation and relative arc depth, DjLQ. hc/Ho de- 
creases monotonously with increase of D/LQ. SO that, the FSS with deep arc 
depth relative to the incident wave length is effective for the prevention of the 
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1.0 2.0 
h/H0 

Fig.-5: Critical crest elevation for HQ/LO = 0.012 (without 
wave dissipating works) 

1.0 2.0 
h/H0 

Fig.-6: Critical crest elevation for HQ/LQ = 0.036 (without 
wave dissipating works) 

wave overtopping. 

The critical crest elevation, hc/H0 is deeply related to h/H0, D/B, H0/L0, 
HQ/h0, tan/? and fD, where fD means a wave damping rate by the wave dissi- 
pating works. The linear multiple regression analysis was carried out with using 
above factors to obtain the approximate equation for hc/Ho, and the equation 
was obtained as follows: 
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Fig.-7: Relationship between hc/Ho and D/LQ 

0.3 

0.5 1.0 
Experiment 

Fig.-8: Results of the regression analysii 

(1) ^ = -0.24A _ o.l8^ - 11.59^ - 2.63^ + 2.17 
H0 Ho B L0 h0 

where tan j3 and fD are constant in this study. 
Fig.-8 shows a. result of the regression analysis. The computed results show 

fairly good agreements with experimental ones, and h,c/HQ is estimated with 
high correlation coefficient of 7 =0.95 by Eq.(l). 

4. Wave pressure acting on FSS 
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Fig^9 and Fig.-10 show the wave pressure distributions on the FSS of 
D/B = 1.0 and 0.5 at different water depth,h/hQ, where the seawall height is 
B =22.5cm. The lateral axis shows the location of the wave pressure gauges 
and coordinate z is taken upward from the still water' surface. Each symbol in 
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Fig.-9:   Wa,ve   pressure   distribu- 
tions on FSS of D/B = 1.0 

Fig.-10:   Wave  pressure  distribu- 

tions on FSS of £>/B = 0.5 
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the figures mean the difference of the incident wave height, HO/IIQ. 

The patterns of the wave pressure distribution are varied with the incident 
wave height, Ho/ho and the water depth, h/h0. The maximum wave pres- 
sure appears between z/B = 0 and 0.2, and the pressure in the range from 
PmaxlPijHo = 1-2 to 4.5 were observed. The values of the maximum wave pres- 
sure closely relate to the wave colliding patterns in front of the FSS. 

Fig.-ll    and Fig.-12    show the variation of the maximum wave pressure, 

60 
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4.0 

3.0 

OH 

S   2.0 

1.0 

0.0 
0.0 

•    h/h0=0.129        ••    h/h0=0.176 
A    h/h0=0.153     o     h/h0=0.212.. 

B/h0=0.265 
...| o-i I D/B=1.0     .... 

& A     • 

1.0 2.0        3.0 
h/H0 

4.0 5.0 

Fig.-II: Variation of the maximum wave pressure to the rel- 
ative water depth, h/H0   {D/B =-- 1.0) 
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Pig.-12: Variation of the maximum wave pressure to the rel- 
ative water depth, h/H0   {D/B = 0.5) 
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Fig.-13: Variation of the vertical wave force to the relative 
water depth, h/H0   {D/B = 1.0) 
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Fig.-14: Variation of the horizontal wa-ve force to the relative 
water depth, h/H0   (D/B = 1.0) 

Pmax/pgHo to the relative water depth, h./H0 for D/B = 1.0 and 0.5. In the 
range of the small relative water depth, h/Ho, the maximum wave pressure is 
relatively small, because the incident waves break on the offshore side of the wave 
dissipating works and fully dissipated waves attack the seawall. With increase 
of h/Ho, the maximum wave pressure increases because the wave, breaking point 
approaches to the seawall. The maximum value of Pmax/pgHo appears when the 
waves break just in front of the seawall. After taking the maximum value, the 
maximum wave pressure decreases with increase of h/Ho.  In the range of the 
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large relative water depth, h/Ho, the maximum wave pressure becomes small 
because the waves attack the seawall without wave breaking. 

Fig.-13 and Fig.-14 show the vertical and horizontal wave forces acting on 
the FSS of D/B —1.0. The profiles of the wave pressure, at each measuring 
point were assumed to be synchronized, and the wave forces were obtained by 
integrating the maximum wave pressures along the seawall face. 

The variations of the vertical wave force are similar to that of the. horizontal 
wave forces. The magnitude of the vertical wave force takes nearly the same 
value of the horizontal wave, force, and the vertical force acting on the FSS is 
relatively larger than that on the upright seawall. The same tendencies were 
observed in the FSS of D/B = 0.5. In that case, the values of the vertical wave 
force took about 50%~60% of the horizontal wave force. 

5. Conclusions 

A new type of seawall (FSS) with deep circular arc cross section was pro- 
posed. The relative critical crest elevation of the FSS was extremely smaller 
than that of the conventional upright seawall, and the crest elevation could be 
reduced to about a half of the offshore wave height even under the non-wave 
overtopping condition. Further, the critical crest elevation of the FSS was esti- 
mated with fairly good correlation coefficient by using the approximate equation 
obtained from the experimental results. 

The characteristics of the wave pressure were investigated. The values of the 
maximum wave pressure deeply related to the wave colliding patterns in front 
of the seawall, and those values change with the relative water depth, h/Ho- 

The maximum wave pressure appears near the still water surface and this 
pressure causes the large vertical wave force. The increase of the vertical wave 
force reduces the stability of the seawall, and a new type of wave dissipating 
works which could reduces the maximum wave pressure effectively must be in- 
vestigated in further studies. 

References 

Inoue,M.:   Hydraulic characteristics of seawall with inverted slope, Proc. 21th 
Conf. on Coastal Eng. in Japan, pp.417-421, 1974. (in Japanese) 

Ta,kata,A., Y.Yoshida, H.Fujilkawa: Relationships of sectional forms of seawall 
and wave overtopping, Proc. 26th Conf. on Coastal Eng. in Japan, pp.285- 
289, 1979. (in Japanese) 

Kono,T., S.Takano, H.Tsuda:   Comparison of wave overtopping rate between 
seawalls with various kind of cross section, Proc. 40th Conf. on Coastal 
Eng. in Japan, pp.681-685, 1993. (in Japanese) 



NON-WAVE OVERTOPPING TYPE SEAWALL 1851 

Yamamoto,M., Y.Nishi: Developments of the seawall having remote absorber to 
reduce overtopping, Proc. 31th Conf.on Coastal Eng. in Japan, pp.537-541, 
1984. (in Japanese) 

Takayama,T., N.Ikeda, T.Nagai, M.Takayama: Model tests on the reduction of 
wave overtopping rate by a broad submerged breakwater, Proc. 35th Conf. 
on Coastal Eng. in Japan, pp.587-591, 1988. (in Japanese) 

Sasajima,T., K.Yamanaka, K.Kimura, Y.Mizuno, S.Kikuchi: Study on hydraulic 
characteristics of double alignment breakwater, Proc. 40th Conf. on Coastal 
Eng. in Japan, pp.645-649, 1993. (in Japanese) 

Goda,Y.: Random seas and design of maritime structures, University of Tokyo 
Press, 1985. 



CHAPTER 144 

A Condition and Performance Rating System 
For Breakwaters and Jetties 

John Oliver 1,   Don Plotkin 2, 
John Lesnik 3, Douglas Pirie 4 

Abstract 

This paper describes one aspect of a series of 
projects which the U. S. Army Corps of Engineers has 
undertaken to improve maintenance management of coastal and 
navigational structures. At the core of these projects is 
the development of procedures for more uniformly evaluating 
and describing the physical condition and functional 
performance of structures, and further, the development of 
methods where the condition and performance of structures, 
and their parts, can be expressed numerically to take best 
advantage of the benefits available from the use of 
microcomputers in maintenance management. These procedures 
are designed to allow the condition and performance of 
different structures to be more easily compared and more 
uniformly tracked over long time periods and to aid the 
repair budgeting prioritization process. This paper briefly 
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describes the performanced-based assessment method for 
breakwaters and jetties, primarily of rubble construction. 

System Philosophy 

The most important analysis within this system is on 
structure performance, with physical condition taking a 
secondary role. In this performance-based system, the 
difference between current structure condition and as-built 
(or "like new") condition is not, in itself, a deciding 
factor on the need for repair. Rather, it is a structure's 
documented loss of function as a result of structural 
deterioration which is most important. When performance is 
judged unsatisfactory, then repairs are considered which 
would raise performance back to satisfactory levels. 
Evidence of near-term structural instability is also an 
important consideration, as it could adversely affect 
performance. 

The Eight System Steps 

Table 1 lists the eight steps in the implementation 
and use of the system. A brief description of these steps 
is given below. A more complete system description is 
contained in Oliver,Plotkin,Lesnik, and Pirie 1996. This 
document will be referred to as the "system manual" in the 
rest of the paper. 

Assigning Functions and Defining Reaches 

The first step is to determine which functions the 
structure is intended to perform, according to the four 
main functional areas and nine functional rating 
categories, as listed in Table 2. These are described in 
the system manual which also contains a spreadsheet to 
assist in performing the complete functional assessment. 

Generally, Harbor Area and Navigation Channel cover 
how well the structure controls waves and currents with 
respect to the categories listed for those areas. To avoid 
confusion and duplication of defect reporting, all sediment 
control aspects are grouped together under Sediment 
Management. Structure Protection refers mainly to how well 
a structure protects adjacent structures against attack by 
waves and currents. This function may apply to an outer 
breakwater protecting an inner breakwater, or to one jetty 
protecting the one on the opposite side of the channel. 
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Table 1.  Eight Steps in the Rating System 

Step 
Number 
(1) 

Description 
(2) 

1 

2 

3 

4 

5 

6 

7 

Steps 1-5 are Initial (One Time Only): 

Determine What Functions Structure Serves. 

Divide Structure into Major Reaches - by 
Function. 

Establish Functional Performance Criteria. 

Establish Structural Requirements. 

Further Divide Reaches into Subreaches - by 
Structural and Length Criteria 

Steps 6-8 are Repeated as Required: 

Inspect Structure - Produce Structural Rating. 

Assess Functional Performance - Produce 
Functional Rating. 

Review Structural Requirements. 

The Toe Erosion and Trunk Protection categories serve 
as a useful reference but are not included in the Condition 
Index calculations, as their effect is covered by the 
structural rating categories. 

Next is the initial step in dividing the structure 
along its length into reaches. The functions provided by 
different portions of the structure are determined, using 
the categories listed within the four main functional 
areas. Initial reach limits are set where functional 
changes occur. The head of a structure is always 
considered to be a separate reach. 

Performance Criteria and Structural Requirements 

Step 3 is to determine, for each reach and for each 
functional category which applies to it, what level of 
performance is expected.  This performance expectation is 
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Table 2.  Functional and Structural Rating Categories. 

Functional 
Area 
(1) 

Functional Rating 
Categories 

(2) 

Structural Rating 
Categories 

(3) 

Harbor 
Area 

Harbor Navigation 
Harbor Use 

Breach 

Core Exposure/Loss 

Armor Loss 

Loss of Armor 
Contact/Interlock 

Armor Quality Defects 

Slope Defects 

Navigation 
Channel 

Entrance Use 
Channel 

Sediment 
Management 

Ebb Shoal 
Flood Shoal 
Harbor Shoal 
Shoreline Impacts 

Structure 
Protection 

Nearby Structures 
Toe Erosion    + 

Trunk Protection 

Not included in Condition Index calculation. 

indicated by the acceptable number of annual disruptions, 
or periods of disruption for each of the required 
navigation and related activities. The allowable 
disruption will vary not only with navigation activity, but 
also by size and type of vessel. 

Performance is referenced to three levels of storm 
events: 

Design Storm; This is the largest storm (or most 
adverse combination of storm conditions) which the 
structure (or project) is intended to withstand, 
without allowing disruption of navigation or harbor 
activities, or damage to the structure or shore 
facilities. The design storm is usually designated by 
frequency of occurrence or probability of occurrence. 

Intermediate Storms (2X Design Storm Frequency): This 
level refers to storms (or combinations of adverse 
conditions) of intermediate intensity, which occur on 
the order of twice as often as the design storm. This 
level is intended to represent a midway point between 
the maximum storm levels (design storm) and small or 
minor intensity storms which may occur more frequently, 
especially during certain periods of the year. 
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3. Low Intensity Storm Conditions; This level refers to 
storms (or combinations of adverse conditions) of low 
intensity, which may occur frequently throughout the 
year, such as common rain storms or periods of above 
normal winds. This level is the next stage above 
normal non-storm conditions. 

The design storm is the main reference point for 
establishing expected structure performance. Authorizing 
documents, design notes, project history, and current 
requirements are used to confirm the appropriate design 
storms for a project. For systems designed for seasonal 
use or for interrupted use, the expected non-use periods 
must be allowed for in arriving at a design storm. Design 
storm conditions include: wave height, direction, and 
period; water level; storm duration; and combinations of 
these factors. 

The design storm typically varies from one project to 
another, and for different activities or areas within a 
single project. For example, disruption of cargo handling 
or limitations on channel entrance use might be tolerated 
more frequently than disruption in the harbor area. Thus 
the design storms for the navigation channel, damage to 
harbor facilities, vessel damage, and disruption of cargo 
handling are, or should be, at different return intervals. 

For many harbor entrances, design depths and channel 
orientation are indications of design intent. For example, 
a 10 foot channel will have breaking waves at a wave height 
of 8 feet. At this wave height, about 4 feet of channel 
depth is lost at the wave trough and waves are steep enough 
to cause broaching of a craft with less than 5 feet of 
draft. Thus, with an 8-foot wave, the channel is 
impassable for all vessels due to either limited depth (for 
larger vessels) or excessive wave steepness (for smaller 
vessels). At this location, an 8-foot wave height can then 
be tied to a storm of a certain frequency or probability, 
and a tolerable frequency for closing the channel can then 
be determined. In a similar fashion, safety in the harbor 
berthing area and disruption to cargo handling could be 
analyzed. 

When structure performance is rated later in the 
process, the ratings are based on storms of the greatest 
intensity which have occurred during the last rating 
period. Having three levels allows ratings to be produced 
during intervals when only storms of less than design 
intensity have occurred. 
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Once performance expectations are established for each 
function, it is then necessary to determine what structural 
requirements the structure must fulfill to allow 
performance requirements to be met. Seldom does a rubble 
coastal structure require full structural integrity to have 
continuity in function. In fact, most rubble structures 
are built with some allowance for damage before function is 
compromised, and many are overbuilt for constructability. 
Thus, structural damage does not automatically equate to 
loss of function. 

Determining structural requirements involves estimating 
the minimum cross section dimensions, crest elevation, and 
level of structural integrity needed to meet functional 
performance requirements. Initial efforts in visualizing 
these dimensions can be aided by estimating the impact on 
functions if the reach under study were to be completely 
destroyed. Project history, authorizing documents, public 
input, and analysis may also be required to adequately 
determine these dimensions. As this is not an exact 
science, application of significant engineering judgment 
will be necessary to produce a reasonable estimate. Once 
this is done, these structural requirements are used to 
help identify sources of functional deficiencies in the 
existing structure. 

Final Reach Division 

At this point, the reaches which were initially divided 
according to function are now further divided according to 
the following two criteria: 

1. By Construction: Further division is made based on 
changes in structural characteristics. 

2. By Length: Where function and construction are uniform 
over a long length, divisions are made to keep reaches 
in the range of 60 to 150 meters (200 to 500 feet). 

Divided in this fashion, the reaches now represent 
convenient-sized management units with similar properties. 
Reach definition is permanent, unless major changes are 
made to the structure. 

At this point, all the initial steps in implementing 
the system are complete and need not be repeated. The 
following steps are then performed on a recurring basis, as 
needed. 
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Structural Inspection and Rating 

Structural ratings are produced by comparing the 
current phyical condition, alignment, and cross sectional 
dimensions of a structure to that of a "like new" structure 
which was built as intended and according to good practice, 
and with good quality materials. 

For structural rating, each reach is divided into three 
cross sectional areas: the crest (or cap), the seaside, and 
channel or harborside. Each cross sectional area is given 
0 to 100 ratings in five of six rating categories, as 
listed in the right-hand column on Table 2. (Slope Defects 
is not rated for the crest, and Breach is not rated for the 
two side slopes). These ratings are determined primarily 
from visual inspections of the structure, although 
additional information, such as hydrographic surveys, may 
also be used. 

The system manual contains a rating table for each 
structural rating category. While these tables are 
specific to each category, they follow the basic format of 
the General Condition Index Scale shown in Table 3. Values 
are usually selected as multiples of 5 (60,65,70, etc). 
The system includes a field form for recording the ratings, 
inspector comments, and other information useful in 
producing a thorough inspection. 

The ratings are then entered into the BREAKWATER 
computer program which calculates a composite structural 
index (SI) for each of the three cross sectional areas, a 
single SI for the whole reach, and finally an SI for the 
whole structure (Aguirre and Plotkin 1996). The SI value 
for a structure or structural component indicates its level 
of physical condition and structural integrity. 

Functional Assessment and Rating 

Functional assessment begins with a review of the 
functional performance criteria for the structure. Then, 
the environmental setting (wave and current energy, water 
level variability, sediment transport, etc.) is examined, 
followed by a review of the structural ratings, SI values, 
and comments made during the structural inspection. The 
intent is to determine the extent to which structural 
deterioration has adversely affected function. 

As for structural rating, the system also contains 
rating tables for each functional rating category which 
likewise follow the general format of Table 3. After the 
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Table 3.  General Condition Index Scale. 

Observed 
Damage 
Level 
(1) 

Zone 

(2) 

Index 
Range 
(3) 

Condition 
Level 
(4) 

Description 

(5) 

Minor 1 

85 to 100 EXCELLENT 

No noticeable 
defects.  Some aging 
or wear may be 
visible. 

70 to 84 GOOD 
Only minor 
deterioration or 
defects are evident. 

Moderate 2 

55 to 69 FAIR 

Some deterioration or 
defects are evident, 
but function is not 
significantly 
affected. 

40 to 54 MARGINAL Moderate 
deterioration. 
Function is still 
adequate. 

Major 3 

25 to 39 POOR 

Serious deterioration 
in at least some 
portions of the 
structure.  Function 
is inadequate. 

10 to 24 VERY POOR Extensive 
deterioration. 
Barely Functional. 

0 to 9 FAILED 
No longer functions. 
General Failure or 
complete failure of a 
major structural 
component. 

ratings are chosen, a check is made to ensure that each 
rating is made based on how the structure itself (its 
presence or condition) has affected the rated functional 
categories. 

The ratings are then entered into the BREAKWATER 
computer program which calculates a composite functional 
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index (FI) for the whole reach and then for the whole 
structure. The FI values for a structure or reach indicate 
how well it performs its intended functions. The FI values 
then lead to a condition index for the reach or whole 
structure. 

Review of Structural Requirements 

Finally, structural ratings and functional ratings are 
compared to the initial structural requirements. The 
intent is to perfect the relationship of performance to 
structural deterioration, which will occur over the long 
term through repeated analysis. 

Budgeting for Repairs 

Through use of the method outlined above, sufficient 
data and experience will be accumulated to track structure 
condition over time and properly relate physical condition 
with functional performance. At this point, general 
deterioration rates can be determined, along with minimum 
condition levels which will provide the required 
performance. From this information, the required repairs 
can be budgeted to the extent needed and at the appropriate 
timing. 

While it is recognized that catastrophic effects of 
major storms can result in a clear need for immediate 
repair, these major events will not necessarily dictate the 
decision process or dominate a structure's overall long- 
term structural deterioration and accompanying loss of 
function. Even the repair of major storm damage is still 
appropriately assessed through the above method. 

Conclusions 

This system establishes a rational and systematic 
method for assessing the physical condition and performance 
of breakwaters and jetties. It emphasizes the need to 
establish performance expectations for coastal structures, 
and further, to relate the need for structural repairs to 
documented loss of function. The system for rubble 
breakwaters and jetties is currently being implemented 
throughout the U. s. Army Corps of Engineers. Similar 
procedures will also be developed for breakwaters and 
jetties of non rubble construction, and later, for 
seawalls, bulkheads, revetments, and groins. 
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CHAPTER 145 

Wave overtopping and stability of armor units 
under multidirectional waves 

T.Sakakiyama1 and R.Kajima2 

Abstract 
This paper describes the wave overtopping along a seawall of a man-made island 

where nuclear power plants are projected to construct and the stability of armor 
units at the concave section of seawall. Effects of the wave directionality on them 
were investigated by using multidirectional wave basin not only for a design wave 
but also larger waves than the design one to ascertain the durability and margin 
of the safety of seawall. 

1    Introduction 

To extend siting area for power plants, a synthetic project for new siting tech- 
nologies has been undertaken by Central Research Institute of Electric Power 
Industries(CRIEPI). One of the most promising technologies is to site them in 
a man-made island instead of on coastal land. A new design method for very 
important coastal structure of the man-made island has been proposed by Ka- 
jima(1994). 

Concerning the power plants on the man-made-land, the wave overtopping and 
the stability of armor units for the new design concept has been investigated 
mostly with two-dimensional physical model tests (Kajima et a/., 1993; Kaijma, 
1994; Sakakiyama et al., 1994a; Sakakiyama et al., 1994b). Because the man-made 
island will be constructed offshore, effects of the wave directionality on the wave 

1 Central Research Institute of Electric Power Industry, 1646, Abiko, Abiko- 
city, Chiba, 270-11, Japan. e-mail:sakaki@criepi.denken.or.jp 
2 Ditto, e-mail:kajima@criepi.denken.or.jp 
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overtopping and the stability of armor units are of great importance for rational 
design of the seawall. 

Works on the wave overtopping recently preformed were aiming at design for- 
mulate Waal and van der Meer,1992; Herbert et al., 1994). Although multidi- 
rectional wave basins are available nowadays, research on the overtopping rate 
was carried out for oblique waves (Juhl and Sloth, 1994) and for two-dimensional 
coastal structure due to multidirectional waves(Hiraishi et al., 1995). 

Effects of the wave directionality on the overtopping rate and the stability of 
armor units were investigated in the wave field where the diffracted waves were 
caused by three dimensional coastal structure. To ascertain the durability and 
margin of the safety of seawall of the man-made island, not only a design wave 
but also larger waves than the design one were applied for the structure. 

2    Design concept 

To guarantee the safety of man-made island where a nuclear power plant is sup- 
posed to be constructed, a new design method was proposed by Kajima(1994). 
That design concept is based on the following two-step design: At first step, ac- 
cording to the current design method, coastal structure should be stable for a 
"fundamental design wave". That wave condition is determined with 100-year 
return period. 

In addition to the present design concept, functions of the seawall are confirmed 
for a severer wave than the fundamental design wave height, where it is named 
the "functional check wave". 

In this research, to demonstrate this two-step design method, design wave con- 
ditions are supposed as shown in Table 1. The deep-water significant wave height 
i/o^lOm and wave period T=16s are taken as the fundamental design wave with 
100-year return period. 

For second step, a wave condition to check up functions of the coastal structure 
is determined: The wave height is one and a half times larger than that of the 
fundamental design wave, Hf0=1.5xH0£,=15m. Water depth of the man-made 

Table 1 Design wave conditions 
fundamental design wave functional check wave 

return period 100 years roughly 1000 years 
conditions in deep-water conditions 

wave height H0(m) 
wave period TQ(S) 

10m 
16s 

15m(=1.5x^0) 
16s 

conditions at man-made island 
wave height Hr>(m) 
wave period TD(S) 

armor units 
allowable overtopping rate 

10.3m 
16s 

stable 
0.05m3/s/m 

12.8m(=1.24x#D) 
16s 

slight deformation 
0.2m3/s/m 
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channel wall 
S.W.L. 

Fig.l seawall covered with armor units 

island is assumed as /i=22.5m including the high tidal range. An incident signif- 
icant wave height at the water depth ft=22.5m applied in the tests ranges from 
the design wave height HD=10.3m to #=1.24x#D=12.8m. 

Coastal structure should be stable for the fundamental design wave according 
to the current design method. However, it is allowed to get slight damage of the 
armor layer within keeping its functions. 

Coastal structure to protect the man-made island consists of wave dissipating 
work and caisson on which drainage channel for overtopping water is constructed. 
Fig. 1 shows a cross section of the seawall and it is designed to be stable for the 
fundamental design wave condition with 100-year return period. The incident sig- 
nificant wave height for the fundamental design is #£=10.3m at the water depth 
h=22.bm where the seawall is constructed. Armor units used in the present ex- 
periments is Tetrapod and its weight M^=80tf which is determined by Hudson 
formula(iT£i=8.2). A crest elevation of the seawall was estimated as /ic=14m 
above S.W.L. for an allowable overtopping rate, gda=0.05m3/s/m. For the func- 
tional check wave, the allowable overtopping rate was also given. But the crest 
elevation of the seawall is lower than that of the fundamental wave condition. 
For those given wave conditions, the relationship between the crest elevation and 
the overtopping rate was obtained by using the diagrams for wave overtopping 
proposed by Goda's(1985). Area inside the channel wall is site of the power plant. 
So extremely large amount of water due to the wave overtopping is not allowed 
in this area. 

Coastal structure should keep its functions to protect the power plant inside of 
man-made island. Therefore, investigatation was also performed in this research 
from this point of view. Dimensions of drainage channel was determined with two- 
dimensional wave flume tests including large- and small-scale test(Sakakiyama et 
al, 1994b). 

3    Experimental method 

The experiments were carried out by using a multidirectional wave basin(35.0m 
long, 45.0m wide and 1.1m deep) equipped with a 48-segmented wave maker(19.2m 
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wide) as shown in Fig. 2. A scale factor of physical model test is A=l/88.1. A 
model of man-made island is 5.7m long in the direction on-offshore and 11.4m 
wide in the direction alongshore(500m by 1000m in full-size). It is protected with 
seawalls consisting of caissons covered with armor units as shown in Fig. 1. The 
model of man-made island was located as shown in Fig. 2 to make center lines 
of the wave generater and of a half section of offshore-side seawall on the same 
line. Measurement of wave overtopping was done in a half section of seawall. 
Guide walls were settled during the tests for both normal and obliquely incident 
waves. Uniformity of wave heights at the water depth of offshore-side seawall was 
checked parallel to the shoreline 

Table 2 shows the experimental conditions. Three kinds of wave directional con- 
ditions were selected, CASE A: multidirectional wave with normal incident(0=O 
deg.), CASE B: uni-directional irregular wave(#=0deg.) and CASE C: obliquely 
uni-directional irregular wave(0=3Odeg.). The wave directionality is expressed 
with the spreading parameter for wave energy Smax defined by Goda(1985). When 
Smax is small, e.g., waves with Smax=10 corresponds to wind waves. The wave 
of which Smax tends to the infinity is a uni-directional wave. Multidirectional 
wave used in the test has 5mox=25 which corresponds to swell at short decay dis- 
tance with relatively large wave steepness(Goda, 1985). The wave height ranges 
from the design wave height(HD=1 1.7cm in model and =10.3m in full-size) to the 
functional check wave height(1.24ifc=14.5cm in model and =12.8m in full-size). 
The wave period is constant sa T=1.71s(16s in full-size). 

5675    i | 28381 2838 

-^gravel 
unit:mm 

Fig.2 Multidirectional wave basin and man-made island model 
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Table 2 Experimental conditions(scale factor A=l/88.1) 

CASE 
wave 

directionality 9 e 
(deg.) 

wave 
height 

wave 
period(s) 

A multi-directional 25 0 
to 

1.24#D 

1.71 B uni-directional CO 0 
C obliquely uni-directional oo 30 

HD is design wave height =11.7cm 
water depth at seawall is 25.5cm. 

center line of 
i-man-made 

island model 
center line of 

[wave generator 

tanks in dranaige channel 

56.8cm@10=568cm channel wall 

tanks in site of power plant 

Fig.3    tanks to measured overtopping volume 

Fig. 3 shows an experimental set 
up for measurement of the over-        lsiana moaei      j 
topping volume.   Local change of      I :—:—:—t- 
the wave overtopping was measured 
at a half of the offshore-side sea- 
wall alongshore for both in the drai- 
nage channel and onto the site of 
power plant. A half length of the 
test section is divided into ten parts 
to make tanks for water storage. 
Channel wall as shown in Fig. 3 
was scaled down to be 15.9cm high. To store the overtopping water beyond the 
channel wall and onto the site of the power plant, 50-cm high wall was set to the 
tanks in site of power plant. It was caused mainly by spray. 

A number of wave trains was 250 260 
in one test run.   Because amount       unitxm 
of water beyond the channel wall 
was very small, tests were repeated 
three or more times under the same     |      No.5-1 
wave condition to get sufficient vol- 
ume of water.   Mean overtopping      i   i     N05-3 

rate was obtained from the mea- 
sured volume and the wave dura- 

offshore-side 
seawall Nal-1 

Nal-2 

22.5° 

No. 2 
No. 3 

No. 4 

Fig.4    measuring sections of profiles 

tion time. Physical values are converted to full-sized ones in the following. 

Fig. 4 shows the lines(No.l-l to No.5-3) along which profiles of the armor layer 
were measured with depth-meters. Basically the armor units in two-dimensional 
section(Line No. 1-1 in Fig. 4) are stable for the normal incident design waves. 
Interest in the stability of armor units is concentrated on critical part, that is, 
concave section. Profiles were measured at initial and several stages in the wave 
duration up to 3000 times the significant wave period(i/T=0, 250, 500, 1000 and 
3000). "Damage level 5" defined by van der Meer(1987) is used to quantify the 
deformation of the armor layer. Fig. 5 shows its definition. The damage level 
physically means a number which is proportional to armor units number in an 
eroded area per width of the nominal diameter of the armor units Dn. 
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damage level ^(van der Meer,1987) 

A 

A, 

norminal 1 
diameter Dn = [ — 

W: weight of 
armor units 

7r:bulk density 
of armor units 

Fig.5 Definition of damage level 

4    Overtopping rate 

Fig. 6 shows distribution of the local overtopping rate along the seawall due 
to the multidirectional wave, where the local overtopping rate is defined as the 
discharge per unit length normal to the seawall. It was measured for several 
wave heights ranging from the design wave height (denoted by H/HD=1.0) to the 
functional check wave height(H/Hi)=l.24:). Because the man-made island has 
finite length, diffracted waves were generated from ends of the structure. They 
cause the wave height change along the seawall. Consequently they results in 
change of the overtopping rate as shown in Fig. 6. The diffracted waves consist 

200       300 
y(m) 

Fig.6 Local overtopping rate along seawall due to multidirectional wave 
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200       300       400       500 
y(m) 

Fig. 7 Overtopping rate change along seawall on wave directionality 

of plain waves and cylindrical scattered waves. The scattered wave propagates 
along the seawall not normal to that. Effect of the cylindrical scattered wave on 
the overtopping rate is smaller than that of the normal incident wave but not 
null. The diffracted wave causes an increase in the mean water level along the 
seawall as a function of wave height. A ratio of the maximum to minimum local 
overtopping rate is about four at the design wave height denoted with a hollow 
circle, H/HD=1.0. The ratio decreases as the wave height increases. The ratio 
due to the functional check wave(with a diamond, HjHD—1.24:) is about two. 

Dependency of the local overtopping rate on the wave directionality is shown in 
Fig. 7. The results of large waves shows the overtopping rate of uni-directional 
wave denoted with solid triangle fluctuates most, the second is uni-directional 
wave and the smallest due to the obliquely uni-directional wave. This tendency 
agree with the diffracted wave height distribution. Trend due to the design wave 
height slightly differs from the previous one. It is because that the overtopping 
rate is nonlinear to the wave height. The diffracted wave height due to the 
multidirectional waves is smoother than the uni-directional irregular wave ones. 

Roughly speaking, the local overtopping rate fluctuates from a half to twice 
the mean value in space except the result of the obliquely incident wave with 
the design wave height. The diffracted wave from another corner of the model 
was not included from the experimental restriction. A ratio of the length of 
man-made island to the significant wave length is 4.5. It means that the man- 
made island is relatively long. Therefore, it is considered that the scattered 
wave from one corner dissipated at another. Experiments were also performed by 
capping the tanks in the drainage channel to investigate that the water can be 
drained through the channel. Outlets of the drainage channel were located at the 
landward ends of the side seawall. It was confirmed that most of water over the 
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100       200       300       400       500 
y(m) alongshore 

Fig.8 Overtopping rate in drainage channel 

parapet was drained through the channel on the caisson. Maximum water depth 
in the drainage channel was about 4m. Comparing with the height of channel 
wall 10.5m, the channel has sufficient capacity for draining. Dimensions of the 
drainage channel was determined mainly to reduce the overtopping water onto 
the site of power plant. 

Overtopping water onto the site of power plant is caused by splash. Spray is 
not avoidable by the channel wall with reasonable height. Critical situation due 
to the wave overtopping is flood into the power plant. Therefore, it is required 
to estimate discharge in the site to design a drainage pumping system. 

Fig. 8 shows the local overtopping rate onto the site. The right axis of ordinate 
shows the equivalent precipitation. A distance of drainage Wp is assumed as 40m 
from the channel wall which was estimated by observation in the experiments. 
Although the scale factor of this experiment is small and an accuracy for such 
small amount of water should be taken into account, the equivalent precipitation 
due to the design wave fluctuates from less than lOmm/h to lOOmm/h. A mean 
equivalent precipitation over the seawall is O(10)mm/h. It is acceptable. Owing 
to the functional check wave, it will be about 500mm/h. It is equivalent to rainfall 
by a very strong typhoon. Drainage pumping system should be reinforced by 
double within this range of M/

P=40m for both the wave overtopping as well as the 
rainfall. 

Fig. 9 shows an effect of the wave directionality on the overtopping rate which 
is averaged rate over the offshore-side seawall. The axis of abscissas indicates 
the incident significant wave height. The uni-directional wave with the principal 
wave direction #=0deg. causes the largest overtopping rate, the multi-directional 
wave with 0=0 deg. medium and the oblique uni-directional wave with 0=30 
deg.   the smallest.   This results of the comparison between the multidirectional 
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and uni-directional waves agrees with that obtained by Hiraishi et a/.(1995). The 
overtopping rate due to the multidirectional waves is smaller than that due to 
the uni-directional waves by about 30%. Results obtained with two-dimensional 
tests overestimates the overtopping rate when it will be applied for offshore struc- 
ture in the multidirectional waves. The obliquely incident uni-directional waves 
produces the smallest overtopping rate among three wave directionality. Under 
such conditions, wave dissipating work becomes relatively long on wave run-up, 
although its slope becomes milder. This effect is valid for the multidirectional 
waves which come from the various directions. 

10' 

10 

uni-direct. irregular 
wave(fl=0°) 

obliquely uni-direct. 
irregular wave(fl=30°) 

X _L 

/i=22.5m 
//D=10.3m 
r=16.0s 

X 
15 10       11       12       13       14 

wave height H(m) 
Fig.9 Overtopping rate q dependent on wave directionality 

5    Stability of armor units 

Fig. 10 shows the profiles of deformed armor layers due to the multidirectional 
wave with the design wave height at a=67.5 deg. of the concave section. Under 
the design wave conditions for three wave directionality, the multidirectional wave 
gives the largest damage to the profile change although the differences are small. 
It is seen from the difference between the initial(i/T=0) and final(i/T=3000) 
profiles that small area just below the still water level was eroded and accumulated 
close to by down the slope. This eroded are is quantified with the damage level 
S m 4. Although the area eroded is small, it is not allowed under the current 
design concept. The armor units used in the experiments correspond to the 
maximum one available in practice. So it is necessary to do further work to make 
alternative ways to satisfy the present design method, i.g., to use high density 
armor units or to use more stable armor units. 
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Fig. 11 shows the profiles due to the functional check wave at the same section. 
The armor units initially placed near the still water level were removed by much 
severer waves than the design wave. In this figure, an eroded area is seen but 
accumulated one is not. Change of area does not balance between the initial and 
final profiles. It is because the armor units were removed in the wave propagation 
direction, not down the slope. The damage level S at the final profile at i/T=3000 
is about 11. For the functional check wave as well as the design wave, the damage 
does not reach the crest level of armor layer. 

Figures 12 and 13 show the damage level change dependent on the time of wave 
duration. Deformation occurs at an early stage of the wave duration. This ten- 
dency is same as the previous results obtained using two dimensional tests(Kajima 
et al, 1994). The damage level due to the design wave height reaches at most five 
at a=45(deg.) denoted with the solid square as shown in Fig. 12. The damage 
level of a=67.5(deg.) at t/T=3000 is four of which the profiles were shown in 
Fig. 10. It is considered that the damage level around five indicates small damage 

20 

10 - 
B 
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         0 
     250 
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initial profile 
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Fig.10 Profiles deformed with design w&ve(H/HD=l.0) 
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Fig.11 Profiles deformed with functional check wave(H/HD=1.24) 
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from the geometrical point of view. 
Fig. 13 shows the damage level change due to the functional wave. The most 

serious damage occurred at a=67.5(deg.) of which profiles were given in Fig. 11. 
The damage due to the larger wave also occurred at the early stage of wave 
duration. The damage level does not increase significantly compared with the 
results of the design wave height. However, it was observed that more armor 
units were removed by the functional check wave than the design wave. They 
were carried away in the direction of wave propagation not down the slope. Some 
of the removed armor units might fill up the eroded part at the different sections. 
Consequently, the obtained damage levels are rather small compared with the 
results of the design wave height. 

20 

15 

10 

to 

a 
T3    -> 
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t/T 
Fig. 12 Time history of damage level (multidirectional wave, Case Al) 
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Fig.13 Time history of damage level (multidirectional wave, Case A5) 
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The hollow circle in Figures 12 and 13 shows the damage level at the offshore- 
side seawall where the wave motion is expected as two-dimensional. Its damage 
level is very small for the design wave height but somewhat large due to the 
functional check wave. 

In this experiment, the wave was applied for 3000 times the significant wave 
period which is equivalent to more than 13-hour duration. It is expected that 
the extremely large wave does not last such long time. Therefore, the damage 
level will be reduced by taking account of the wave duration. It is required for 
estimation of the damage level in practical use that the duration time should be 
considered as a function of the wave height and period. 

Fig. 14 shows the damage level at the final stage(t/T=3000) around the concave 
section, where the effect of the wave directionality is compared for the design wave 
height. The damage level around the center of the concave section has peaks for 
three different kinds of wave directionality. Although it is seen that the damage 
level due to the design wave height of multidirectional wave is the largest, which is 
up to five, it is not concluded that the effect of the wave directionality is significant 
by considering the magnitude of damage which are small. The damage level at 
the side seawall is invisible. 

90       90 
y'/l=-0.23 a(deg.) x/fc=0.044 x/Z=0.088 

Fig. 14 Damage level at concave section due to design wave 

45 90 
a(deg.) 

90       90 
x//=0.044 x/Z=0.088 y'//=-0.23 

Fig.15 Damage level at concave section due to functional check wave 
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Fig. 15 shows the result by the functional check wave height. Larger waves 
than the design wave cause more serious damage as expected. The obliquely 
uni-directional irregular wave caused the most serious damage around the whole 
concave section and the damage level becomes 20. However, it is considered 
that such condition resulted in an overestimated one. The normal incident waves 
caused the maximum damage level about ten for both the multidirectional and 
uni-directional waves. As the results of two normal incident waves, the wave 
directionality does not influence the damage at the concave section. 

Considering repairability of the damaged section, it have to be estimate an 
allowable damage level for the severer wave than the design wave. Under both 
the design and functional check conditions, the deformation of the armor layer 
does not reach the crest elevation. It is important that damage does not reach the 
crest elevation in order to keep functions of seawall. Otherwise seawall collapses 
in a short time like the result of the obliquely incident wave. 

6     Conclusions 

The effect of the wave directionality on the overtopping rate was confirmed by 
tests using the multidirectional wave basin. It is caused by the diffracted waves 
generating at the concave section of the man-made island. The durability of the 
armor layer is confirmed for both the design wave and the larger wave than it. 
The margin of the safety can be expected to a certain degree against the larger 
wave than the design wave. The following s are main conclusions obtained by the 
present work. 

Conclusions: 
1 The multidirectional waves give smaller overtopping rate than uni-directional 

waves for normal incident condition. Oblique wave gives the smallest. 
2 The overtopping rate was estimated for both in the drainage channel and 

onto the site of power plan. The later case is important for the safety of 
power plant. The equivalent precipitation can us information to design the 
drainage pumping system in the site power plant. 

3 No serious damage at the concave section of seawall was confirmed for 
keeping seawall's functions. 

Future works: 
1 To make a model to estimate the overtopping rate with a numerical model 

to simulate wave height around an man-made island. 
2 To make no damage at concave section for the design wave. Alternative 

ways are to use high density armor units and to use more stable armor 
units. 
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CHAPTER 146 

NUMERICAL MODELING OF BREACH GROWTH IN A SANDDIKE 
by 

Guus S.Stelling, Willem T.Bakker, Christine van Kuik and Christel Somers12 

ABSTRACT. 
On October 7, 1994 a full scale breach growth experiment has been carried out at the Dutch- Belgium border, in 
the Zwin at the west-end of the Dutch-Belgian border. A small breach was initiated in a sanddike with a height 
of 3.25 m and the breaching process was monitored. The present paper focusses on the numerical modeling 
(hindcasting) of the breach growth process. 

1 INTRODUCTION; GOAL OF THE INVESTIGATIONS. 
De Looff at al.(1996) give a summary of the current breach research in the Netherlands. 
The present paper reports on a part of these investigations, i.e.: 
. the full scale field experiments of 1994 (Zwin); 
.  the present research, which should lead to a comprehensive numerical model for 

breaching processes. 
On October 7, 1994 a full scale breach growth experiment has been carried out at the 
Dutch- Belgium border, in the Zwin [1], [2]. Fig. 1 shows the site of the experiment at 
the west-end of the Dutch-Belgian border. 
A small breach was initiated in a sanddike with a height of 3.25 m and the breaching 
process was monitored. The experiment was carried out by Rijkswaterstaat and Delft 
University of Technology, with aid of Delft Hydraulics Laboratory. 
Ultimate goal of the investigations, which are reported on is extrapolation of the behavi- 
our of the Zwin breach to other circumstances: 
.  Construction of the dike: use of other materials (clay instead of sand); 
.  Larger areas of the submerged basin; 
.  Other bottom level of the submerged basin. 
The present paper focusses on the numerical modeling (hindcasting) of the breach growth 
process. 

2 MEASUREMENTS. 
The Zwin experiment has been reported before (Visser et al.,1995a,b): an experimental 
closure of a tidal basin near the Dutch-Belgian border, which is a historic residual of the 
former tidal entrance to the Belgian city of Brugge, called "the Zwin" (fig. 1). Twice in 
1994, on October 6 and 7, the inlet was closed off by a sanddam; breaching was simula- 
ted by digging a small trench in it at High Tide. 

'All:Civ. Engng.Depth.;DeIft University of Technology.P.O 5048:2600GA Delft 

Respectively :Professor; Principal Scientific Officer; Graduate engineer (2x) 
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Fig. 1. Situation Fig. 2. Site of measuring poles 

Fig.2 shows the measuring site with the artificial dam.MP 2..6 are measuring poles in 
which the water level and the current velocities were measured. Maximum velocities were 
of the order of 4.2 to 4.4 m/s. 

An array of burglar alarms was placed in 
and underneath the dike in order to monitor 
the breaching process. 
These alarms, specially developed for these 
tests were called: "Trillo". Fig.3 shows the 
instrument, with a PVC bar fixed to a 
watertight PVC cylinder (length 20 cm). 
The alarm consists of a piezo-electric ele- 
ment, reacting on the motion of a bolt, 
which is attached to it with a spring. 
When the PVC cylinder, buried in the sand, 
turns loose the bolt will tremble, which is 
monitored by an electrical signal in the 
piezo-electric element. 
Fig.4 shows the sites, where the burglar 
alarms were placed in and underneath the 
dike and furthermore the dimensions of the 
dike. 

Fig. 3. Trillo's 

'Dutch: translated in English: "Tremblo". 



1878 COASTAL ENGINEERING 1996 

It reaches up to a level of 3.30 
m above NAP (which is about 
OD). The high water level at 
which the breach was initiated 
was NAP 2.75 m. An initial 
trench in the dike was dug to a 
level of NAP+2.50 m. 
Poles had been placed in a 5m- 
pattern underneath the dike. The 
Trillo's were attached on these 
poles at a mutual distance of 75 
cm (4 Trillo's per pole). 
This paper reports on the second 
day of experiments. At that time 
the Trillo's in the body of the 
dike were not present any more 
because of the experiments of 
the first day. Also the Trillo's in 
the front of the dike disfunctio- 
ned the second day. Before looking 

PHASES OF THE BREACHINC PKOCESS (EROMV1SSER) 

Fig.5. Phases 

the experiment. The dip "a" in 
the water level on the seaside 
ofthe dike is caused by the 
Bernouilli term. Measuring 
gauges in deeper water show a 
convex curve in this hour. 
The thin lines (with the scales 
on the right) show the measured 
velocities in course of time 
on the seaward and landward 
side (maximum velocities 4.3 
m/s). 

Fig. 4. Site of the trillo's 

to some results of the measurements it is useful to 
remind to the various phases of breaching, as 
indicated by Visser (1995). 
Successively, one observes the steepening of the 
inner slope, backscour of the inner slope and 
removal of the sill at the seaside of the dike. 
After this happens, the breaching process rein- 
forces itself and a quick growth of width takes 
place. 
Refer to fig.5 and the photo's 1 to 8. 
The thick lines in fig.6 show the water level at 
the seaside and the inner side of the dike as 
function of time. 
Indicated is the moment of initiation of the bre- 
ach and the moment of the turning of the tide; 
furthermore the end of 

Fig. 6. Measured waterlevels and velocities 
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Fig.7 . Trillo registrations 

Fig.7 shows the 8 registrations of two vertical rows of each 4 Trillo's, somewhat landward 
of the center of the dike. The larger the deviations between the lines "a" and "b", the larger 
the motion of the Trillo's. 
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Water surface Bottom level. 

4.00 mm. 

t = 8.00min. 

12.00 min. 

t= 12.30 min. 

t = i mm. 

maW* 

17.00 min. 

Legenda Bottom level: 
• range of inaccuracy 

idem: unreliable measurements 

6 min. 

t = 12 min. 

t = 16 min. 

t» 18 min. 

t = 20mm. 

From visual analysis 
of the video's and 
slides and from the 
Trillo's figure 8 
resulted concerning 
the relation between 
the water motion and 
the scour. 
In the lefthand figu- 
res the dike and the 
watersurface at 
various times are 
indicated. No atten- 
tion to the bottom is 
given. In the right- 
hand picture the bot- 
tom development is 
shown. 
The black and white 
band show the rate of 
inaccuracy. The white 
band was caused by 
malfunctioning of the 
Trillo's; the black 
band by inaccuracy 
of interpretation. 
In both cases the 
upper side of the 
band is more likely 
than the lower extre- 
me (in the white area 
this lower extreme is 
even very unlikely). Fig. 8. Waterlevel and bottom depth 

It doesnot seem likely, that much dee 
per scour holes occurred than 2m below the original bottom level. These scour holes were 
formed not before the phase of the breach, in which the sill at the seaside was removed. 

COMPUTATIONS. 
Numerical computations 
were made with the 3-D 
Trisula model of Rijks 
waterstaat and Delft 
Hydraulics. Fig.9 shows 
a 2DH-current pattern. 

lli^^^p I f I ••PI 
o 
o 

I 
• 

   
Fig.9 . Trisula model 
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With a flat sloping bottom (dotted line in fig. 10), the water surface (in the center line of the 
breach)according to the line, indicated with diamonds was computed. The stars show the 
measured values after 12.5 minutes. If scour holes were introduced (lines with triangels; 
fig. 10), the water surface as indicated by blocs was the result. 

MP2 MP1-MP3 MP4-MP5 MP6 

1m 

. 

160m 80m (distorted 160m 

Fig. 10. Water surface Fig.ll. Velocities 

Current velocities (for the case withflat bottom) are as given in fig. 11. 
Maximum velocity found was 4.3 m/s. 

IMPRESSIONS. 

From the investigations, the following impressions resulted concerning the hydraulic 
aspects: 
.   The maximum velocities occurred shortly after washout of the dike in the breach; 
.   At that time the water level in the breach is mainly determined by the Bernouilli term; 
.   The Froude number of the maximum velocity occurring in the breach was of the 

order of 1.5; 
.   The current has a jet-like character; a Bernouilli-trough with a depth of ca. 1 m could 

be observed, ending in an undular jump. 

Concerning morphology the following observations c.q. impressions seem relevant: 

.   The dike washed away with a velocity of 2 m/minute; the sand consisted at some 
places of coarse sand, originating from a former artificial sandsupply with a grain 
diameter of .315 mm and at other places of local sands with a diameter of .185 mm. 

.   Scour started to develop at the landward side of the dike; this might have triggered an 
undular jump. 

.   The bottom changes show some similarity with the dynamics of antidunes. 

SEDIMENT TRANSPORT MODEL (under development). 
A pick-up transport model (appendix B) is developed with to the following characteristics 
The acting forces are: self-weight; shear stress on the surface and the horizontal pressure 
gradient. 
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Hindered entrainment is implemented, caused by: 
percolation resistance. 
This is the resistance which occurs if a mass of grains is moved in vertical sense 
through a mass of ambient fluid. 
Percolation resistance does not imply changes in the grain structure. 
Suction forces in the contact points between the grains. 
Additionally to the percolation resistance, there should be accounted for viscous 
suction forces, caused by opening of the grain structure, at the sites, where originally 
touching grains are quickly separated. 

bottom ga-i? 
mutual distance 

between grains 

suspension 

dense slurry 

fluffy soil 

soil 

Fig. 12. Zip-erosion. Fig. 13. Virtual reduction self-weight by 
horizontal pressure gradient. 

The feature to be simulated is called: "zip-erosion" (fig. 12). 
In the course of the breaching process, the career of a grain is as follows. First it makes part 
of the soil, then of fluffy soil, then of dense slurry and it ends as suspension transport. 
When the thick horizontal line in fig. 12 is the bottom, the curved line shows the mutual dis- 
tance between the grains, i.e.: an average gap width. The mutual distance between the 
grains is negative-exponential in downward direction. 
During "Zip-erosion" the process of detaching propagates (as a zipper) with constant velo- 
city in downward direction. 
In the area just below the bottom line dilatation takes place. In the model, this process is 
simulated because the grains play leap-frog, triggered by gravity and pressure. Instability 
occurs, when the layers play leap-frog; this doesnot lead to infinite transports. 
The model starts from the presumption of perfect spheres, which gives instability under an 

angle of repose of 30° in the case of a horizontal water surface, but 15 in case of a water 
level, parallel to the slope. This because of the effect of the horizontal water pressure. 
Based upon hydrology and soil mechanics considerations, essentially the same mechanism 
was indicated by Edelman (1960). 
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Fig. 14. Direction motion grains for horizontal water level 
and for water level parallel to slope. 
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7 APPENDIX A. Hydraulic Model 

MODEL EQUATIONS 

The numerical model is based upon approximations for continuity, momentum, and 
transport equations for salinity, heat, turbulent kinetic energy k and its dissipation rate e. 
The equations are based upon the hydrostatic pressure assumption. In cartesian coordina- 
tes they are given by: 



(l.a) 
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continuity equation: 

du, 

dx, 

momentum equations in the horizontal: 

du,  +   flu-u,  + _i   dp   +   d^j 

d t dxj p0 d Xj        dxj 

hydrostatic pressure assumption: 

transport equations: 

at       ox. 

= f,-,        i=l,2 (l.b) 

where «; is the velocity in xt direction, p is the pressure, p is the density, p0 is a reference 
density, g is the acceleration due to gravity, c is the concentration, / is the external 
forcing, e.g. wind, F is the concentration flux due to convection and diffusion, R is the 
Reynolds stress tensor, and P is the dissipation and/or production function. The Reynolds 
stresses are modeled via the well-known eddy viscosity concept. The density p is suppo- 
sed to be constant i.e. p=p0. 
The equations are transformed via a transformation given by: 

£=£Ui,x2)<  V=Vixl,x2),   o = -L— (2) 

in which f is the free surface elevation, and h is the water depth. In the horizontal the 
transformations are orthogonal, in the vertical it is the well-known sigma transformation. 

For the numerical approximation a "C grid", i.e. a fully staggered grid has been chosen. 
As far as the spatial derivatives are concerned the approximation method is based upon 
second order central differences for the continuity equation and for the pressure terms in 
the momentum equation. For the advection terms some weighted average is being used of 
second order upwind differencing and second order central differences. The integration in 
time is based upon a second order ADI and AOI (alternating operator implicit) type of 
factorization technique. Details are given by Leendertse (1989), Stelling and Leendertse 
(1992). 
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8 APPENDIX B. Sediment transport model 
The principles of the sediment transport model, which will be used, are described in 
Bakker & van Kesteren (1986), Bakker, van Kesteren & Klomp (1990), Bakker & van 
Kesteren (1994) and Bakker & van Kesteren (1996). A comprehensive report concerning 
the theory will be published in 1997. 
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CHAPTER 147 

AGING AND STABILITY OF PLACED BLOCK REVETMENTS 

Theo Stoutjesdijk0, Hans Johanson2) and Mark Klein Breteler3) 

Abstract 

Since the early 1980's fundamental research on the behaviour of placed block 
revetments has been carried out in the Netherlands. This research has focussed 
on understanding the physics of this particular revetment type, which has 
resulted in emperical (Pilarczyk, 1985), analytical (Burger et al, 1990) and 
numerical (Bezuijen et al, 1987) design methods. These methods have been 
tested extensively in large and small scale model tests (for instance Klein 
Breteler, 1988, den Boer et al, 1983). 
During the last years extensive field research has been carried out (Stoutjesdijk, 
1992). This research has shown that a large difference in physical behaviour 
can exist between newly placed revetments or large scale models, and older 
('aged') revetments in the field. To investigate this phenomenom further, field 
work, laboratory tests and modelling efforts have been carried out. This paper 
describes the current state of affairs. Purpose of this research is to quantify the 
net effect of aging on the stability of placed block revetments. If the net effect 
proves to be positive, it may prove possible to upgrade the stability of revet- 
ments by artificial simulation of aging effects. 

Historical development of placed block revetments 

In the Netherlands dikes of clay have been built since approximately 1200 AC. 
Especially in the coastal and estuarian zone some type of revetment protecting 
the dike from erosion by waves has been necessary. Originally wooden pile 

0 Delft Geotechnics, P.O. Box 69, 2600 AB Delft, the Netherlands 
2) Dutch Ministry of Transport and Public Works, Department of Road and 

Hydraulic Engineering, P.O. Box 5044, 2600 GA Delft, the Netherlands 
3) Delft Hydraulics, P.O. Box 177, 2600 MH Delft, the Netherlands 
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constructions were used for this purpose. Later, the soil was protected by stone. 
In the absence of rock quarries to provide sufficient amounts of stone, revet- 
ments were constructed by placing the stones manually in a closed pattern. 
Originally natural stone such as basalt was used, but in more recent years also 
concrete blocks are used at a large scale. 

Beneath the blocks it was common practice to use reed mats to protect the soil. 
On top of this mat layers of bricks were placed to provide a smooth surface. To 
deal with the unequal sizes of the stones in the top layer rubble stone of 
smaller size was used. This rubble stone acts as a filter layer, but is relatively 
coarse for this purpose, and originally was not used knowingly for this purpose. 
Newer dikes were no longer exclusively built by using clay. With increased 
dredging capability sand became a cheap material. A large number of dikes 
have been constructed by placing quays of mine stone and placing sand in 
between them. These mine stone quays can also be identified as permeable 
sublayers of the placed blocks. Between the mine stone and the top layer a thin 
layer of filter material is present. 

With the availability of concrete blocks, all of the same size, this rubble stone 
layer or filter layer is no longer absolutely necessary. It was thought advantage- 
ous to place the blocks directly on the clay layer. Because clay is a relatively 
impermeable material no uplift pressures beneath the blocks would be expected. 
In practice however, some problems with this type of revetment occur. In time, 
clay can be eroded from beneath the blocks, forming gaps between the blocks 
and the surface, thus causing a stability problem. Secondly, the clay dries out, 
cracks, becomes more permeable and if the top layer fails, the clay layer is 
more erodable by wave activity than thought earlier. 

revetment of 
concrete blocks 0.50 xO.50xO.20 

cloy 

sublayer 0.80 thick 

• 1.80 

copperslogblocks 0,20 xO.33 x0,20 

• 0.50 

sublayer consists of clay 0.80 thick or minestone 
0.70 thick under crushed stone  0.10 thick 

dimensions in m 
levels related to N.A.P. 

Figure 1 Example of a placed block revetment 
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Until the 1980's no design criteria on the stability of placed block revetments 
were available. Revetment design was based on experience. This experience 
was strongly damage-related, meaning that if blocks of a certain size at a 
certain location experienced too much damage during storms subsequently 
heavier blocks would be used. In the frequently loaded zones lower on the 
revetment this can work satisfactorily; waves can be depth-limited so that a 
revetment experiences waves that are almost design waves during it's lifetime. 
In seldomly loaded areas of the revetment the design wave attack is more 
severe and there is no experience showing that heavier blocks are needed. 
Therefore, a lot of these revetments will not meet todays design standards and 
will have to be reinforced. 

Figure 1 shows an example of a placed block revetment. As the term 'placed 
blocks'  already  indicates the top layer consists  of blocks that are placed 
together in a closed pattern. The sublayer consists either of a filter layer of 
granular material or a clay layer, or in some cases both. 
In time, and especially in the tidal zone, sand and other material from the 
foreshore is washed into the revetment. This causes the physical properties of 
the revetment to change quite dramatically (Stoutjesdijk et al., 1992). 
The definition of aging, as used in this paper, is: "Aging is migration of sand 
from the foreshore into the top layer and/or filter layer." 

The physical behaviour of a placed block revetment on a filter layer can be 
described by use of the so-called "leakage length": 

k 
bD — 

\|       *' 

with: A leakage length [m] 
b thickness of filter layer [m] 
D thickness of top layer [m] 
k permeability of filter layer [m/s] 
k' permeability of top layer [m/s] 

By means of the leakage factor the hydraulic head (difference) over the top 
layer can be described analytically. 

Background of research 

In the 1980's a fundamental research program on the stability of placed block 
revetments was started. Design formulae based on model tests and descriptions 
of the physical behaviour of placed block revetments were developed. 
In the  1990's attention has been paid to measuring field performance of 
existing revetments (Stoutjesdijk et al (1992)) and it was found that existing 
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revetments can show a different behaviour from that found in model tests. This 
was subscribed to the fact that, especially in the tidal zone, sand and other 
material from the foreshore had migrated into the filter layer and the top layer. 
Because the behaviour of the revetments was different from that of newly 
constructed revetments this was referred to as 'aging effects'. 

The reason to research the effect of aging on stability is twofold. On the one 
hand, it is necessary to determine the actual strength of existing revetments, 
especially in the tidal zone. On the other hand, if aging proves to have a 
positive effect on revetment stability, it may be possible to upgrade the stability 
of existing revetments (above the tidal zone) by artificially filling them with 
sand. 

Aging 

Aging is defined as the migration of sand from the foreshore into the revet- 
ment. Both filter layer, which consists of coarse grains, and the cracks between 
the blocks can in time become completely filled with sand. 
The most obvious way to see whether or not aging has taken place is to lift 
some blocks out of the revetment and inspect the filter layer and the cracks 
between the blocks. This has been done at several locations. Sieve analysis of 
samples of the filter layer has shown that weight percentages up to 30 % of 
sand can be present between the coarse filter material. The cracks between the 
blocks can be almost completely filled with sand, silt, shells and small stones. 
In one instance, when a bore hole was drilled through the top layer to place a 
pressure transducer in the filter layer, it was found that about 20 cm sand had 
sedimented into the bore hole during one single storm. 
These extreme conditions are found in the tidal zone. More extensive investiga- 
tions indicate that higher on the revetment less and less sand is found in the 
revetment. 
In the tidal zone marine growth is common. Higher on the revetment, above the 
splash zone, grasses, wild plants and flowers are found. 

Field measurements 

To gain more insight into the actual behaviour of existing placed block revet- 
ments a field measurement campaign was intitiated. A fairly simple method to 
measure the permeability of the top layer is to place a square box with no 
bottom on top of the revetment, fill this with water and monitor the speed with 
which the water level decreases. This can be supplemented by placing pressure 
transducers in the filter layer to check the pressure difference (hydraulic head) 
over the top layer. Usually no pressure built-up takes place in the filter layer, 
due to the limited permeability of the top layer. 
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Results of these tests indicate that permeability varies with the height at which 
the measurement takes place. One event showed a permeability 10.000 times 
less in the tidal zone compared to that high on the revetment. 
Another type of test is the infiltration test. One or two blocks are lifted out of 
the top layer, and an infiltration box is placed directly on the filter layer. Water 
is pumped into this box until a more or less stationary situation is obtained. At 
several points around the infiltration point pressure transducers are placed in 
the filter layer. The pressure differences between the infiltration point and the 
pressure transducers can be used to estimate the leakage length. 
This method has first been tried out in a large scale model. These results were 
encouraging. In the field problems were encountered with filters that consisted 
of more than one layer, and 'leakage' of pressure towards the sand core, 
whereas the model assumes a impermeable lower boundary. Also, it can occur 
that higher on the revetment, permeabilities are very high and that pumping 
capacity is inadequate to obtain sufficient pressure in the filter layer. 

Measurements have also been performed during storm conditions. On the top 
layer a beam with several pressure transducers is fixed. Next to this beam bore 
holes are made in the top layer to place pressure transducers in the filter layer. 
In this way the reaction in the filter layer to wave pressures on the top layer 
are determined. These measurement can be numerically simulated to obtain the 
leakage length of the revetment. Because of practical reasons this type of 
measurement can only be performed in or just above the tidal zone, where 
moderate storms (several times per year) occur. In one instance, a leakage 
length of more than 10 m was found in the tidal zone. On another occasion the 
leakage length varied over a short distance: a leakage length of 6 m in the tidal 
zone was determined, while just above high water level the leakage length 
appeared to be 0.5 m. 
During a third measurement a surprising new phenomenom was found. In 
expectation of a rather high water level the measurement beam was fixed 
higher on the revetment than usual. It appeared that, although the water level 
was high enough to record significant waves with the measurement beam, in 
the filter layer no pressures were recorded at all. As it appears, due to the 
limited permeability of the top layer and the filter layer, the rise in sea water 
level does not coincide with an equal rise in water level in the filter layer. 
There is both a phase lag and an amplitude damping. The water level in the 
filter layer never reached the level of the pore pressure transducers. 

To see if this phenomenom could be measured and hindcasted several measure- 
ments of tides and corresponding water levels in the filter layer were carried 
out, all of which confirmed this theory. Due to the slow variation of water 
levels, it appears that if the subsoil consists of sand, this has a large influence 
on the flow of water to and from the filter layer. Also the permeability of the 
toe construction can have a large influence on the inflow of water into the filter 
layer. In some cases this has made interpretation difficult. 
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Pulling tests 

As discussed in the previous paragraph, on several occasions decreased permea- 
bilities led to larger values of the leakage length. This leads to an increase in 
load on the top layer during storms. If only the weight of the blocks is taken 
into account, severe damage in the tidal zone would be expected even during 
moderate storms. This is not the case. Even though in practice some damage 
occurs during 'once a year' storms, no major damage is found. 
The presence of material in the cracks between the blocks appears to have a 
stabilizing effect. The interaction between blocks is improved, but also very 
important is the fact that the probability of very loose blocks is reduced. 

At a number of locations pulling tests have been performed. To perform this 
test a specially designed pulling unit is manoeuvred into a position above a 
block, the pulling unit is attached to the block and then the block is pulled out 
perpendicular to the revetment. The pulling force and the corresponding 
movement of the block are registered. 
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Figure 2 Example of the results of pull out tests on square concrete blocks 

One example of these pulling tests is shown in Figure 2. Shown are the results 
of tests on square, concrete blocks (size 0.5 x 0.5 m and 0.25 m thick) on 
different levels of the revetment. On the vertical axis the pull-out force is given 
in kN. The weight of one single block is about 1.35 kN. Only at the levels 
which are high above mean sea level a few 'very loose' blocks are found. 
Not shown in Figure 2 is the fact that in the tidal zone no blocks could be 
pulled out at all, not even with a pulling force of six times the weight of one 
block. 
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Since then, a number of sites were visited with this equipment, and more 
insight into the strength of the top layer has been gained. To properly evaluate 
the strength it is necessary to statistically analyze these pulling tests. The 
approach aims at a lower boundary criterium of the strength that can be taken 
into account that is exceeded with a known, high reliability. 
Application of these statistical methods to the results of pulling tests shows 
that, even though high pulling forces can be found for the majority of blocks, 
the net effect of this extra strength still is limited to factors 1.1 to 1.2 for large 
square concrete blocks. In the tidal zone higher factors can be found, and also 
polygon shaped blocks which have been washed in with gravel can have 
significant additional strength due to clamping forces. 

Test location 

The fact that in the tidal zone high pulling forces are found was subscribed to 
the fact that the revetment was entirely filled with sand at these lower levels. 
At a test location artificial filling of the top layer with sand was applied. 

The test location consisted of six sections. The top layer in five of these 
sections was recently placed. The sixth section had been constructed in 1984, 
and had quite a lot of vegetation growing in the cracks between the blocks. 
The newer sections consisted of a reference section, where no special measures 
were taken, and four sections where coarse sand and fine sand, and different 
ways of filling the top layer (brushing in, washing in, densification) were tried. 
All of these attempts were succesfull. 

In Figure 3 the results of pulling tests on this test location are shown. On the 
vertical axis the pulling force is expressed as 'Times blockweight'. On the 
horizontal axis the frequency or percentage of blocks that can be pulled at a 
certain pulling force is given. As an example, from the graph can be read that 
at a pulling force of 5 times the block weight only 1 % of the blocks in the old 
section can be pulled out. For the reference section this amounts to about 1.5 
times the block weight and for the artificially filled sections a value of about 2 
times the block weight is found. 
In Figure 3 the symbols indicate the following sections: 

V the old vegetated section 
• the new reference section 
+ new section, brushed in with coarse sand 
s new section, brushed in with fine sand 
A new section, brushed in with fine sand and densified 
x new section, fine sand is washed in with water 

As it appears two conclusions can be drawn from these results. Clearly the 
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strength of the older, vegetated top layer is much larger than the newer secti- 
ons. This can be due to the influence of vegetation. Perhaps there is also some 
effect of cementing between the sand particles. 
Secondly, the artificially filled sections perform slightly better than the referen- 
ce section. The expected benefit lies in a range of 20 to 50 % increase in 
strength of the top layer. 

In 1997 this location will be revisited to see if the sand is still present or that 
the sand has to be supplemented periodically. It would also be interesting to see 
whether the artificially filled sections can in time reach the same level of 
stability as is the case the old section. 
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Stability of sand in small cracks 

One of the questions regarding the presence of sand in a revetment is whether 
the sand remains in the revetment during storm conditions or is washed out 
during wave attack. This was investigated in model tests using a set up as 
shown in Figure 4. The general idea is very simple: between two plates a small 
crack with a width of 1.5 to 6 mm is created. In this crack sand is placed. Then 
an upward hydraulic head is applied to the sand. The critical hydraulic head at 
which the sand is washed out is recorded. 

flow out 

pressure transducers 

flow in 

Figure 4 Set up of model to test the stability of sand in small cracks 

In Figure 5 some of the results from these tests are presented. A line has been 
fitted through the results of the tests with a static hydraulic head, using the 
equation: 

with:   L 
Dr 
n 
N 
U 

the critical hydraulic head 
the relative density of the sand (nmax - n)/(nmax - nmin) 
porosity (nmax, nmin are the maximum and minimum porosity) 
the ratio between crack width and grain diameter 
the uniformity of the sand (D60/D10). 

From Figure 5 it appears that some of the tests show high values for the critical 
head. It is assumed that the sand forms arches between the two walls of the 
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crack, and is thus able to withstand a considerable upward hydraulic head. As 
the ratio between crack width and grain diameter becomes larger this effect 
decreases, and eventually the critical hydraulic head will become close to 1. 
There is some effect of density of the material. It is not entirely clear whether 
this has to do with material behaviour (dilatancy) of sand or with a more 
efficient way of forming arches in dense sand. 
The uniformity of the material is demonstrated most clearly if a small layer of 
coarse material is placed upon a larger layer of fine material. Due to the higher 
permeability of the coarse material there is no built up of uplift pressure on this 
layer, and therefor the layer acts as a plug. 

C      static tests 

pertect fit •      cyclic tests 

~ T 

Measured critical head 

Figure 5 Results of static and cyclic head tests 

The tests where a cyclic hydraulic head instead of a constant hydraulic head 
was used indicate that in general lower critical heads are found in the cyclic 
tests. The sand is washed out more easily. This can be subscribed to the fact 
that if arches are being formed by flow of water into one direction, these arches 
are continuously being formed and destroyed by a cyclic flow of water. Thus 
the sand is homogenized and washes out more easily than during tests with a 
constant hydraulic head. 
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In the cyclic tests there is a difference between 'start of movement' and 'wash 
out'. Once the sand is observed to start moving in one direction there is some 
time required to actually form a sand-water mixture that is washed out. During 
this time the flow can change direction. 
In all cases however the critical head lies above the value of 1, which is the 
threshold value where the sand is supposed to liquefy and wash out. 

Stability of sand in a filter layer 

The stability of sand in a layer of granular material (gravel) has also been 
tested. Figure 6 shows the test set up. In a test eel with a diameter of 30 cm a 
gravel layer is placed. Then the sand is washed in and an upward hydraulic 
head is applied. Again the critical head at which the sand is washed out is 
recorded. Typical values for this critical head are 0.6 for loose sand and larger 
than 1 if the sand has been densified before the test is begun. 
The mode of failure as observed during these tests is that at lower hydraulic 
heads small wells at the surface and pipes in the sand between the grains occur. 
At the critical value of the hydraulic head the entire sand mass is 'boiling' and 
can easily be transported away. 

Figure 6 Set up for tests on sand-grain mixtures 
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The tests also permitted for the permeability of the sand-grain mixture to be 
measured. It was found that the permeability of these gap-graded mixtures was 
about equal to 0.3 times the permeability of the sand used in the tests. This 
seems a logical result, considering the fact that flow takes place through the 
sand and that the sand is present in the 30 % pore space between the gravel. 

Modelling 

Obviously, aging, in other words the presence of sand in the construction, 
causes permeabilities to decrease. This can lead to an increase in hydraulic load 
over the top layer. 
On the other hand, due to the presence of sand, interaction between the blocks 
is improved, and if the cracks are completely filled with sand, the probability 
of loose blocks (blocks that do not interact with other blocks when loaded) is 
strongly reduced. 

Displacement Support from top 

Support from toe 

Hydraulic head (max = 2 m) 

Figure 7 Hydraulic head difference (lower part) and 
corresponding displacement (upper part) 

Modelling of different aspects has consisted of simple models, such as spread- 
sheet models or analytical, conceptual models, and more sophisticated model- 
ling. Bezuijen (1994) is an example of an approach to describe hydraulic loads, 
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block movement and subsequent clamping forces in a revetment during oblique 
wave attack using the numerical STEENZET code. 

In order to be able to simulate the complex event of block movement during 
wave-attack calculations have been made with the STEENZET-model to 
establish the hydraulic load on the top layer. The corresponding movement of 
the blocks in the top layer has been calculated with the Finite Element code 
DIANA. If the blocks are all touching each other the vertical movement causes 
large horizontal forces in the plane of the slope. These horizontal forces have to 
be counteracted by support (or stiffness) of the toe and top structure, and by 
friction between the blocks and the sublayer. An example of this procedure is 
shown in Figure 7. In the lower part of the figure the hydraulic head difference 
of a revetment at the moment of the impact of a breaking wave is shown. 
Above and below this point an upward hydraulic head is generated. The upper 
part of the figure represents the calculated response of the block revetment in 
terms of displacement. The movement is scaled up for presentation. Just to give 
an idea of the real dimensions it can be mentioned that this calculation gives an 
upward hydraulic head of about 1.75 m, which results in a movement of block 
34 in the figure of about 7 cm. The upward water pressure is compensated by 
the weight of the blocks as due to clamping forces a lot more blocks are lifted 
than just block 34. 

It is now thought that in the case of square concrete blocks the stability of a 
row of blocks parallel to the waterline is more critical for the stability of the 
top layer than the situation for blocks in a column parallel to the slope shown 
in Figure 7. This is because in the case of perpendicular wave attack an entire 
row of blocks is loaded with almost the same upward load. Theoretically all the 
blocks in this row would show the same upward movement and clamping can 
not take place. From calculations for this type of problem it appears that the 
presence and the stiffness of the material in the cracks is very important. 
Additional top layer strength is calculated to be 10 to 40 %, which is in 
reasonable agreement with the results of pull out tests on this type of revet- 
ment. 

From the pull out tests a larger degree of additional strength is expected from 
polygon shaped blocks which are washed in with gravel. This is because the 
blocks do not spread the load into one direction (row or column) but in 
different directions. In the future 3D simulations will be performed to investiga- 
te this. 

Conclusion 

Finally, the balance between positive effects of aging, such as an increase in 
top layer stability by an improved interaction between blocks, and negative 
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effects, such as a possible increase of load on the top layer, has to be made up. 
Question marks in this proces are the stability of sand in the revetment during 
storm conditions and the possibility to artificially fill filter layers with sand. 
The overall net effect of aging is, qualitively, expected to be positive. There is 
a strong need for quantitative measures. This will take a lot more study of 
detail processes using for instance sophisticated models, large scale model tests 
but on the other hand also simple pragmatic tests, field research and test 
locations. 
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Experimental Analysis of the Settlement Failure Mechanism 
Shown     by Caisson-Type Seawalls 
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ABSTRACT 

We conducted a series of model in a wave flume measuring 
pore pressures in the reclaimed soil (sand) to investigate the 
settlement failure mechanisms of caisson type seawalls. 
Settlement of reclaimed soil was reporduced by considering that 
the geotextile sheet, which separates the backfill and reclaimed 
soil regions, had an opening ripped in it such that soil rapidly 
leaks out. Also reproduced were the phenomenon of sand boiling 
(liquefaction), the presence of saturated reclaimed soil above 
the backfill stones, seawall construction with no backfill stones, 
and impulsive pressures acting on the joint plate connecting two 
caissons. Experiment results further clarified the fundamental 
mechanisms of the settlement failures. 

INTRODUCTION 

The recent utilization of reclaimed land to provide 
large-area, man-made islands, e.g., those used for airports, has 
necessitated their construction in relatively deep seas, which 
naturally requires them to be surrounded by seawalls that are 
directly exposed to strong waves since no protective 
breakwaters are present. Consequently, failures frequently 
occur during and after construction. The settlement of reclaimed 
soil behind the seawalls is considered to be responsible for most, 
and while this type of failure does not result in complete 
failure of the seawall, it does lead to land-usage problems and 
expensive long-term maintenance requirements. 

*1 Maritime Structures Lab., Port and Harbour Res. Inst., 
MOT, Japan, 3-1-1 Nagase, Yokosuka 239, 
Fax: + 81-468-42-7 846 Tel:+ 8 1-468-44-5011 
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1902 



SETTLEMENT FAILURE MECHANISM 1903 

Photo 1(a) shows a typical seawall failure by settlement, 
occurring at S Port located along the Pacific Coast in Japan, 
where a large hole is formed behind the seawall. This type 
settlement failure occurred during construction, being the end 
result of wave actions from a strong storm. Figure 1 shows the 
cross section of the seawall, a relatively deepwater seawall 
protecting a large, man-made island; being particularly chosen 
due to a water depth of more than 10 m and a design significant 
wave height of about 8 m. The caisson is 12 m wide and covered 
by wave-dissipating concrete blocks. Backfill stones placed 
behind the caisson reduce the soil pressure acting on it. The 
large holes were formed in the reclaimed soil located above the 
backfill stones. A permeable geotextile sheet laid on the top of 
the backfill stones should prevent such soil leakage; thus, we 
surmise that it was damaged by waves either during and/or after 
placement of reclaimed soil. 

The seawall failure in S Port is unique in that it also 
provided evidence of air blow, which can be seen in Photo 1(b), 
i.e., air is being blown out a gap between the caisson and 
reclaimed soil.     Air blow occurs when wave motion inside the 

Photo 1(a)     A large hole 
formed behind a seawall. 

Photo 1(b)     Air blow occurring 
from a gap between the 

caisson and backfill stones. 
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Fig.  1 Cross section of a caisson type deepwater seawall. 
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Fig. 2 Cross section of a rubble mound type shallow water 
seawall, 

backfill stones compresses the air within the stones such that it 
blows out through the gap; a phenomenon that occurs even at 
not-so-large wave heights. 

Figure 2 shows another settlement failure, in this case for 
a rubble mound type seawall located in relatively shallow 
water. The apparent damage was caused by a winter storm, 
leaving numerous holes in the sidewalk. Note that the 
interlocking blocks in the sidewalk have been upturned/knocked 
out of place; a phenomenon thought to occur when the pore 
pressure in the backfill stones exceeds the overburden soil 
pressure in the overlying reclaimed soil. 

Three years ago, a comprehensive study on the 
mechanisms of settlement failures was initiated at the Port and 
Harbour Research Institute (PHRI), Japan. The study is 
considered comprehensive due to the inclusion of hydraulic, 
geotechnical, and material aspects in conjunction with 
determining practical construction methods. Here, we report the 
results of hydraulic model experiments which further elucidate 
the mechanisms leading to settlement failures of seawalls. 

EXPERIMENTAL PROCEDURES 

Experiment series 
Four series of model experiments were conducted. In 

series 1, the settlement failures of reclaimed soil were 
reproduced, and in series 2, pore pressures in the backfill stones 
and reclaimed soil were measured. Standard and special cross 
sections were tested along with a cross section in which the 
boiling type of failure can easily occur. 

In the series 3 experiments, we measured the impulsive 
pressure acting on the joint plate connecting two caissons, as 
destruction of the plate is known to result in damage to the 
geotextile sheet and subsequent settlement of the reclaimed 
soil; while in series 4, a cross section with no backfill stones was 
tested to show the effect of the stones in preventing settlement 
failure. In this case, no reduction occurs in the ground pressure 
acting on the caisson, nor in the direct wave actions affecting 
the reclaimed soil. Pore pressures were also measured for this 
cross section. 
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250 100 

Fig. 3     Cross section of the standard seawall model. 

Seawall Model 
Figure 3 shows a cross section of the standard seawall 

model in which the geotextile sheet is placed between the 
backfill stones and reclaimed sand (soil) in order to stop sand 
from leaking through the backfill. Although the surface of the 
reclaimed soil is usually paved, this was not simulated in the 
model. 

Models at 1/16-scale were installed in a wave flume on top 
of a sand bed. The water depth and caisson width were both 
about 1 m, and crest elevation of the seawall was 88.9 cm, 
which is relatively high compared to the water depth. Equivalent 
water depth is about 16 m and crest elevation about 14 m. The 
locations of more than 40 wave pressure and pore pressure 
transducers are indicated. 

We also tested a model cross section similar to one 
occurring during the construction period, where the reclaimed 
sand is filled just up to the top of the backfill stones. In this case, 
which was mainly considered in series 1 experiments, the crest 
height of the caisson is relatively low at 58.1 cm. 

Waves 
Regular and irregular waves were generated in the 

experiments, with wave height being varied from 25 to 61 cm and 
wave period from 2.1 to 3.5 s. The standard case uses a wave 
height of 52.4 cm and wave period of 3 .04 s, i.e., equivalent 
to 8.4 m and 12.2 s for actual waves. 

EXPERIMENTS REPRODUCING SETTLEMENT FAILURE 

Soil leakage due to geotextile sheet damage 
In series  1   experiments, under the assumption that the 

settlement of reclaimed  soil was caused by an  opening being 
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ripped in the geotextile sheet either during or after construction, 
we cut a relatively large, 10-cm diameter hole in the sheet, 
laying it between the backfill stones and reclaimed sand such 
that the hole was situated below the still water level. 

Photo 2 shows the effect of sand leakage before applying 
wave action. After adding the overlying reclaimed sand, while 
slowly filling the wave flume with water, sand started leaking 
through the hole right after the water reached its level, with the 
end result being the formation of the large tunnel (cave) shown 
in the photo. 

Upon commencing wave action after crushing the tunnel 
and refilling in the sand lost by leakage, the water surface in the 
backfill stones began moving up and down and gradually sand 
began leaking through the hole, in turn forming another tunnel. 
Some sand is trapped in the backfill stones, but most passes 
through them and piles up on the seabed. 

Although larger waves led to a larger tunnel, when wave 
overtopping occurred, the water motion in the backfill region 
increased, leading to a higher leakage rate and rapid growth of 
the tunnel until the weight of the overlying sand suddenly 
collapsed it. Photo 2 also shows the resultant settlement of the 
reclaimed sand which is greatest just above the location of the 
hole. 

Experiments lo Reproduce 

the Settlement Failures 

Generation of Cave 

before Wave Action 
Generation of Cave 

by Wave Action 

Collapsing of Soil 

by Overtopping Waves 

Photo 2     Soil leakage through a 10-cm hole in the geotextile 
sheet at a location below the still water level. 
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Effect of hole size and location 
To further investigate this behavior, we varied the size 

and location of the hole. Although the rate of sand leakage 
naturally increased with the size of the hole, for very small holes 
with a diameter of 1 cm, the leakage stopped due to the hole 
being blocked by sand that is trapped nearby between backfill 
stones. In addition, the rate of leakage is highest for holes 
located just below the still water level, being substantially 
increased by overtopping waves, or by rainfall which was also 
simulated. 

Behavior of reclaimed sand without a geotextile sheet 
Because some seawalls have been constructed in Japan 

without a geotextile sheet, under the premise that adding 
reclaimed soil to the backfill section during construction will 
prevent subsequent leakage upon completion, this case was also 
examined in the experiments. 

As expected under this situation, the sand literally flowed 
into the backfill stone section during the filling process. Also, 
small wave actions promoted infiltration into the backfill 
section. In fact, even if reclaimed sand is added to fill all the 
void spaces in the backfill stones, the sand in the backfill stones 
located just behind the caisson is still carried away through the 
rubble mound. Such behavior indicates a good possibility that 
leakage will continue after construction, especially if large 
waves attack the seawall. 

MEASUREMENT OF PORE PRESSURES 

Pore pressure distribution 
Figure 4 shows typical analogue data for the standard cross 

section measured at four channels, i.e., the front and bottom of 
the caisson (7, 10), in the backfill stones (23), and in the 
reclaimed sand (38). Channels 7 and 10 indicate ordinary 
standing wave pressure that is simultaneously transmitted to the 
backfill stones, where slight damping is apparent and negative 
pressures indicate higher damping than positive ones. Also, pore 
pressure in the reclaimed sand is highly damped and shows a very 
smooth pressure curve. Pore pressures in the backfill stones and 
reclaimed sand provide important data as settlement failure is 
more likely to occur at high positive and/or negative values. 

Peak pore pressure for standard cross section 
Figure 5 shows the corresponding pressure distribution 

for the standard cross section, where the size of the arrows 
indicates    the    relative    magnitude of   nondimentionalized 
positive peak pressure, while its inclination indicates the phase 
difference at peak pressure. Note that the pore pressure in the 
backfill stones is almost constant, being quite high at about 80% 
of the wave pressure at the front of the caisson. Pressure is not 
substantially reduced because the water and air in the backfill 
stones are enclosed relatively tightly by the reclaimed sand, i.e., 
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the movement of pore water in the rubble mound and backfill 
stones is very limited by the reclaimed sand and the dissipation 
of pore pressure is low. This pore pressure, however, rapidly 
damps out as shown by the pore pressure in the reclaimed sand. 

Fig. 4 

Fig. 5 

ch 7 :  Front Wall of caisson 

-40 
40i 

Oi 

401 

ch 23 : Back fill Stone 

A     A.   / 

Positive 

Nagative 

J^d 

oi— 
ch 38 :  Reclaimed Sand 

Analogue data for the standard cross section indicating 
pore pressures measured at indicated channels. 
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Distribution of positive peak pressures in the standard 
cross section in which reclaimed sand above the backfill 
region is not in a saturated condition. 
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Fig. 6     Distribution of positive peak pressures for a cross 
section in which the reclaimed sand above the backfill 
region is maintained in a saturated condition. 
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Fig. 7 Distribution of positive peak pressure using pressure 
relief opening. 

Pressure increase due to saturation of reclaimed soil 
Due to wave overtopping and rain, the reclaimed soil 

will normally be water saturated; thus, to simulate the strong 
effect of this condition on pore pressure in the backfill region, 
we added water as necessary to ensure the reclaimed sand stayed 
saturated during the experiments. 

By comparing Figs. 5 and 6, which show the resultant 
pressure distribution of peak pressures with and without 
saturation, it is clear that much higher pore pressures are 
present when the reclaimed sand is saturated, being nearly equal 
to the wave pressure in front of the caisson. This phenomenon is 
a result of the backfill region being tightly enclosed by the 
saturated reclaimed sand above the still water level, i.e., pore 
pressure is transmitted without damping in the backfill stones. 

Pressure relief measures 
The transmission of pore pressure in the backfill region 

without damping can be prevented, however, by providing a vent 
path or opening in the backfill stones, which can be established 
if a portion of the upper surface of the stones is situated at or 
above the level of reclaimed soil. Figure 7 shows the resultant 
pressure distribution if such an opening is established, where the 
peak values are significantly reduced to about 10% of the wave 
pressure acting on the front of the caisson; and accordingly, the 
pressure in the reclaimed sand is reduced as well. 

As another method for reducing pore pressure in the 
backfill stones, a pressure relief opening was made in the rear 
chamber of the caisson, with results indicating a substantial 
reduction in pressure, (although the data are not shown here). 

Water level oscillation in backfill stones 
Movement of pore water, especially that of the water level 

in the backfill stones, is another important factor affecting sand 
leakage. For the standard cross section, the level of water 
fluctuated between 10 and 20% of incident wave height as shown 
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in Fig. 8. Note that the 
magnitude of fluctuations 
decreases as wave height 
increases. Naturally the 
fluctuations in water level 
are smaller when the 
reclaimed sand is in a 
saturated condition, being 
less than 10% of the 
incident wave height. If, 
however, a pressure relief 
opening is established in 
the backfill region, the 
size of the fluctuations 
increases, ranging from 23 
to 32% of the incident 
wave height. 
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Fig. 8 Water level oscillations 

in backfill region. 
BOILING OF RECLAIMED SOIL 

As boiling or liquefaction of sand is considered a major 
factor causing settlement failures of seawalls, we modified the 
cross section of the standard seawall to experimentally 
reproduce this behavior. That is, a 20-cm-thick layer of 
reclaimed sand was used to cover the backfill stones, and the 
level of water was maintained at the surface of the reclaimed 
sand in order to limit the overburden soil pressure acting on the 
stones. 

Although no unusual behavior was observed at small wave 
heights, at a wave height of 42.8 cm, the entire layer of sand 
appears to lift up as shown in Fig. 9. This is the first indication 
of sand boiling (liquefaction), with increases in the wave height 
forcing the sand further upward until boiling occurs. The effect 
of boiling is disastrous as can destroy both the layer of reclaimed 
soil and any type of pavement covering this region. As another 
consequence, the geotextile sheet can be ripped such that an 
opening occurs. 

Figure 10 shows the pore pressure distribution when 
boiling occurs, where the pore pressure in the backfill stones 
reaches about 17.8 gf/cm2(14.5kN/m2), approaching close to the 
overburden soil pressure. Note that the pore pressure stays at 
this level even though wave height is increased. 

These experiments confirm that boiling of reclaimed soil 
occurs when the pore pressure in the backfill region increases 
close to the overburden soil pressure acting on the backfill 
region. Consequently, to withstand large wave heights, the 
layer of the reclaimed soil should be sufficiently thick such that 
the force produced by the weight of the soil counteracts that 
produced by the increase in pore pressure in the backfill region; 
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or alternatively,     the backfill pore pressure should be reduced 
by establishing a pressure relief path. 
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Fig. 9     Boiling of reclaimed sand. 
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Fig.  10 Distribution of peak pore pressure in the case of sand 
boiling. 

IMPULSIVE PRESSURE ON A JOINT PLATE 

Caisson joint model 
In series 3 experiments, the impulsive pressures acting on 

the joint plate connecting two caissons were measured, being 
done in response to learning that destruction of the joint plate 
leads to the damaging the geotextile sheet and settlement 
failure due to soil leakage. 

Figure 11 shows the cross section and front view of the 
seawall model, where a 1.5-cm joint plate has been installed 
between the caisson and a glass observation window. Several 
pressure transducers were placed to measure impulsive 
pressures on the joint plate. 

Wave action and impulsive pressure on the joint plate 
Figure 12 shows typical analogue measurements indicating 

wave   pressure   on   the   caisson's   front   wall   and   joint   plate 
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respectively. Channel 11 provides pressure on the joint plate 
at the still water level, while channel 4 provides the pressure on 
the caisson at the same level, and channel 14 on the plate near 
the caisson bottom. As shown, an impulsive pressure appeared 
near the water surface, having an intensity of more than 3 woH. 
Also shown is the movement of the wave front which contains a 
layer of air such that it generates an impulsive pressure upon 
impact against the plate. 

cci        Glass .i Parapet 

V 

Joint plate 

Caisson Body 

-, Mound ,-^j3 

Cross Section 
Front View 

Fig.  11  Seawall model with a caisson joint plate. 

T = 2. 60s, H = 52. 4c 

60 61 58 59   SO 61 
I (s) r (s) 

Fig.  12 Generation of impulsive pressure on joint plates. 

Peak impulsive pressure on the joint plate 
Figure 13 shows nondimensionalized peak pressure acting on 

the joint plate near the still water level, where experimental 
values are plotted for four different wave periods as a function 
of wave height. Due to data scatter, the ranges and mean values 
are indicated, with pressure ranging from 1 to 4 woH and having 
an average value of about 2 woH. 

The impulsive pressure acting on the joint plate above the 
still water level is very similar to the uplift pressure on the 
horizontal plate, e.g., the superstructure ofa pillar quay orthat 
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acting on the ceiling slab of a wave chamber in a perforated wall 
caisson. Based on this similarity, the methods used to determine 
these pressures can be applied here for determining the 
impulsive pressure. 
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Fig.  13 Impulsive pressure intensity on a joint plate. 
40 

Reduction   of       impulsive 
pressure by spacer plates 

The impulsive pressure 
on the joint plate can be 
reduced by narrowing the 
gap (space) between two 
caissons using spacer 
plates. Figure 14 shows 
that two spacer plates 
installed in the gap between 
the caisson and observation 
window can substantially 
reduce impulsive pressure, 
although one spacer plate 
works almost as well. 

30 I   30 

Glass Spacing Plates 

Fig.  14     Spacer plates to reduce 
the impulsive pressure. 

SEAWALLS WITHOUT BACKFILL STONES 
Loss of reclaimed soil due to joint plate damage 

The main purpose of using backfill stones is to reduce 
ground pressure acting on the caisson. If, however, the wave 
pressure is large compared to ground pressure, then backfill 
stones need not be used. This is commonly the case in Japan 
where the design wave height is large and the design 
acceleration produced by an earthquake is small. In addition, if 
backfill stones are not used construction costs will be lower. 

Using backfill stones along with a geotextile sheet reduces 
the risk of the leakage of reclaimed soil through the joint plate 
should it be damaged. In fact, the stones function as a filter 
medium   which   reduces   direct   wave   pressure   acting   on   the 
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reclaimed soil. When a small hole was made in the joint plate, 
wave actions led to a continuous leakage of sand from the back 
region of seawall. 

Pore pressure in the reclaimed sand 
Figure 15 shows the pressure distribution for a cross 

section without backfill stones, where the high pressure in the 
reclaimed sand near the rubble mound should be noted, being 
almost 90% of the frontal wave pressure. Consequently, the 
pressure gradient in the sand near the rubble foundation will be 
large, which might easily lead to the adverse consequence of 
damaging the geotextile sheet placed between the sand and 
rubble mound. 

The pore pressure in the reclaimed sand can be reduced 
using an opening in the caisson. Figure 16 shows the pressure 
distribution with an opening in the rear chamber of the caisson, 
which reduces the pressure near the sand and rubble mound to 
10% of the frontal wave pressure. If the backfill stones are not 
used, then obviously measures such as this one must be taken in 
order reduce pore pressure in reclaimed soil. 
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Fig.  15     Distribution of peak pore pressure 
without backfill stones. 
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CONCLUDING REMARKS 
By combining the present experimental results with those 

from field surveys various mechanisms were found to cause 
leakage of reclaimed soil, with the loss of this soil subsequently 
leading to seawall failure by settlement. Figure 17 shows the 
resultant settlement failure mechanisms using a failure path 
diagram. For example, failure occurs if the wave actions during 
and/or after construction breech the integrity of the geotextile 
sheet, where the soil can then leak into the backfill stone region 
due to wave actions. The occurrence of sand boiling and 
damage to the joint plate were also implicated as being 
important settlement failure mechanisms. 

Although we have obtained a relatively sound qualitative 
understanding of settlement failure mechanisms, being an 
essential aspect towards realizing practical seawall designs, 
only with a sound quantitative understanding of the mechanisms 
can a full understanding be obtained. 
Wave action during and after 
construction 
(Water level rise by high 
tides and overtopping water) 

Chemical deterioration r 
Dropping of soil or stones 
during construction 

(Earthquake [- 

| Uneven settlement 

Pressures due to 
backfill soil and water 

Wave action during and after 
construction 
(Mound-transmitted waves and 
overtopping waves) 

IWave actions Y 

Figure 17     Diagram of mechanisms leading to seawall 
failure by settlement. 
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CHAPTER 149 

FULL SCALE MEASUREMENTS OF WAVE ATTENUATION 
INSIDE A RUBBLE MOUND BREAKWATER 

Peter TROCH1, Marc DE SOMER1, Julien DE ROUCK1, Luc VAN DAMME2, 
Dierik VERMEIR3, Jean-Pierre MARTENS4, Conan VAN HOVE4 

ABSTRACT 
At the Zeebrugge harbour (Belgium) a cross-section of the N.W.-breakwater 

has been instrumented for the study of physical processes related to the behaviour of a 
prototype rubble mound breakwater in random wave conditions. Within the EC 
MAST programme (project MAS02-CT92-0023) this monitoring system has been re- 
engineered and extended to a high-quality full scale data acquisition centre (Troch et 
al., 1995). 

The development of the prototype monitoring system to a world-wide unique 
system with respect to the infrastructure available at Zeebrugge, the instrumentation 
installed on site, and the data management developed, is briefly summarised. 

Filed measurements of wave attack in front of the breakwater, and pore 
pressure response inside the breakwater core, have been analysed in order to 
determine the hydraulic response of the full scale breakwater. Analysis results on 
wave run-up/run-down measurements, phreatic set-up calculations, and pore pressure 
wave attenuation are presented here in more detail. 

INFRASTRUCTURE 
The port of Zeebrugge is situated on the eastern part of the Belgian coastline, and 

is protected by two main breakwaters (Fig. 1). The Zeebrugge breakwater constitutes of a 
conventional rubble-mound breakwater with a low superstructure and an armour layer 
consisting of grooved cubes (25 ton). The breakwater core consists of quarry run 2-300 
kg, the filter layer is made of rock 1-3 ton. On the breakwater crest, a service road enables 
easy access of the breakwater. The tidal range at spring tide is 4.3 m. 

A measurement jetty of 60 m length supported by a steel tube pile at the 
breakwater toe and by concrete columns on top of the breakwater is situated on the 
NW-breakwater, Fig. 2. Six boreholes have been drilled in the core: four vertical 
boreholes and two oblique boreholes. Galvanised steel casings are placed in these 
boreholes. These casings are perforated in order not to disturb the overall permeability. 
Pressure sensors are mounted in these casings. Each pressure sensor cable is protected by 
a high density polyethylene tube provided with a perforated nylon head at the sensor end. 
1) Civil Engineering Dept, University of Gent, Technologiepark 9, B-9052 Gent, Belgium. 
2) Ministry of Flemmish Community, Coastal Division, Vrijhavenstraat 3, B-8400 Ostend, Belgium. 
3) Dept. Information Technology, HAECON, Deinsesteenweg 110, B-9031 Gent, Belgium. 
4) ELIS, University of Gent, St-Pietersnieuwstraat 41, B-9000 Gent, Belgium. 
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In an air-conditioned container, placed on the landside of the breakwater, signal 
conditioning apparatuses and a data acquisition system (DAS) are installed. All electric 
cables from the measuring sensors are lead towards the container. 

> ZeebniEEcV      ^\ ZeebruggcV      -_, 
Blankeiibergc     N,  ^ 

\ 
Oostende 

Nieuwpoort 

BELGIUM 

Fig. 1. Location of the prototype monitoring system 
on the NW breakwater at Zeebrugge harbour (Belgium). 

Fig. 2. Cross-section of the Zeebrugge rubble mound breakwater. 

INSTRUMENTATION 
An overview of instrumentation installed on the measurement jetty is given in 

Fig. 3, and summarised in Table 1. 
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Fig. 3. Zeebrugge breakwater: Location of instrumentation since 1994. 
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Wave rider buoys are located in front of the breakwater and measure the 
incident waves. The water level at the toe of the breakwater is measured by an infra- 
red wave height meter and by two submerged pressure sensors located in front of the 
steel tube pile. 

A set of vertically placed stepgauges between the measurement jetty and the 
armour layer is able to registrate the wave run-up and run-down on the armour layer. 

Inside the core 13 pressure sensors are installed in the six boreholes for the 
measurement of the internal pore pressures induced by the waves. Assembly of the 
sensors is conceived to allow flexible placement in the boreholes, ease of maintenance 
and ease of calibration. 

A device called "integrating box" is designed for the measurement of wave forces, 
i.e. the integrated pressures on (a part of) an armour unit face. The solid steel box is filled 
with water under pressure. A pressure sensor mounted in the box measures the pressure 
variation in the enclosed box volume. The device has been calibrated extensively in the 
laboratory. The pressure inside the box is related to the wave force applied on the box 
membrane. 

INSTRUMENTATION LOCATION AIM OF MEASUREMENT 
2 waverider buoys 150 m and 215 mfrom 

breakwater 
wave records 

infra-red wave height meter near steel tube pile wave records, tide level 
2 submerged pressure 
sensors 

near steel tube pile wave records, tide level 

5 vertically placed 
stepgauges 

between armour layer 
and jetty beam 

run-up/run-down wave profiles 

'integrating box' on one face of armour 
unit 

wave forces on an armour unit 

13 pressure sensors inside rubble core pressure records 
Table 1. Instrumentation of Zeebrugge breakwater. 

DATA MANAGEMENT 
A strategic data management plan is developed for acquisition, processing and 

distribution of all full scale data. 
Each sensor has its dedicated signal conditioner providing individual isolated 

power supply and converting the current of the pressure sensor circuit to a voltage output 
-proportional to the physical input- which is galvanically isolated from the sensor circuit. 
The voltage outputs of all sensors are separately connected to an isolation amplifier 
followed by a lowpass-filter before being connected to the data acquisition system. Special 
care with regard to groundings and shielding of the electronic devices has been taken in 
order to prevent ground loops. 

A scanner samples all analog data at 10 Hz. After analog-to-digital conversion raw 
data are stored as binary files on a hard disk of the computer. The data acquisition com- 
puter manages the hard disk as a ringbuffer. 

An software package, written in ANSI C and portable on several systems, is 
included for presentation, evaluation and signal analysis. Software tools were written to 
read data from file, display data on screen, select pieces of data and analyse the selected 
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data. Routines for input and output have been implemented allowing the user to output 
measurements values and computational results and to input signals having a format 
different from the one of Zeebrugge data. Procedures have been developed for the 
quality control of raw data. This way an interface today is available for the input of 
external data from scale models and numerical models for comparison and research 
activities. 

The acquired time series are edited for the elimination of errors in the signals. A 
very valuable technique, developed in speech analysis, and applied here to the signals, is 
the calculation of a spectrogram of a signal. The spectrogram (Fig. 4) consists of 
consecutive spectra, calculated for consecutive windows on the time series and placed 
vertically. The spectral energy information per frequency interval is converted towards a 
proportional line length. This way, errors in the signal, such as high frequency noise or 
sample gaps, are easily detected and edited. 

Up to date about 16 storms with significant wave heights ranging between 
1.00 m and 3.50 m, and wind directions from N.W. -allowing almost perpendicular 
wave attack- have been registrated. Continuously improvements and new instruments 
are prepared and installed, keeping the prototype monitoring system highly 
operational. For more detailed information and technical details of instrumentation 
and data acquisition, the reader is referred to (Troch et a!., 1996-a; Troch et al., 1996- 
b). 
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Fig. 4. Typical acquired time series and spectrogram of pressure sensor signal. 
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FULL SCALE DATA ANALYSIS RESULTS 
Wave run-up measurements 

The wave run-up (run-down) derived from full scale measurements is defined as 
the vertical distance between Mean Water Level (MWL) and the highest (lowest) point 
attained by the wave up-rush (down-rush) on the slope. The run-up height Ru is one of the 
most important parameters associated with wave loading on rubble mound structures and 
their stability. It, along with the highest still water level, determines the necessary crest 
level of the breakwater. 

At each stepgauge mounted along the breakwater slope, the instantaneous 
water surface level is measured. From these time series, the instantaneous wave 
profile on the slope is derived. At one instant, the wave profile is taken as the polygon 
connecting the water surface levels measured at all stepgauges. The instantaneous 
wave run-up height is defined here as the vertical distance between MWL, and the 
intersection of the breakwater slope with an extrapolated line, constructed trough the 
two highest water surface levels measured at that instant. MWL is calculated as the 
mean of a water surface measurement using a submerged pressure sensor mounted in 
front of the steel tube pile. When the intersection is positioned below MWL, 
instantaneous wave run-down is identified. 

The relevant run-up level of an irregular wave signal is taken as Ru,2% • This is 
the level exceeded by only 2% of the waves running up the armour slope. The run- 
down level considered is the Rd,98% which is the level exceeded by 98% of the waves. 
The reference number of waves used for the computation of the exceedence level, is 
taken here as the total number of run-up waves on the slope. The non-dimensional 
run-up ratio Ru,2% IHmo , where Hmo is the significant incident wave height, and run- 
down ratio Rdgs% IHmo , are plotted versus the deep water Irribarren number of the 
wave form: 

_      tan a 

isT(0,2)2 

1/2 where a = slope angle (°); significant wave height Hmo = 4(mo)     (m); wave period 
T(o,2) - (nto / m^)'/2 (s), where m„ is the n"1 moment of spectral density. 

Allsop et al. (1985) presented model test run-up results on a 1:1.5 Antifer 
cube slope with irregular waves, using Losada et al.'s (1982) relationship: 

^ = A[l-exp(B{)] 0) 

where R = run-up/run-down level, defined as: Ruj% or Rd,98%', H = Hmo ; A, B = 
experimental coefficients; £ = Irribarren number. Allsop reported: 

run-up: A=1.52 B=-0.34 
From physical model tests on the identical Zeebrugge breakwater cross- 

section, carried out in the MAST II project (Kingston et al., 1996), it is found that for 
irregular waves the coefficients are: 

run-up: A= 1.76 B=-0.28 
run-down:       A=-1.05 B=-0.43 
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Fig. 5. Comparison between prototype and scale model wave run-up results. 

In Fig. 5 non-dimensional wave run-up heights and wave run-down heights 
obtained from Zeebrugge prototype measurements using the vertically placed 
stepgauges are plotted as a function of the Irribarren number £ Note that the range 
for £ is small due to the occurred wave and breakwater characteristics. As a result, for 
£«3 the wave run-up Ru,2°/</Hmo has order of magnitude 1.50, and the wave run-down 
Rd,98°//Hmo has order of magnitude -0.75. 

Comparing with the laboratory wave run-up measurements (Allsop et al., 1985; 
Kingston et al., 1996), it appears that from this analysis of prototype data the wave 
run-up is about 50% higher than the well-accepted wave run-up, based on laboratory 
results. Wave run-down agrees well with laboratory data. Due to the measurement 
technique, mainly the remaining distance between the gauge and the slope, the run-up 
measured in laboratory tests might be underestimated by up to 20 %. 

This high run-up RUi 2% confirms the practical experience in Sines (Portugal) and 
Zeebrugge harbours that wave overtopping is higher than expected during design. As 
prototype results are only available for one storm within a narrow range of Irribarren 
numbers, they have to be confirmed by future measurements. It is clear that a better 
measurement accuracy is needed before final conclusions are drawn. However, this 
remarkable result, if confirmed, would have large impact on social, economic and 
environmental aspects of coastal protection works. As a conclusion, more detailed 
research and measurements on wave run-up are necessary in order to acquire a better 
understanding of prototype wave run-up. 
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Internal phreatic set-up 
Due to the geometric non-linear effect on the slope subjected to waves, swell or 

tides, an internal phreatic set-up in a breakwater may occur. As the inflow section along 
the slope at the moment of a high water level is larger than the outflow section at the 
moment of a low water level, and as the average inflow path is shorter than the outflow 
path, more water will enter the breakwater than can leave during cyclic water level 
changes. Consequently, an average internal set-up of the water level inside will occur. 

This internal maximum average set-up occurring after several cycles may be 
described by a simple theoretical formula (Barends, 1988): 

-^ = J7T^F-7 (3) 

D    w 

with: 

-      °1CH2        A = 0.5m W 

nXDtana V   n 
where s = maximum average set-up (m); D = depth at toe of slope (m); c = constant 
depending on effects of air entrainment and run-up (c > 1); H - wave height at slope (m); 
n = porosity (-); X = penetration length of the cyclic water level into the porous structure 
(m); a= slope angle (°); K= permeability coefficient (m/s); t = period of cyclic loading (s); 
F - function related to two cases (open or closed lee-side). For a closed lee-side the 
maximum set-up s is found at the lee-side. 

As a practical example of the theoretical formula the Zeebrugge case is worked 
out. Barends (1983) assumed that the permeability A«0.50 m/s and the porosity «=0.40. 
The incident wave is characterised by H=6.50 m and 7=9 s. The waterdepth D is 11 m. 
The penetration length is approximated by /l=5.56 m. The situation corresponds to a 
closed lee-side and s occurs at lee-side. With L=85m and Z/A=85/5.56=15.3 m, 
f(closed)=l. With ta«o=0.67, c=1.25 (according to Barends, 1988) and #=6.50 m, £ 
becomes 0.32. The maximum average set-up s derived from the theoretical formula (5) 
finally is 1.65 m. This theoretical result is in between the rule of thumb values proposed by 
Barends. With D=\ 1 m, s=Q.\5D: the magnitude of the internal set-up is within 10-20 % 
of the waterdepth at the toe of the breakwater. 

A permeability coefficient K with the same order of magnitude is found by 
(Gudehus, 1974) from tests on rock samples characterised by djcr60 mm, dj(f=140 mm, 
d9(f=l90 mm. Dimensions of the test specimen are: height=1.20 m, diameter=1.22 m. The 
rock dimensions are clearly lower than the 2-300 kg rock used in the core. From this 
consideration, it may be assumed that the permeability of the core is higher than 0.50 m/s, 
however no measured values are available. Assuming that the permeability is 10 times 
higher, #=10x0.50=5 m/s, the set-up reduces to 0.50 m. 

Thus, set-up is very sensitive to some of the parameters included, such as the 
permeability and the air entrainment factor. These are difficult to estimate. The results 
need to be treated with much care. 

In order to study the stability of the filter layers of the Zeebrugge breakwater, a 
calculation with the mathematical model HADEER (Barends, 1983) was part of the study. 
Results from these calculations show similar set-up values as calculated from (5). 
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From full scale measurements, maximum average set-up values s, calculated at 
the position of the pressure sensor located closest to the leeside, are reported in Table 
2. The Mean Water Level (MWL) is derived by calculating the mean of a wave record 
registrated by the infra-red meter. Inside the breakwater core pressure data (Pa) are 
converted into water level data (datum Z) by assuming a hydrostatic section-where the 
density is constant. Those assumptions do not apply in the hydrodynamic area near the 
armour layer, but become more reasonable moving in the leeward direction. Internal 
phreatic set-up is calculated as the difference between mean values over a time 
interval of 180 s of the infra-red wave meter outside and the pressure sensors inside 
the core. 

Hi rml s[m] s/D [%] s/Hi[%\ 
3.50 0.29 2.6 8.3 
3.05 0.33 3.0 10.8 
2.25 0.37 3.4 16.4 
2.00 0.36 3.3 18.0 

Table 2. Maximum average set-up s and rule of thumb ratios. 

Comparison is made of calculated prototype set-up values with orders of 
magnitude proposed in literature: the results from prototype data are not within the 
range proposed by (Barends, 1988): 0.10£> < s < 0.20D, but the results have the same 
order of magnitude, as found by (Burger et al., 1988) on large scale models: 0.10/7,- < 
s <: 0.20//,, where Hi = incident wave height //;/? (m). Ratios s/D and s/Ht used in the 
rules of thumb are summarised in Table 2. 
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Barends' theoretical formula (3), where depth at toe Z>=1 lm, wave height 7/=3m, 
wave period T=7.2 s gives a setup value of .s=0.41 m at the landward side. This result is of 
the same order of magnitude of the full scale data, as extrapolating the pressure gradient 
towards the landward side yields 5=0.39. Using K=5 m/s, set-up reduces to 0.12 m. 

Fig. 6 shows the set-up for the Zeebrugge case as a function of wave height and 
period for D=\\ m. Further to Barends' theoretical formula the setup increases with 
increasing wave height. Plotting prototype setup as a function of Ht on Fig. 6 shows no 
agreement with this suggested non-linear relationship between setup and ///. 

The set-up is evaluated as a function of the horizontal distance from the interface 
between the filter and the core. It is concluded from prototype measurements that the set- 
up increases with the distance to the outer face of the breakwater. This is in agreement 
with the Barends' formula, because the breakwater is backfilled. 

Fore pressure wave attenuation 
The main objective of a breakwater is to dissipate incident wave energy when 

waves propagate through the porous breakwater core. This points out the relevance of 
investigating the breakwater's capability in this respect. In this section, results of full scale 
wave attenuation are presented. It is not the wave heights which are measured in the core, 
but the pore pressures. 

Theoretical work dealing with oscillatory flow in porous media was carried out by 
Biesel (1950) who identified the form of the spatial and temporal relationships which 
describe a linearly damped oscillatory flow. Le Mehaute (1957) applied this relationship to 
rubble mound breakwaters by introducing parameters accounting for porosity and inertia 
effects of the porous material. Oumeraci (1990) summarises Le Mehaute's theory on this 
topic and concludes that the height of the pore pressure oscillation p(x) of a propagating 
pressure wave decreases exponentially with the distance to the breakwater interface 
according to the linear damping model: 

P(x)-p(0)exp(-p2-^x) (5) 

where x = co-ordinate across core (m); p(x) = pore pressure at x (N/m2); p(0) = pore 
pressure at x = 0 (N/m2), i.e. the first pressure sensor location, L' = wave length 
within breakwater (m), f5 = damping factor (-). 

The wave length within breakwater L' is calculated by L —L/jn, (Oumeraci, 
1990 ). The wavelength L is calculated by the dispersion relationship using wave 
period Tm 2) , and waterdepth in front of the breakwater toe D. The pore pressure 

' 1/2 height p(x) = 4(mo)    , is calculated from the energy content of the signal. 
The magnitude of the damping factor /? depends on the distance ys of the 

horizontal level of the sensors to the MWL: the lower the location under MWL, the 
smaller the friction losses will become as the degree of turbulence decreases, and the 
smaller the damping factor/? becomes. 

In Fig. 7, a number of wave records of 15 minutes are considered for the 
horizontal level of sensors at Z+2.30. The ratio p(x)/p(0) is plotted versus the relative 
distance x/L'. An exponential curve is fitted through the data, the resulting damping factor 
^=0.68. In Fig. 8 curves with damping factors 0.81 (Z+3.00), 0.53 (Z+0.70) are plotted as 
well. As seen from this Fig. 8 the damping factor/? decreases with increasing distance 
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from the MWL (MWL at Z+5.65). In the same Fig. 8 the blank dotted lines have resulting 
damping factors ySfor a situation with lower MWL (at Z+5.18). Compared to the former 
Rvalues at each level, the latter values are higher (e.g. 0.89 versus 0.68 at sensor level 
Z+2.30). Indeed there is more turbulence due to the lower MWL, and the damping factor 
/?depends on the distance^. 

Analysis of a comprehensive set of data (Troch et al., 1996-c) shows that the 
energy content of steeper waves decays much nearer to the front of the core, where x=0. 
In other words, the rate of attenuation within the core for a given wave period increases 
with increasing wave height. In contrast the opposite trend is evident for a constant 
incident wave height. Increasing the wave period resulted in a decrease in the rate of 
attenuation in the mound. Summarised, the damping factor p also depends on the 
incoming wave height and period. 

It is assumed (Burcharth et al., 1995) that the extended Forchheimer equation 
models the flow resistance in porous media: 

L  , du (6) 
i = au + bu2 + c — ' 

dt 
where;' = hydraulic gradient (-); u = bulk (or filter) velocity (m/s); a, b, and c = constants. 
However, the turbulent term {u2) in equation (6) is normally predominant when 
considering internal flow in breakwaters, and this turbulent term does not occur in (5). 
Hence there is no evident purpose in relating the yS-value in equation (5) to the coefficients 
in the Forchheimer equation. From the above it is suggested that the model derived by 
(Oumeraci et al., 1990) is too simple being a linear model compared with the non-linear 
Forchheimer model. Moreover a straight comparison between calculated ft values, based 
on prototype results, and the value reported by (Oumeraci et al. 1990), fi=2 is not possible 
because of the different geometrical shape factors, the different breakwater cross section 
and scaled core materials affecting the core permeability, and different position of the first 
pressure sensor (the first reference pressure sensor in Oumeraci's analysis is positioned in 
the filter layer between armour and core). 

CONCLUSIONS 
This paper briefly outlines the prototype monitoring system installed at the 

Zeebrugge rubble mound breakwater. To date a comprehensive set of full scale data have 
been acquired at this unique monitoring system during storm conditions with significant 
wave heights ranging between 1.00 m and 3.50 m, and are available for validation of 
physical and numerical models. Prototype measurements consisting of incident wave 
data, wave run-up data, and pore pressure data have been analysed in order to 
determine the hydraulic response of the full scale Zeebrugge breakwater. As hydraulic 
responses the following phenomena are included: wave run-up/run-down, internal 
phreatic set-up and pressure wave attenuation. 

Comparing prototype wave run-up measurements with well-accepted 
laboratory results, it appears that the prototype wave run-up is about 50% higher than 
the wave run-up on armoured slopes of scale models. Wave run-down agrees well 
with laboratory data. This remarkable result, if confirmed, would have large impact on 
social, economic and environmental aspects of coastal protection works.  As a 
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conclusion, more detailed research and measurements on wave run-up are necessary 
in order to acquire a better understanding of prototype wave run-up. 

Prototype set-up measurements are compared with a simple theoretical 
formulation. For the range of wave heights available, there is good agreement 
between prototype and theoretical set-up. However no clear dependence of set-up on 
wave height, as suggested by the theoretical formulation (5), is found. The order of 
magnitude of calculated set-up from prototype measurements is between 10 and 20 % 
of the incident wave height. 

Results show that the pore pressure height p(x) of a wave travelling through a 
rubble mound breakwater in the horizontal direction decreases exponentially, and the 
magnitude of B depends on the distance from the horizontal plane to the mean water 
level. Finally some remarks on the applicability of the linear damping model, based on the 
Oumeraci formulation are made. There is a clear dependence of the damping factor on the 
incident wave height and period, which is neglected by the linear damping model. There is 
no non-linear Forchheimer term present in the linear damping model, although this term is 
predominant for internal porous flow. 
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CHAPTER 150 

NUMERICAL MODELLING OF WAVE INTERACTION WITH 
DYNAMICALLY STABLE STRUCTURES 

Marcel R.A. van Gent 

ABSTRACT: Wave interaction with dynamically stable structures is 
simulated by means of a numerical model based on finite-amplitude 
shallow-water wave equations. The model can simulate wave motion on and 
inside permeable structures. For dynamically stable structures, including 
berm breakwaters, reef-type structures and gravel beaches, a procedure is 
developed to simulate the natural response to wave attack. This procedure 
is extended, for instance by implementing effects of grading and effects of 
seawalls, to increase the applicability for practical applications. 

1.   INTRODUCTION 

Coastal structures that consist of rubble mound material and are designed to 
undergo reshaping under severe storm conditions, while their seaward slope is stable 
under normal wave conditions, are called here dynamically stable structures. These 
structures such as berm breakwaters and reef-type structures can be economically 
attractive since their natural response to hydrodynamic loads causes that smaller 
rock material can be used than with conventional statically stable coastal structures. 
On the other hand, the dynamic behaviour needs to be predicted to assess the 
performance of such structures. For berm breakwaters this dynamic behaviour of 
the seaward slope is very much depending on the hydrodynamic loads and vice 
versa. This interactive character of the hydrodynamics and the reshaping process are 
studied here by means of a numerical wave load-response model. 

A verified wave model has been combined with a procedure to simulate the 
response of dynamic structures (Van Gent, 1995-c). Procedures for initiation of 
movement of individual stones and for the reshaping of the structure as a result of 
moving stones determine the response of the structure. Both the wave motion and 
the response of the structure are simulated in the time-domain which means that the 
response of a structure immediately effects the computed wave motion. 

1)  Delft Hydraulics, P.O.Box 177, 2600 MH Delft, The Netherlands. 
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2.   MODELLING OF WAVE ATTACK 

A numerical model for simulating wave motion on and inside permeable 
structures is described in Van Gent (1994, 1995-b,c). The wave dynamics of 
normally incident wave attack on various types of structures are approximated by 
the non-linear shallow-water wave equations with steep wave fronts represented by 
bores. The model is based on concepts by Hibberd and Peregrine (1979) who 
developed a numerical model with an explicit dissipative finite-difference scheme 
(Lax-Wendroff) for impermeable slopes without friction. Using this concept, many 
practical applications have been obtained, see for instance Kobayashi et al. (1987) 
for wave reflection and run-up on impermeable rough slopes. For the permeable part 
of a structure the same types of equations can be applied although the friction 
coefficients for porous media needed to be assessed, see Van Gent (1995-a,c). The 
coupling of the external flow to the internal flow is determinative for the accuracy 
of such a wave model, see Van Gent (1994, 1995-c). 

The model is able to deal with waves either regular or irregular which attack 
various types of structures with arbitrary seaward slopes, smooth or rough, 
permeable or impermeable, overtopped or not. Although the model uses a one- 
dimensional description of the flow it can, however, give a useful impression of the 
flow field in two dimensions, see Figure 1 and Figure 2. 

..—— V. •.:-• 
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Fig.l    Computed flow-field for a berm 
breakwater with an impermeable core. 

Fig.2        Computed flow-field for  a 
permeable breakwater with crown-wall. 

3.   MODELLING OF RESHAPING OF STRUCTURES 

3.1 APPROACH FOR SIMULATING PROFILE DEVELOPMENT 

The stability of the stones is strongly dependent on the hydrodynamic 
properties. Several expressions for this stability have been developed. Although 
these design recommendations are rather accurate for many applications, more 
generally applicable results can be obtained by simulating the wave motion first and 
then using flow properties like the velocities and accelerations to predict forces on 
stones. This can be done numerically. 
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In the approach towards a numerical wave load-response model several model 
formulations are required. Firstly, the hydrodynamic flow, both outside and inside 
the structure, need to be known and modelled numerically. The mentioned one- 
dimensional model can be used as a first approximation. Secondly, information 
concerning the magnitude of forces on stones is necessary. Thirdly, relations 
between the forces on stones and the hydrodynamic behaviour are necessary. As 
mentioned before, the hydrodynamics can be represented by local velocities and 
local accelerations. As a first approximation, a Morison-type of expression (Morison 
et al., 1950) can be used, see for instance Kobayashi and Otta (1987) or T0rum 
(1992). Fourthly, information concerning failure mechanisms and forces causing 
damage is needed. Often failure mechanisms referred to as rolling, sliding or lifting 
are distinguished. These mechanisms or other failure mechanisms need to be 
modelled. Finally, the new positions of unstable stones need to be known if the 
complete reshaping process is to be simulated. For most breakwaters no severe 
damage is allowed, so for those cases it is not of primary interest to study the new 
positions of the stones. However, for berm breakwaters and gravel beaches these 
new positions are of primary concern. Only the main aspects of the wave load- 
response model are mentioned in the following sections. A more detailed 
description, including the calibration and validation of the model, can be found in 
Van Gent (1995-c). 

3.2 MODELLING OF FORCES ON STONES 

The hydrodynamic loadings on a single stone can be modelled using a number 
of forces. For the relation between the hydrodynamics and the forces, local 
velocities and local accelerations are required. The numerical model provides these 
local properties although averaged over the depth. Differences between these 
properties at the position of the particles and the depth-averaged velocities naturally 
cause inaccuracies. 

Three forces as a result of the hydrodynamic loadings have been distinguished; 
the drag force acting parallel to the slope in the direction of the velocity, the inertia 
force acting parallel to the slope and the lift force acting perpendicular to the slope: 

(1) 

(2) 

FD 

i 

2 P CD K D2 u\ u 

F, =   P CM k D 3 Du 
Dt 

FL 
1 

2 P CL k2 D2u2 (3) 

where the acceleration Du /Dt is approximated with du /dt; cD, cM, cL are the drag 
coefficient, the inertia coefficient and the lift coefficient respectively; kj and k2 are 
the volume shape factor and the area shape factor respectively. With the area shape 
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factor k2 the actual projected area in the flow direction can be incorporated. Since 
a cover particle is partially sheltered by other particles, the actual projected area is 
smaller than for a single particle in a flow. The sheltering effect has not been 
incorporated separately and therefore affects the values of the coefficients which are 
derived through calibration. In all computations k2=0.66 and k2=0.9 were used. 
For the stone diameter the equivalent sphere diameter DEQ is taken as the 
characteristic stone size (DEQ *=>1.24-Dn50), 

The submerged weight is taken as the counter-acting force. The submerged 
weight acts vertically and can be written as (ps is the density of the stone material): 

Ws = (ps-p)gk1D
3 (4) 

Several concepts can be used for initiation of movement. Stability criteria for 
the phenomena referred to as lifting and sliding can respectively be expressed by: 

FL <; Ws cos<t> (5) 

\FD+FrWs sin<}>| <; tanu (Ws cos(|> - FL ) (6) 

where JX denotes the angle of internal friction and <j> the local slope angle. The 
phenomenon rolling is assumed to occur if both stability conditions are not satisfied. 

3.3 MODELLING OF STONE DISPLACEMENTS 

If at a certain position a stone in the slope is unstable, the direction in which 
the stone will move has to be determined. It is assumed that the drag and inertia 
forces and the weight of the stone determine in which direction an unstable particle 
will move after one of the stability criteria is (Eq.5 and/or Eq.6) not satisfied: 

(FD+Fj-Ws sin<J>) > 0   =*   UPWARD (7) 

(FD+Fj-Ws sin<|>) < 0   ~»   DOWNWARD (8) 

In Van Gent (1995-c) erroneously an additional force (FP) was taken into 
account in equations 7 and 8. Although this force did not have any effect on the 
computations, this force has been omitted in the new computations. 

After determining the direction in which an unstable particle may move, the 
local hydrodynamic properties at a position one space-increment (A x) away from 
the original position, are regarded. It is verified whether the particle would be stable 
or unstable in that neighbouring position. If the particle is stable at that position, the 
particle will stay at its original position. If the particle is also unstable at the 
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neighbouring position the particle is moved to this position. This is done without any 
time-delay which means that the particle is moved over a space-increment Ax within 
a period of At. The choice of At depends on the space-increment Ax and the wave 
celerity which means that the velocity of the stones is in fact related to the (average) 
wave celerity. 

This response model for cross-structure transport is interactive with the 
hydraulic model. At each time-step (At) the hydraulic properties are determined at 
all positions. At each position and each time-step it is verified whether the particles 
are stable at their present position or not and whether they need to be displaced. The 
profile changes due to the movement of the particles while the new profile is 
immediately incorporated in the hydraulic model. 
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Fig. 3    Comparison between measured and computed reshaped 
profiles of a prototype berm breakwater. 

A few examples of performed computations are shown here. Figure 3 shows 
a comparison between measured (Montgomery et al, 1988) and computed reshaped 
slopes of a (prototype) berm breakwater. Computations for reef-type structures were 
performed after verification of wave transmission coefficients. Tests by Ahrens 
(1987) were used for comparisons of the dynamical response of reef-type structures, 
see Figure 4. 

4.   MODELLING OF EFFECTS OF GRADING 

Besides a quantitative validation of the model also trends that have been 
observed in physical model tests have been studied. This concerns the effects of 
wave height, wave period, stone size and initial slopes. The wave load-response 
model has been extended to also include the effects of variations in stone size along 
the slope and stone size segregation. 



DYNAMICALLY STABLE STRUCTURES 1935 

REEF TYPE BREAKWATER 
MEASURED: 0.5 
hc=0.170 m 
A-damage=213 cm2 
Kt=0.69 

£0.4 

COMPUTED: go.3 
he=0.169 m > 
A~damage-191  cm2 
Kt=0.61 

d 0.2 

REEF TYPE BREAKWATER 
  
INITIAL 

RESHAPED 

// 

/ 11 \    \ 

J / \    \ 

MEASURED: 

hc=0.216 m 
A-damage-5 1 5 cm2 
Kt=0.69 

COMPUTED: 
hc=0.210 m 
A-damage=406 cm2 
K1=0.42 

0.5 

J.0.4 
2: 
o 
P 0.3 < > 
d 0.2 
a. 
3 o.i 

0.0 

REEF TYPE BREAKWATER 

0.5 1.0 
X-AXIS (m) 

REEF TYPE BREAKWATER 

INITIAL 

RESHAPED 

A 
MEASURED: 

hc=0.243 m 
A~damage~258 cm2 
Kt=0.59 

COMPUTED: 
hc=0.233 m 
A-damage=225 cm2 
Kt=0.42 

0.5 1.0 
X-AXIS (m) 

MEASURED: 
hc=0.252 m 
A-damage=199  cm2 
Kt=0.64 

COMPUTED: 
hc=0.258 m 
A-damage=146 cm2 
Kt=0.53 

Fig.4    Computations   with  reef-type  structures,   initial profiles   and 
reshaped profiles (stable). 

To include these effects of the stone size distribution, the initial slope is made 
out of stones with at each position (each Ax) a stone with a different size. This is 
done randomly but such that the slope has a prescribed grading curve. At each 
position the forces are determined on the stone with its particular size. If a stone is 
unstable and moved in the upward or downward direction, the stone (size) in the 
second layer is treated as the exposed stone. At the position where the stone is 
moved to, this stone becomes the exposed stone while the originally exposed stone 
becomes the stone in the second layer. In this treatment the thickness of the layers 
is not equal to one stone diameter. Despite this simplification the effects of material 
with a range of sizes can be studied numerically. 

The effect of grading on the reshaping process is not only determined by the 
size distribution of the stones. A wider stone size grading also has a lower 
permeability than a narrow grading. Grading might also affect the friction but since 
this phenomenon is not sufficiently quantified, the friction has not been varied in 
these computations (f=0.1O). 

The reshaping of gravel beaches with three different gradings are computed; 
Dn85/Dnl5=1.0, 1.33 and 2.0. For the grading curve a linear distribution is taken. 
Because the original wave load-response model was calibrated on a physical model 
test with material with a grading of Dn85/Dnl5~ 1.5, while in the numerical model 
a grading of Dn85/Dnl5=1.0 was used, the coefficients cL, cM and cD should in fact 
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have been determined again after implementing the effect of grading. Since no re- 
calibration was done, the analysis performed here is concentrated on the effects of 
grading itself and not into detail on the magnitude of the erosion and accretion on 
the reshaped profiles. 

In Figure 5 reshaped profiles of three gravel beaches are shown. First only the 
effect of permeability is studied. Forgradings of Dn85/Dnl5=1.0, 1.33 and 2.0 the 
effect of decreasing permeability has been taken into account by simply reducing the 
porosity from n=0.45 for Dn85/Dnl5=1.0 to n=0.40 for Dn85/Dnls=1.33 and 
n=0.35 for Dn85/Dnl5=2.0. The results of this variation in permeability is shown 
in the upper graph of Figure 5. The second graph shows the effect of the variation 
in stone sizes along the slope while in the lower graph both effects are 
simultaneously taken into account. It is clear from the figures that reducing the 
permeability leads to more erosion of the slope. This seems reasonable since a 
increased permeability reduces the velocities along the slope. The variation in the 
size distribution shows a counteracting effect; a wider distribution shows a less 
affected profile. Apparently, after some reshaping the larger material of the 
distribution forms the toplayer and reduces further reshaping of the slope. 

Combining the two effects shows (lower graph of Figure 5) that for the narrow 
grading the effect of lower permeability is slightly larger than the effect of the wider 
size distribution (slight increase in erosion from Dn85/Dnl5 -l.0tol.33). For wider 
gradings the effect of the wider size distribution becomes slightly more important 
(slight decrease in erosion from Dn85/Dnl5=1.33 to 2.0). Similar conclusions were 
obtained by Kao and Hall (1990) who studied the effects of grading on a reshaping 
berm breakwater through physical modelling. 

Figure 6 shows the computed effects of three different gradings for reshaped 
profiles with different material size (Dn50). As can be expected, larger material leads 
to less erosion of the initial slope; this also leads to a smaller effect of a wider 
gradation for larger material. Figure 7 shows the effects on reshaped profiles for 
different initial slopes; steeper initial slopes are much more affected than milder 
slopes. For slopes where considerable erosion of the initial slope occurs again the 
effects of a wider gradation is obvious. Apparently, the larger material of the 
distribution forms the exposed layer after some reshaping and reduces further 
reshaping of the slope. The computations also show that for wider gradings more 
material is moved upward; the forming of a beach crest is more substantial for 
wider gradings while the forming of a submerged bar is more apparent for narrow 
gradings. 

Since the motion of material with different sizes within one slope is modelled, 
also the effect of stone segregation is simulated. Figure 8 shows the stone size 
distribution of material along the slope after reshaping. The stone size distribution 
is given for the exposed stones and also for the average of the ten upmost stones. 
In Figure 8 the stone size material is averaged over some sections of the slope in 
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which the variation in size is relatively small. Two examples for different initial 
slopes are shown in Figure 8. The general conclusion is that in the region around 
and just below the still-waterline the material in the toplayer is relatively large. 
More downward and more upward from this region around the still-waterline, the 
material is somewhat smaller. The main conclusion is that after reshaping relatively 
large material is located in the region where the largest velocities occur, i.e. just 
below the still-waterline. 

5.   MODELLING OF EFFECT OF TOP-LAYER WITH HIGHER WEIGHT 

In practice sometimes the largest stones from a quarry are positioned on top of 
the primary armour layer of a berm breakwater. This causes that initial reshaping 
occurs for somewhat more severe wave conditions than without this measure. By 
using the numerical model it is studied whether positioning the largest stones on top 
has effect on the final reshaped profile. The computations shown in Figure 9 
indicate that these largest stones are moved either upward or downward and do not 
remain in the section around the waterline were the largest velocities occur. This 
also causes that the final reshaped profile is almost not affected. 

6.   MODELLING OF EFFECTS OF A SEAWALL 

Some computations are performed with a fully reflecting impermeable boundary 
landward from the gravel beach. If such a seawall is positioned in the region that 
is affected by reshaping under conditions without a seawall it is obvious that the 
seawall can change the reshaping process. Since a one-dimensional model is applied 
here for conditions where vertical accelerations cannot always be neglected, the 
results are affected by extra inaccuracies and must not be taken too seriously. 

Figure 10 shows results for three different initial slopes. For each initial slope 
the first reshaped profile shows the situation without a seawall, the second profile 
the effect of a seawall located on the beach and the third profile the effect of a 
seawall at the initial waterline. In general the trend is that the seawall causes the 
submerged bar to develop more seaward, as can be expected since the reflected 
waves cause increased velocities in the seaward direction. The computations do not 
show a clear local effect on the reshaped profile near the seawall; in some 
computations the local erosion increases slightly but in some other computations 
some piling-up of stones against the seawall occurs. 

CONCLUDING REMARKS 

The reshaping of dynamic structures such as berm breakwaters, reef-type 
structures and gravel beaches has been simulated numerically. This approach 
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appeared to be successful for predicting trends in the effects of variations of the 
wave height, wave period, stone material and initial slope. Although not validated, 
also effects of grading of stone material and effects of a seawall on a beach were 
incorporated. Further improvements to this wave load-response model might be 
obtained by applying a model which provides more detailed and more accurate 
information on the wave motion; the two-dimensional model (2DV) described in 
Van Gent et al. (1994, 1995-c), which includes detailed modelling of breaking 
waves, can be applied but this requires considerable computational efforts. 

ACKNOWLEDGEMENTS 

The financial support by the Commission of the European Communities by way 
of the MAST-Berm Breakwater project (contract MAS2-CT94-0087) is gratefully 
acknowledged. Thanks are also due to Prof. K. d'Angremond from the Delft 
University of Technology since a large part of the research concerning this paper 
is performed at this University. 

REFERENCES 

Ahrens, J.P. (1987), Characteristics of reef breakwaters, Report CERC-87- 17, Vicksburg. 
Hibberd, S. and D.H. Peregrine (1979), Surf and run-up on a beach: a uniform bore, J. of 

Fluid Mechanics, Vol.95, part 2, pp.323-345. 
Gent, M.R.A. van (1994), The modelling of wave action on and in coastal structures, 

Coastal Engineering, Vol.22 (3-4), pp.311-339, Elsevier, Amsterdam. 
Gent, M.R.A. van, P. Tonjes, H.A.H. Petit and P. van den Bosch (1994), Wave action 

on and in permeable structures, Proc.ICCE'94, Vol.2, pp. 1739-1753, Kobe. 
Gent, M.R.A. van (1995-a), Porous flow through rubble mound material, J. of Waterway, 

Port, Coastal and Ocean Engineering, ASCE, Vol.121, no.3, pp.176-181. 
Gent, M.R.A. van (1995-b), Wave interaction with berm breakwaters, J. of Waterway, 

Port, Coastal and Ocean Engineering, ASCE, Vol.121, no.5, pp.229-238. 
Gent, M.R.A. van (1995-c), Wave interaction with permeable coastal structures, Ph.D.- 

thesis, Delft University of Technology, ISBN 90-407-1182-8, Delft University Press. 
Kao, J.S. and K.R. Hall (1990), Trends in stability of dynamically stable breakwaters, Proc. 

ICCE'90, Vol.2, pp.1730-1741, Delft. 
Kobayashi, N., A.K. Otta and I. Roy (1987), Wave reflection and run-up on rough slopes, 

J. of Waterway, Port, Coastal and Ocean Engrg, ASCE, Vol.113, no.3, pp.282-298. 
Kobayashi, N. and A.K. Otta (1987), Hydraulic stability analysis of armour units, J. of 

Waterway, Port, Coastal and Ocean Engineering, ASCE, Vol.113, No.2, pp.171-185. 
Morison, J.R., M.P. O'Brien, J.W. Johnsen and S.A. Schaff (1950), The forces exerted by 

surface waves on piles, Petrol. Trans. AIME, Vol.189, pp. 149-154. 
Montgomery,   R.J.,   GJ.   Hofmeister  and  W.F.   Baird  (1988),  Implementation and 

performance of berm breakwater design at Racine, WI, Berm breakwaters; (ed. D.H. 
Willis et al.), derived from Workshop Ottawa, September 1987, pp.230-249. 

Terum, A (1992), Wave induced water particle velocities and forces on an armour unit on 
a berm breakwater, MAST-G6S report STF60-A92104, NHL-Trondheim, Norway. 



CHAPTER 151 

MONITORING OF ZEEBRUGGE BREAKWATERS 

Luc VAN DAMME1,  Mien DE ROUCK2, 

ABSTRACT 

From the moment they are constructed, rubble-mound breakwaters are due to be 
damaged someway. Accepting damage is one of the basic principles of mound 
breakwaters design. Damage can take place either gradually in time or 
catastrophically after a major storm. Gradual deterioration of the armour layers 
or foundation may be unnoticed without the aid of a monitoring program and may 
ultimately result in the failure of the armour layer, in slope instability or in 
unacceptable large settlements. By comparison of measurements of the state of the 
structure at a number of points in time, a monitoring program allows these changes 
to be identified at an early stage, thus enabling the appropriate maintenance action 
to be carried out. 

Several structural and environmental monitoring techniques are used in Zeebrugge. 
Three structural monitoring techniques are presented in more detail. 

The emerged armour units of the Zeebrugge breakwaters are monitored using 
aerial remote sensing. An observation flight is made once a year. Each time, the 
position of over 15,000 armour units is very accurately retrieved by stereometric 
digitization. The coordinates are stored in a computer database. Several types of 
data visualization have been developed for a fast and efficient evaluation of the 
survey results. 
For the underwater inspections of the breakwater two acoustic techniques are used. 
On the one hand, digital side-scan sonar recordings are used to produce high- 
resolution and contrasting images of the breakwaters'underwater armour layer. 
Such images allowed the detection of structure modifications in the 
breakwaters'toe protection. 
On the other hand, high-frequent multibeam echosoundings, allow to exactly 
quantify the actual underwater armour unit movements in time. 

1) Ministry of Flemish Community, Coastal Division, Vrijhavenstraat 3, B-8400 Ostend, 
Belgium. 

2) Civil Engineering Dept., University of Ghent, HAECON NV, Technologiepark9, B-9052 
Ghent, Belgium. 
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THE MONITORING PROGRAMME OF ZEEBRUGGE 

The monitoring programme of Zeebrugge breakwaters is composed of the 
following parts : visual control of the armour layer, the crest of the breakwater and 
the filter construction next to the road; topographic survey, bathymetric soundings 
of the different zones around and in the harbour; aerial remote sensing of the 
armour units ; side scan sonar recordings of the underwater part of the armour 
layer and the wave breaking carpet and berms coupled to multibeam recordings; 
evaluation of the hydraulic design conditions on the basis of data collected by five 
measurement stations and seven waverider buoys in the neighbourhood of the 
harbour. The monitoring programme is now running for more than 10 years. 

concrete blocks 20 - 301 

(+13.00 m)    / quafried stones 

 „„,   . __   ,                                    >Ovt)S^—_/   .unsorted stones 

willow mattresses'       / i 
gravel 

Figure 1 - Cross-section NW breakwater 

Two parts of the monitoring programme will be treated in detail : aerial remote 
sensing of the armour units and the underwater inspections. Figure 1 is a typical 
cross-section of the Zeebrugge breakwaters. The toe of the breakwater is protected 
by a berm in 3-6 ton stones. The armour layer of the breakwater consists of antifer 
cubes 20 to 30 ton. 

AERIAL REMOTE SENSING OF THE ZEEBRUGGE BREAKWATER 
ARMOUR LAYER 

Several techniques are used for the survey of armour units. Soon after the 
construction of the Zeebrugge outer harbour breakwaters, an attempt was made to 
determine the position of the individual armour units, using land-based 
photographic recordings. This method was labourintensive and time-consuming, 
and posed serious problems in the areas that cannot be accessed on foot. Indeed, 
the vast majority of the armour units are inaccessible, or even out of sight for a 
land-based surveyor.  Therefore, the use of aerial photography was proposed. 

A survey based on this method offers the advantages proper to aerial photography: 
high accuracy, rapid (instantaneous) coverage of the complete breakwater length, 
recorded documents (photographs) allowing objective interpretation and 
verification, highly automated data handling and preparation for interpretation. 
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Execution of the photoflight 

The aerial photographic recordings are carried out at low water during spring tide, 
to ensure maximum coverage of the breakwaters, i.e. a maximal number of armour 
units is visible. 

The flight axis is located above the seaward side of the breakwaters so that the 
breakwaters take a central position in the aerial photographs. 

The flight altitude is a major key to the success and accuracy of the survey. First, 
the mean square error on height data, obtained by photogrammetric digitization, 
is directly proportional to flight altitude. As a rule of thumb, the error on 
altimetry is approximately 1/10,000 of the flight altitude. This clearly illustrates 
the advantage of low altitude recording. 

Another advantage of very low flight altitudes is that recordings can be made 
under a cloud cover. The diffuse light favours the image quality of the objects 
surveyed (i.e. the individual armour units), as there are no deep shadows. This, 
however, is only possible using technical features to enhance the quality and 
contrast of pictures realized under such reduced light conditions. As a wide lens 
aperture (f/4) and a relatively long exposure time are needed, the use of forward- 
motion compensated (FMC) cameras is indispensable. The cameras are mounted 
in twin-prop aircraft of the STOL (short take off and landing) type, so as to realize 
the best stability at low flight altitude and low speeds. 

At low-altitudes, the speed of the aircraft in relation to the reloading of the 
cameras determines the stereoscopic coverage of the area. As a minimum 
photographic overlap of 60 % in the flight direction is needed for adequate 
stereoscopic vision, a coupled system of two alternating photogrammetric cameras 
is used. 

A first survey flight took place on 2 July 1988 ; a second flight was carried out 
on 18 October 1989. Each time, the flight altitude was situated between 150 and 
200 m.  About 7 km of the seaward sides of the breakwaters were covered. 
The recordings allowed the survey of over 15,000 concrete blocks from the upper 
layer of the breakwater armour layer. 

Photogrammetric digitization of the armour units 

The orientation of the photogrammetric couples in the stereoplotter poses a special 
problem. For the relative and absolute orientation of each stereocouple, use is 
normally made of six control points. The control points should be distributed 
equally over the area which is covered by the stereocouple. If the condition of 
aerial distribution is not met, inadmissible errors in the accuracy will occur as a 
result of the orientation procedure. 
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Aerial photographs of breakwaters, however, show large surfaces of water that do 
not allow the determination of fixed calibration points. 

The breakwaters take up only the central portion of the aerial photographs, and so, 
no calibration points along the sides are available. The orientation problem was 
overcome by the use of a specially developed software orientation programme. 
After mounting the two aerial photographs that constitute a stereocouple into an 
analogous stereoplotter, the position is measured in stereoplotter coordinates of six 
arbitrarily chosen field points that can be recognized on both photographs and are 
sufficiently well distributed over the area. Also, the centre point of each 
photograph is determined. The computer program then calculates the parameters 
needed for the relative orientation of the stereocouple. The operator manually sets 
the stereoplotter using these parameters. Afterwards, use is made of field control 
points (situated on the breakwater), to perform the absolute orientation (i.e. relative 
to the known standard grid "Lambert"). This operation has to be performed on an 
analogous stereoplotter, because analytical stereoplotters have a built-in orientation 
program that continuously recalculates the orientation and repositions the 
photographs. 

The digitization of the armour units is also performed using a non-standard 
procedure. Of every armour unit, a minimum of four well-defined points are 
digitized. 
These points determine the exact position of each armour unit with sufficient 
redundancy. A computer programm controls and corrects the digitization of the 
amour units, given that the exact dimensions of each type of armour unit are 
known. This operation minimizes operator-induced uncertainties. The high 
quality of the aerial photography recordings, the efficiency of the dedicated 
software and the skill and experience of the stereogrammetric digitization operators 
combined reduce the error on the altimetry of the armour units to below 5 cm. 
The accuracy was confirmed on a special occasion. In October 1989, some 20 
armour units had to be displaced in order to improve the cover. Before the 
operation, their position was measured using classical, land-based methods. The 
position of those blocks that could be accessed was measured with high precision. 
Table 1 compares the centre point coordinates with those retrieved from the 1988 
observation flight. It is clear that the differences in position are completely within 
the accuracy range stated above. Thus, the position of each armour unit in known 
with the utmost precision, as required to detect slight variations in position 
between consecutive flights. 

Furthermore, if armour units are damaged, the entire cleavage area is digitized. 
The volume percent of the armour unit lost by breakage is calculated accordingly. 
If an armour block is broken up into several, almost equally large pieces, then 
these pieces are digitized separately. 
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The armour unit database 

Each flight results in the creation of three data files, containing all the information 
for further data handling and visualization, which are incorporated in the overall 
breakwater database. 

The main data file, the so-called master file, contains an identification number, the 
absolute position of the centre point of the upper plane and the relative coordinates 
of the corner points of all the armour units measured. The absolute position is 
specified by the planimetric coordinates (with respect to the national grid Lambert 
'72) and by the altimetric coordinate (with respect to the level datum "Z" of the 
Ministry of Public Works). A second data file, called pointer file, contains the 
armour unit type and links the block identification number of the current survey 
to the reference breakwater survey (i.e. the first suvey, performed on 18 October 
1989). In the third output file, called cleavage file the information regarding the 
damaged armour units is stored, i.e. the armour unit identification number, and 
the absolute coordinates of the cleavage line. 

The displacement of the centre point of the armour units is calculated for each 
inspection flight. This data, together with the information on breakage, is 
represented in an updated report table. 

In the table 1 the measurement some results of the 1989 and 1991 surveys of a 
selected area of the Westdam (between the P2810 and P2910 marks) are listed. 

Block 
Number 

Block 
Type 

Top Plane Centre at Reference Displacement (cm) Breakage (%) 

3925 
3926 
3927 
3928 

25TP 
25TP 
25TP 
25TP 

X(Lambert) Y Z dX dY dZ 

66594,840 
66590,628 
66592,556 
66590,904 

227772,352 
227772,288 
227773,504 
227774,560 

10,181 
7,957 
8,381 
6,774 

0 
5 
15 
2 

-11 
-1 
0 
1 

-21 
-15 
-2 

-14 
1,1 

Table 1 - Armour Unit Data table 

This table consist of five primary columns, containing the following information: 
1. 

2. 
3. 

The armour unit ID number : a unique number allotted to each armour unit at 
the photogrammetrical digitization of the 18 October 1989 reference survey. 
The position of the armour units can be found in the armour unit location plan. 
The armour unit type : 20TP, 25TP, 25T or 30T. 
The coordinates (respectively Lambert-72 X and Y (in metres), and Z (in 
metres as well) with respect to the Z datum of the Ministry of Public Work) 
of the centre of the armour unit's upper face, as measured at the 18 October 
1989 survey. 
The displacement of the armour unit's centre, in centimetres, i.e. the difference 
in position between the reference survey and the present survey. 
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5. 

The displacement is calculated by defining the difference between the reference 
survey coordinates and the present coordinates along each coordinate axis (X, 
Y,Z). 
The breakage volume rate. The rate of volume loss due to breakage is 
calculated for each armour unit that has suffered breakage. 

From the table (with armour unit identification numbers identical to those of the 
armour unit location plan) it can be quickly determined which armour units have 
undergone a displacement with respect to the reference survey, how large the 
displacement is, and in which direction it has occurred. This gives a quantitative 
overview of the displacements between the different surveys. 
It can also be seen which armour units have suffered breakage, and how important 
the damage is. The armour unit displacement plans visualize the block's 
displacements. 

VISUAL REPRESENTATION OF THE BREAKWATER SURVEYS 

_L \ ra»W* 
In order to allow a quick and accurate 
interpretation of the vast amount of 
data involved in the breakwater 
armour survey and several cartogra- 
phic representations were developed. 
The definition and the main charac- 
teristics of the different ways of repre- 
sentation are briefly outlined below. 

Armour unit location plan 

The armour unit location plans show 
the position of each armour unit in the 
upper layer. The slope plane, as de- 
fined above, is taken as the projection 
plane. All upper surfaces are shown 
in projection. 
It follows that the upper surfaces of 
all regularly-positioned blocks of the 
slope plane are shown as squares in an 
optimal projection. 
Irregularly positioned or tilted units 
are represented by flat parallelograms. 

Figure 2 - Unit location plan 
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The central part of Fig. 2 is an extract of the 1989 armour unit location plan 
corresponding to the part of the breakwater shown in the upper aerial photograph. 

On the armour unit location plan, three digits identifying each block are indicated. 
Areas of tilted blocks or regularly-positioned blocks can immediately be 
recognized. Also, a qualitative picture is provided of the density of the breakwater 
cover.  Furthermore, the blocks affected by breakage are hatched. 

Armour unit occupation plans 

Different ways of visualizing the positioning density of the armour units on the 
breakwater slopes have been established. Each method emphasizes one particular 
aspect with respect to the protective function of the armour layer: 

- the mean occupation plan highlights the positioning density of the armour units 
as a function of their spacing and orientation. The plan shows the values of the 
"mean occupation density", calculated for each point of the slope plane. The 
mean occupation density assumes high values when armour unit spacing is 
smaller than originally designed (i.e. the units clump together), while low 
values indicate a poor block density. 

Low values are also achieved when the armour units are irregularly oriented (i.e. 
the basal surface of the block is at angles to the slope plane). Therefore, a low 
mean occupation density always indicates a poorer protection of the breakwater at 
the location considered ; either the blocks make irregular angles with respect to the 
slope plane, or their spacing is too high ; 

- the differential mean occupation plan compares the mean occupation density 
as calculated for a specific observation flight with the design mean occupation 
density. As different types of armour units and patterns of positioning were 
applied, part of the variation of the mean occupation density is due to the 
design. The differential mean occupation plan singles out this part of the 
variation and only shows discrepancies in occupation between the current 
survey and the design situation. Of course, this technique can be applied to 
any two surveys; 

- the porosity plan regards the occupation density as an inverse function of the 
occurrence of hollows and spaces between the amour units of the upper layer. 
The plan represents the real porosity of the outer armour layer, such as 
calculated for a given observation flight. It does not conform with the design 
porosity, as the latter is calculated over the two armour layers, in which all 
amour units have the same orientation. 

The values, represented in each type of plan are, respectively, the mean occupation 
density, the relative mean occupation density and the porosity. 
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These values are calculated for each point of the slope plane. 
For computational reasons, these points are positioned on a rectangular grid. 

The unit spacing of the calculation grid can be chosen according to local 
conditions. For the Zeebrugge breakwaters, a 1-m spacing was adopted. All values 
determined are averages calculated over a unit surface, of which the centre is 
located successively in each grid point. In Zeebrugge, a unit surface of 6 x 12 m2 

was found to provide the most relevant areal detail after some preliminary tests. 
The long axis of the unit surface is oriented parallel to the long axis of the 
breakwater. The rectangular shape of the unit surface provides a better sensitivity 
to density variations in the slope direction. 

The dimensions of the unit surface were chosen so that it contains 15 to 20 armour 
units at a time. The values calculated in each grid point therefore represent the 
point itself and its immediate environment. 

The armour unit occupation plans are produced in colour. In each of the three 
approaches, red corresponds to a poor condition, yellow represents the ideal or 
mean situation and green in used for a too close armour. The use of this colour 
representation of the occupation values described, enables a very precise and fast 
overview of the condition of the breakwater armour layer. The lower part of Fig. 
3 is an extract of the porosity plan of the section shown above. 

Though the figure is in black and white, the relation to the aerial photograph and 
the location plan above is still clear. Parts of the breakwater having a dense 
occupation of armour units are characterized by a low porosity, and vice versa. 

Armour unit displacement plans 

An essential indication of breakwater instability is the movement of the individual 
armour units. In order to detect such movements and their rate, inspection flights 
are carried out every year. As the aerial photography, the photogrammetric 
digitization and the subsequent computer processing are carried out with utmost 
care, absolute shifts in position of armour units can be traced once they exceed 
about 5 cm. 

Therefore, a link is provided between the block coordinate lists of the reference 
flight and the last flight performed. Using a dedicated software program, the 
armour units of the last flight are automatically linked with the corresponding 
armour unit of the reference flight. The link method is based on the position of the 
centre of gravity of each block. Once this identification procedure has been 
carried out, the displacement of the individual armour units is readily established. 
The armour unit displacement plan represents, by the same projection method as 
the one used for the location plans, the displacement of all individual armour units 
between two surveys by means of colour coding. 
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DIGITAL SIDE-SCAN SONAR RECORDINGS 

Side-scan sonar is basically an imaging technique whereby sound pulses are 
transmitted at both sides of a towed 'fish'; The pulses are sent perpendicular to 
the track of the vessel under approx. 90°, allowing a full coverage of the sea 
bottom on both sides of the vessel from the water surface to below the survey 
vessel. As the ship advances, a complete image of the seabottom along-track the 
survey vessel is created. 

The strength and delay of the returned signals are measured and presented to the 
user on an analog thermal paper output. The returned signals are indicated by 
black dots on white thermal paper. As the initial sound pulse covers an angle of 
90°, return signals from within this entire lookangle are received. The darkness 
of the dot corresponds to the strength of the returned signal. Usuallly, 16 or 64 
discrete levels of black can be shown. The dot is positioned away from the centre 
of the paper roll proportional to the time delay of the returned signal. With each 
new emitted sound pulse, the time delays of the returned signals are measured with 
respect to the new trigger point (i.e. the new pulse). This provides information 
about the distance from the source the reflecting substance can be found, not 
however on the direction in which to search for this distance. 

The maximum time allowed to wait for a returned pulse is a measure for and 
proportional with the distance the sidescan sonar is allowed to Took' under the 
water. The thermal paper of the analog output is advanced at regular speed, which 
can be set manually or automatically to reflect, as much as possible, the speed of 
the survey vessel. By doing so, as one line of information is written with each 
emitted and returned pulse and consecutive pulses create consecutive lines in the 
output, an image of the seabottom is created. 

However, because exact directional information (from where the return signal is 
coming) is missing, side-scan sonar measurements do not provide absolute 
positioning of the recorded features. This is the main difference with the other 
measuring technique used, rnultibeam (see below). 

All objects under water, when hit by the sound pulse, will reflect part or whole of 
the incident energy back to the source. Some objects, such as stone, are much 
better reflectors than others, e.g. silt. The strength of the return signal, duely 
amplified because of the attenuation of the signal with distance from the source 
creates an image, that gives an impression of the kind of materials detected under 
water. Also, objects by returning the sound pulse create a shadow zone behind 
them, effectively hiding part of the seabottom or underwater part of the 
breakwaters from detection by the side-scan sonar. 

Such shadow areas are normally indicated as white - blank areas on the 
visualisation output. 
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The description above applies to standard side-scan sonar. However in Zeebrugge 
the analog output of the side-scan sonar is systematically digitized, in real-time and 
this information is stored in digital form. That technique is therefore dubbed digital 
side-scan sonar. 

The side scan sonar used is a dual-frequency instrument, with analog output and 
recording. The analog output is digitized in real-time and connected to a VME- 
computer for data logging. The VME-computer also records the GPS information 
as well as the information of the vessel's roll, pitch and heading, destined for 
geometric corrections later on. 

The digital storage of the side-scan sonar output is in 12 bit, allowing 4096 
distinct data values (or 'grey values' in terms of analog output), while normal 
analog output on thermal paper only allows 16 or 64 grey values. All subsequent 
data treatment is also performed digitally. 

Processing of the digital side-scan recordings 

P3800 
First, geometric correc- 
tions are applied, 
together with a straigh- 
tening of the sounded 
track. Geometric cor- 
rections are needed 
because the sounding 
vessel's speed nor 
behaviour (roll, pitch) 
are constant during the 
recording. 

-*£?*; 

Also, the followed path 
is not a perfect straight 
line parallel to the 
breakwater. Corrections 
are based on the 
continuously stored po- 
sitioning, heading, roll 
and pitch data. 

Figure 3 - SSS-recordings 

A further data treat- 
ment arranges the sonar 
recordings into a 
straight strip parallel to 
the breakwater. 
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Adequate along-track way-points ensure a uniform scale in this direction, to which 
the transversal scale is adapted. After the geometric corrections, a number of 
digital imaging techniques is applied to render the side-scan sonar image easy to 
read and interpret. This step is largely made possible by the great number of 
recorded grey levels. Figure 3 contains an example of enchanced side-scan sonar 
recordings, fit to aerial photographs showing the subaerial part of the breakwater. 
The armour units below and above water level are clearly detectable. 

The aerial photographs are rectified grey-scale images of the breakwater, above the 
low-water line. Both types of recording are fitted together without transition break, 
so that a continuous image of the breakwaters is created, showing them from the 
breakwater crest till its toe. On the image, distance indications and other marks are 
added, so as to facilitate the interpretation. 

MULTIBEAM RECORDINGS 

With multibeam, as the name implies, a number of discrete sound pulses (or 
'beams') are emitted and the returned signal is recorded within well specified 
angles. Basically the same information is thus collected as with side-scan sonar, 
only now because of the known direction of the returned signal, the exact distance 
and hence location of the underwater object can be determined. In multibeam, the 
output of the device is always in digital form, needing often not more than serial 
RS-232 connection to have access to the measured data. While, side-scan sonar can 
be considered an 'imaging' technique, multibeam is a real 'measuring' tectinique. 

Multibeam principle and deployment geometry 

Multibeam systems emit a number of discrete sound pulses and record the returned 
signal within well-specified angles. The system used in the Zeebrugge breakwater 
monitoring programme, emits 60 beams at a time in a profile, perpendicular to the 
track. The beams have an aperture angle of 1.5° so that a complete profile covers 
an angle of 90°. The basic geometry of the system deployment much resembles 
the one used in side-scan sonar surveying, only now, because both the delay time 
and the direction of the returned signal are known, the exact location of the 
reflecting underwater object with respect to the sensor head can be determined. 

For the breakwater surveys, the sensor head is rigidly fixed to the vessel's 
starboard side in an angle of 45° from the vertical, so that the beams look sideward 
from the sea bottom over the toe protection and armour layer to the watersurface. 

Contrary to the side-scan sonar measurements however, with the used multibeam, 
only on one side of the track are measurements possible at any one time. As the 
survey operation takes place in very shallow water, a high beam update frequency 
can be obtained. 
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A high frequency is advantageous to increase the number of measured profiles, so 
that a high data density is achieved. In the Zeebrugge breakwater surveys, update 
frequencies in the order of 13.5 Hz yielded the best results. This rate corresponds 
to 810 measured points per second, or, at a survey speed of 1 to 1.5 m/s at least 
100 measured points per armour unit. 

Processing and interpretation of the survey results 

The output of multibeam echosoundings is typically a map showing all measured 
points (on their true location x,y), together with an indication of the measured 
depth (z, with reference to the chart datum). 

Such a basic visualization poses some difficulties, especially when one is interested 
in comparing the results of successive surveys. Two different approaches to this 
problem can be used, depending on the type of breakwater material. 

For quarry stone layers, such as the toe protection of the Zeebrugge breakwaters, 
a digital terrain model (DTM) can be fitted through the measured points that are 
located on the top of the rubble mound surface. 
When a second survey has been completed, e.g. one year later, a new DTM of the 
rubble mound slope can be established. The difference of both DTMs can then be 
represented in a map, displaying areas where changes in the rubble mound 
topography have occurred. 

If the breakwater is protected by armour units, such as in Zeebrugge (grooved 
cubes), this method no longer applies. Here, the exact location of the armour units 
is needed to assess the breakwater's safety, so that displacements per unit can be 
calculated. The determination of the exact location of the underwater units is 
possible, as sufficient points are measured per armour unit, with an absolute 
accuracy of approx. 20 cm in all three axes. This is less than 1/10 the dimensions 
of the armour unit. Comparison of the same unit, measured at a later stage, e.g. 
a year later, at the same accuracy, allows the production of differential maps of the 
submerged armour units with an approximate precision better than 40 cm, 1/5 the 
dimensions of armour units. Considering that only displacements equal to the unit 
length are significant in breakwater stability rules and equations, it is evident that 
the measuring technique effectively and quantitatively allows the assessment of 
breakwaters' stability. 

CONCLUSION 

The measurement of the position and displacement of individual armour units of 
a rubble mound breakwater is the most straightforward method for early detection 
of breakwater changes. 
Due to the difficult and dangerous access, aerial remote sensing is one of the most 
appropriate ways to obtain the position of those blocks of the outer armour layer 
that are emerged at low tide. 
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Aerial photography moreover adds the advantages of high accuracy, fast speed of 
observation and automated data acquisition and processing. 

Appropriate tools have been developed to obtain and evaluate the volume of 
information. The unit data tables, armour unit location plans, occupation plans and 
displacement plans provide an effective and accurate picture of the actual condition 
of the armour layer and the movement of the armour units since a reference 
situation. 

The use of digital side-scan sonar recordings allow qualitative assessment of the 
stability of the underwater part of breakwaters. Multibeam recordings are very 
useful when quantitative data are needed. 

Since 1993, the determination of the exact position of the Zeebrugge breakwaters 
underwater armour units, as well as of the exact underwater topography of the 
breakwaters'toe protection, is based on high-accuracy multibeam echosounding. 
Successive surveys allow the movements of the armour units and changes in the 
toe protection topography to be mapped and analyzed. 

These three structural monitoring techniques are excellent tools to organize 
adequate maintenance and to keep the breakwaters in optimum condition. 
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CHAPTER 152 

Influence of rock shape and grading on stability 
of low-crested structures 

Jentsje W. van der Meer1 

W.H. Tutuarima2 

G. Burger3 

Abstract 

The stability of low-crested rubble mound structures has been treated 
before by various researchers. In the first phase of this study two data sets from 
different laboratories were combined to one homogeneous data set. Re-analysis of 
these data resulted in a design diagramme for the stability of the seaward side, the 
crest, the rear and the total armour layer of the structure. Secondly, model tests 
were performed on carefully selected rock with different rock shapes (angular, 
flat and rounded) and different gradings, all for a low-crested structure. Results 
show that the differences between the various rock types were small, especially 
for the start of damage. The influence of the length/thickness ratio showed even 
no infuence at all which means that the sometimes strict requirements in construc- 
tion may be released. 

Combination of existing results 

Low-crested rubble mound structures were treated by Van der Meer and 
Pilarczyk (1990) and were divided into three types: reef type structures and 
conventional structures with, respectively, the crest above or below the still water 
level. For all three types design formulas were given, based on a limited number 
of tests. In fact the division between structures with the crest above or below still 
water is not really practical as both situations can happen for the same structure. 

Vidal et al. (1992) treated low-crested structures in three parts: the front 
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slope, the crest and the rear slope. Their tests were complementary to the 
available data of Van der Meer and Pilarczyk (1990). The first part of the present 
study was to analyse both data sets in the same way and bring them together. All 
data were submitted by Vidal. 

Vidal et al. (1992) accounted for the development of damage onto the 
entire structure, where Van der Meer and Pilarczyk (1990) only looked at the 
stability of the front side including a small part of the crest. In addition, Vidal et 
al. divided the damage in three segments: the front, the crest and the rear. 
The division in these three segment, used for the present re-analysis, is given in 
Fig. 1. 

Figure 1. Division of armour layer in three segments 

The damages to the structures of Van der Meer and Pilarczyk (1990) and 
of Vidal et al, were re-established according to Fig. 1. All data and the analysis 
have been described in Burger (1995). The damage is defined according to Van 
der Meer (1988): 

S = AJD^ 
(1) 

Where: S = damage; Ae = surface of eroded area; D„50 = nominal diameter 
(cubical size) of the rock. S-values between 1-3 mean start of damage and values 
higher than 8-12 give "failure", this means holes in the armour layer and visible 
underlayer or core. With steep slopes and small areas subjected to wave attack, 
the smaller S-values should be used. 

Parameter Van der Meer Vidal 
Dnso (m) 0.0344 0.0249 
A(-) 1.61 1.65 
Hs(m) 0.073-0.229 0.047-0.152 
Tp(s) 1.96 and 2.56 1.4 and 1.8 
Sp(-) 0.010-0.036 0.010-0.049 
B/D^ (-) 8 6 
Rc/Dn50 (") -2.9 to 3.0 -2.0 to 2.4 

Table 1. Test conditions for Van der Meer and for Vidal 
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The stability number is given by Ns = HS/AD„50, where Hs = the signifi- 
cant wave height and A = the relative buoyant density. The stability of low- 
crested structures will be dependent on the relative crest freeboard. This is 
defined by RC/D^Q, the number of rock sizes that the crest is above (positive) or 
below (negative) the still water level. Other used parameters are the peak wave 
period Tp, the wave steepness sp, and the crest width B. Table 1 gives the test 
conditions for both Van der Meer (1990) and Vidal et al. (1992). 

Re-analvsis of existing results 

The parameters used by Vidal et al. are not fully the same as those by Van 
der Meer and Pilarczyk. Vidal et al. used a front slope with an angle of 1:1.5, 
whereas Van der Meer and Pilarczyk used 1:2. The comparison between the two 
test series was carried out as follows: from the damage curves various fixed 
damage levels S were chosen and the corresponding stability numbers were deter- 
mined. Then figures were drawn of stability number against crest freeboard for 
the various damage levels. Fig. 2 gives an example of the front slope. 
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Figure 2. Stability at the front for fixed damage levels S 

This figure shows that the two different data sets give a fairly good 
agreement, although some scatter is present. In order to make the analysis easier, 
in the following only start of damage will be considered. For the whole structure 
start of damage is given as S = 2. In order to remain consistent start of damage 
to the different segments seperately should be lower, but in total again S = 2. 
The following distribution was chosen for start of damage: front 50% (S = 1), 
crest 25% (S = 0.5) and rear 25% (S = 0.5). The real distribution of the 
damage will vary with the freeboard. Fig. 3 gives the same data as Fig. 2 for the 
front, but now only for start of damage S = 1. 
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Figure 3. Stability front for start of damage 

A curve is drawn trough the data points and this curve is also extended 
beyond the range of test data. For positively increasing freeboard the value of the 
stability number can be determined easily. Because as the freeboard increases 
there will not be any more overtopping and the structure will behave according 
the formulas by van der Meer (1988). The accompanying stability with the 
damage S = 1 is then HS/AD„50 = 1.3. For negitively decreasing freeboard the 
development is less easy to predict. However, it is evident that the stability will 
increase with a freeboard decreasing. 
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Figure 4. Stability of the crest for start of damage 
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Fig. 4 gives the data points for start of damage of the crest. Although 
some scatter is present, especially for the crest at the still water level, the trend is 
clear. The crest is most vulnerable for freeboards around the still water level. For 
high crest heights there will be hardly any or no overtopping and the curve will 
raise sharply. For negative freeboards the stability will increase with decreasing 
freeboards, more or less according to the front. Although the crest for large 
negative freeboards will show more damage than the front due to the wave attack 
directly on the crest for (very) low structures. 
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Fig. 5 gives the data points for start of damage (S=0.5) for the rear. 
Considerable scatter is present. For increasing positive freeboards stability should 
increase as soon as overtopping waves can hardly reach the rear. Therefore, the 
curve should go up quite steep. Again the stability of the rear should increase for 
very low structures, according to front and crest. 

The total stability is shown in Fig. 6 where the curve is similar to the one 
for the front side. All four graphs together give a design graph for stability of 
low-crested rubble mound structures at start of damage. This design graph is 
given in Fig. 7. The crest and front slope are always normative in this figure. 
The crest is normative for a crest under water up to a crest height of 1 to 2 D^Q. 

Above that level the front is the least stable segment. 

R„/D n50 

Figure 7. Design graph for low-crested rubble mound structures, for start of 
damage of various segments, front, crest, rear and entire structure 

The design graph in Fig. 7 can be used in various ways. If the structure 
will be always under water it could be possible to use the armour layer only on 
the crest and to reduce the size at front side and rear. It is also possible to place 
the heaviest rock from the quarry at the least stable segment, which is determined 
from Fig. 7. Or one can design front, crest and rear with different rock gradings 
according to their required stability number. This may benefit the output yield 
curve of a quarry. 

Tests on rock shape and grading 

Requirements on rock shape and grading for constuction of rubble mound 
structures are often fairly strict, see the CUR\CIRIA-manual (1991). The rock 
shape can roughly be determined by the L/D-ratio and by a description of the 
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shape (angular, round, etc.), see Figs. 8 and 9. Here L is the largest dimension 
and D the smallest. L/D=l is a sphere or cube, L/D=3 is a fairly long and/or 
flat rock. In many cases values larger than 2 are not permitted, which in reality is 
difficult to obtain. Furthermore, such requirements are hardly based on testing. 
Also one is often strict as regards the demands for grading. The value of D85/D15 

may not exceed 2.0, implying that the quarry must produce uniform material. 

czn 
L 

Figure 8. Rock shape L/D Figure 9. Round and angular rock 

The above requirements give both delay as wel as an increase of the costs 
of building the structure. It is remarkable, though, that none of these require- 
ments have been tested sufficiently so as to substantiate them. However, a 
number of researchers have already determined (Van der Meer, 1988; Bradbury 
et al. 1990) for the grading that, within reasonable limits (D85/Di5 < 2.5), the 
grading has a negligible impact on the stability, but for low breakwaters this has 
not yet been investigated. 

Tests were performed at Delft Hydraulics with six categories of rock 
which were very carefully prepared. Each individual rock was weighed and all 
three length dimensions were measured. These rocks were placed in fractions of 5 
mm size difference (25-30 mm, 30-35 mm, etc.) and then further in three 
fractions with different shape: L/D < 2; 2 < L/D < 3; and L/D > 3. These 
fractions were put together to form a predesribed grading and shape. 

Table 2 shows the six different types of rock gradings and shapes. Three 
categories were used with angular rock, the same L/D-distribution, but with 
different gradings: D85/DI5 = 1.25 (uniform rock); 1.75 (normal grading); 2.5 
(very wide grading). Two other categories were also made of angular rock, but 
had different L/D-ratio's. One of these categories had 40% rock with L/D>3 
(type 5). The sixth category was made of shingle which is very rounded rock. 
Fig. 10 shows a picture of each of the six different types of rock gradings. 

Rock type Shape D85/D15 (-) L/D>2 (%) L/D>3 (%) 
1 angular 1.25 20 0 
2 angular 1.75 20 0 
3 angular 2.50 20 0 
4 angular 1.75 50 15 
5 angular/flat 1.75 80 40 
6 rounded 1.75 50 15 

Table 2. Rock types tested on a low-crested breakwater 
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• **• • ••«'• 
Type I. Angular; D8S /Dl5 = 1.25 Type 2. Angular; Da5 /Dl5 = 1.75 

L/D > 2:20% L/D>3: 0% L/D > 2:20% L/D>3: 0% 

Type 3. Angular; D85 /DIS = 2.50 Type 4. Angular; D8S /DIS = 1.75 
L/D > 2:20% L/D>3: 0% L/D > 2:50% L/D>3:15% 

N 

Type 5. Angular/flat; D85 /Dl5 = 1.75 Type 6. Rounded; DM /DIS = 1.75 
L/D > 2:80% L/D>3:40% L/D > 2:50% L/D>3: 15% 

Figure 10. Pictures of the six tested gradings 
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Tests were performed on a cross-section as given in Fig. 11. The prepared 
rock was placed on the upper sections only, as for the lower sections (shaded) no 
damage was expected. The seaward slope was 1:2, the rear 1:1.5. The water 
depth for all tests was 0.6 m, the structure height 0.67 m (crest freeboard of 0.07 
m). The nominal diameter of the rock was around 0.035 m. Tests were per- 
formed with a Jonswap spectrum. The significant wave heights varied from 0.07 
to 0.18 m. For each rock type two test series were done, one with a wave 
steepness of sp = 0.02 (fairly long waves) and one with sp = 0.04 (storm waves). 
A test series consisted of 6 to 7 test runs with different wave height in order to 
establish the damage curve (damage versus wave height). The structure was 
reconstructed after each test run (6 or 7 times during each test series). This 
procedure gives damage data that are independent and have no cumulative effect. 

0,25 m. 2,2 m. 

Figure 11. Tested cross-section 

After each test run (of 1000 waves) the profile was sounded. Each time 
four cross-sections were measured with a sounding rod and a recording was taken 
every 0.039 m. Then the average profile was calculated and compared with the 
original profile. The final result was the damage area A,, and the damage S. The 
underside of the sounding rod had a circle shaped bulge with a radius of 0.5 D^,,. 
The test data are given in Burger (1995). 

For each test series a damage curve can be drawn. This gives two damage 
curves for each rock type, one for low and one for high wave steepness. With 
certain combinations of rock types in one graph the influence of rock shape and 
grading can be established. Figures 12 - 14 give all these combinations for the 
influence of: 

- rock shape L/D 
- rock shape angular/rounded 
- rock grading D85/D15 

Influence of rock shape L/D 

Fig. 12 gives the results of rock types 2, 4 and 5, which have similar 
gradings, but have different shapes of L/D. Rock type 2 is almost cubical, where 
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rock type 5 has many long and flat stones (see also Fig. 10). The upper graph of 
Fig. 12 gives the results for a steepness of 0.02 and the lower graph for 0.04. 

The influence of the rock shape L/D can hardly be traced in Fig. 12. In 
particular at the wave steepness of 0.04 the three rock types virtually overlap; the 
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Figure 12. Influence of rock shape L/D on stability 
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results are virtually all on one line. With sp = 0.02 there is no difference until a 
damage of S = 4; a little beyond that the more uniform material is more stable. 
At a yet higher stability number this is, remarkably enough, the least stable 
material. 
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Figure 14. Influence of grading on stability 

Influence of rock shape: angular/rounded 

In Fig. 13 the results of the angular and rounded rock are given. Rock 
type 6 is composed of round shingle. For a wave steepness of sp = 0.02 the data 
points up to a damage of S = 4 overlap one another exactly. The damage curves 
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for sp = 0.04 are similar up to S = 6. Apparently the rounded material does not 
roll that easily as one would expect. However, when it does start rolling, the 
development of damage will occur progressively in comparison to the angular 
material. 

Influence of grading D^/D^ 

Fig. 14 gives the damage curves for the first three rock types which all 
have the same shape, but different gradings. Up to start of damage, S = 2, there 
is hardly any difference between damage development. Beyond that and with a 
wave steepness of 0.02 one can recognise a difference in damage development. 
There is hardly difference for the wave steepness of 0.04. The scatter in results is 
largest for the widest grading with D85/D15 = 2.5. This is similar to tests per- 
formed at HR Wallingford, for a very wide grading with D85/D15 = 4.0 (CUR/C- 
IRIA-manual, 1991, page 271). There it is recommended not to use gradings with 
D85/D15 > 2.5. The results in Fig. 14 show that upto this value the differences 
are small. 

Conclusions 
The existing test results of Vidal et al. (1992) and Van der Meer and 

Pilarczyk (1991) are reasonably in agreement, certainly if the differences in slope 
angle and crest width are considered. A design graph for start of damage was 
composed for stability of low-crested rubble mound structures (stability number 
versus relative crest freeboard). This design graph contains four curves: for the 
entire structure, the front slope, the crest and the rear. 

Material factors of rock such as shape and grading appear to be of little 
influence on the stability of the armour layer of low-crested rubble mound struc- 
tures. The length-width ratio L/D of the rock showed no influence at all on 
stability. A rock type with relatively many elongated/flat rocks is just as stable as 
a more uniformly shape rock type. There was hardly difference between the 
angular and rounded (shingle) shaped rock up to a damage of S = 4-6. After that 
the rounded rock showed a more progressive development of damage. Still the 
conclusion can be that also more rounded rock can be used for design of low- 
crested structures. 

The grading has only little influence. It has no influence if the grading 
D85/D15 is smaller than about 2. With D85/D15 = 2.5 the stability can be the same, 
but the reliability of the results is smaller (the scatter is larger), probably due to 
unsorting of the grading, etc. It is recommended not to use gradings with D85/D15 

> 2.5. 

The material factors as described above give hardly cause for the rejection 
of amounts of rock during construction. Hence, in future it is recommendable to 
be less strict as to the requirements for constructing (low) breakwaters than was 
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customary up to now. In particular, for the differences in length/width ratios of 
the rock this will yield gains in time and material to be used. This will benefit 
both principal and contractor. 
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CHAPTER 153 

TOE STABILITY OF RUBBLE MOUND BREAKWATERS 

Ton van der Meulen, Gerrit J. Schiereck, Kees d'Angremond1 

ABSTRACT 

At the Congress on Coastal Structures and Breakwaters, a stability relation for 
toe structures of rubble mound breakwaters was presented, see Van der Meer et 
al.,1995. In that relation the relative stone density, A, was used in the stability 
parameter Hs/ADnS0. In the tests on which the relation was based, however, A 
was not varied, so some uncertainty remained on the influence of this parameter. 
Additional tests were therefore carried out with different stone densities, leading 
to the conclusion that there is no influence of the stone density, other than 
represented in the stability parameter H/AD^g. Computations were done, 
coupling the orbital velocities in the waves in front of the breakwater to the 
stability of the stones of the toe structure leading to encouraging results. Both 
computations and tests show an influence of the waterdepth in front of the 
breakwater which is not yet included in the stability relation. 

1. INTRODUCTION 

Figure 1 shows a typical cross-section of a rubble mound breakwater, consisting 
cf several layers, covered with an armour layer bordered by a toe structure. The 
function of the toe is mainly to support the armour layer, and to provide a 
transition to low(er) weight units in the base of the structure. Data about the 
stability of the toe are less in number than about the stability of armour layers. 
That is the reason to attach special attention to this part of the structure. 

xDelft University of Technology, Faculty of Civil Engineering, 
P.O. Box 5046, 2600 GA Delft, The Netherlands 

1971 
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armour layer 

h H 
l>t \toe structure 

Figure 1 Cross-section rubble mound breakwater 

Stability of the toe was traditionally related to the stability of the armour layer. 
For values of ht/H„ = 1.5, a minimum weight of the units in the toe was given 
as W/2. For a greater submergence, with values of h/H, > 2, toe unit weight 
could be reduced to W/10 to W/15 (Shore Protection Manual, 1984). These 
design rules were attractive because of their simplicity. They were, however, not 
based on extensive research or comprehensive theoretical considerations. 

o 
c 
Q 
< 

Figure 2 Existing relations for toe stability 
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Several other investigations on the stability of breakwater toes have been done. 
Van der Meer et al., 1995 presented the following expression, based on the MSc 
work of Gerding at Delft University of Technology (DUT): 

s     =   0.24—!- + 1.6 
A£> n50 'nSO 

K 0.15 
od (1) 

in which N^ is defined as the number of stones removed from the toe structure 
divided by the number of stones in a strip with a width of one D^Q and a length 
equal to the width of the test section (Van der Meer, 1993) 

In this equation, the submergence of the toe is expressed as h/D^o instead of 
ht/Hs, since that gave a better fit with the experimental data. Figure 2 shows 
equation (1) for N^ = 0.5 (threshold of motion), together with the values from 
the Shore Protection Manual. 

The stability parameter, HS/AD„50, in equation (1) contains the relative density of 
the stones of which the toe structure consists. In the tests on which the equation 
is based, however, A was constant. The question therefore remains whether the 
influence of A is repesented correctly in the equation. For another MSc-thesis, 
see Docters van Leeuwen,1996, tests were done with a range of stone densities 
in order to check this. 

The second item in this paper is an attempt to link the experimental results to the 
wave motion in front of the breakwater. Hydraulic engineering knows (too) many 
empirical relations. This makes application without sufficient knowledge of the 
backgrounds dangerous. The hydraulic engineering department at DUT has a 
policy, for reasons of didactics, to try to relate as much as possible stability of 
stones to the water motion. 
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2. EXPERIMENTS 

(T) wave gauges 1 and 2 ® 
+ 0.80 

V 

— +0.45 
-==-+0.30 

-0.20 
SZ.  

II) wave gauges 3 and 4 
(without structure) 

1:50 

10m 0.30 m        W measures In m) 

Figure 3 Test set-up in wave flume 

The tests were performed in a wave flume (length 40 m, width 0.8 m and depth 
0.9 m) at the Laboratory of Fluid Mechanics at Delft University of Technology 
(DUT). An overview of the test set-up is given in Figure 3. In the flume a fixed 
bed foreshore with a slope of 1:50 was constructed. The length of the foreshore 
was 10 m. The rubble mound breakwater and toe structure were placed on a 
horizontal bed at a distance of 0.3 m from the end of the foreshore. 

Irregular waves were generated according to a JONSWAP-spectrum. During a 
test the significant wave height was increased in 4 steps from about 0.1 m up till 
about 0.2 m. The peak period to match followed from the selected steepness s^. 
In the research of Gerding the influence of the wave steepness on the stability of 
the stones in the toe appeared to be small (due to the selected steep front slope 
giving little variation in reflection with the wave steepness, hence in load on the 
toe). Therefore the steepness was kept constant at a value s^ = 0.04. 

The wave heights used in the analysis are the measured wave heights at the 
beginning of the foreshore, reduced with the reflection and adapted for shoaling 
due to the sloped foreshore. The in this manner processed wave heights are 
indicated as incoming wave heights. The wave generator was provided with a 
reflection compensation. During the tests an average value of the reflection 
coefficient Cr = 0.25 was found with a minimum of 0.185 and a maximum of 
0.315. 

The breakwater was constructed with rubble according to Figure 4 to create a 
porous structure with a reflection coefficient similar to the one in prototype. The 
front slope was kept constant (2:3). 
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+0.70 

Test variations 
in height of 
toe structure: 

0.30 >k0-12>l<°-1i!>l (measures in m) 

Figure 4 Cross-sections tested breakwater with toe 

The tests by Gerding showed little to no influence of the width of the toe, 
therefore the toe structure width, bt (perpendicular to the length axis of the 
breakwater) was kept constant (0.12 m). Two toe heights were used in the tests, 
namely z, = 0.08 m and 0.15 m. Each toe height was tested for two waterdepths 
hm = 0.30 m and 0.45 m in front of the toe structure (0.50 m and 0.65 m at the 
beginning of the foreshore respectively). For the rubble of the toe structure three 
different materials with varying size were used: 

Material 9 (kg/m3) D„so (mm) Dn85/DnI5 

basalt 2850 10.2 1.4 
basalt 2850 15.1 1.2 
porphyry 2550 9.8 1.34 
porphyry 2550 14.4 1.31 
porphyry 2550 21.0 1.26 
brick 1900 23.1 1.45 
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The use of 6 stone types (p, D^Q), 2 waterdepth, 2 toe heights and 4 different 
wave heights led to a total number of 96 tests. 

After each test the damage was determined by counting and weighing the total 
number of stones removed from the toe structure in the seaward direction. The 
damage is expressed with the damage number No,,. 

NOH = 0.5 "Od IM•   =   1.0 •Od NOH = 4.0 *0d 

start damage acceptable 
damage 

unacceptable 
damage 

8-19 stones 15 - 38 stones 61 - 105 stones 

Figure 5 Sketch of damage for various values of NM 

Figure 5 shows various damage stages. NQJ = 0.5 was chosen as the threshold of 
motion in this study. 
N.B. Gerding found in his tests no influence of the berm width on the damage 
level. Of course, the acceptability of damage does depend on the berm width. 
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3. RESULTS 

For the 96 tests, mentioned in the previous section, the damage results were 
plotted against the (incoming) wave height. Figure 6 shows an example of these 
results. 

D.U • 

ZY" «    Dn50=14.4mm,delta=1.55 

4.5 - 11  function: (Hs/constant)^? 

4.0- Jj A    Dn50=21.0 mm, delta=1.55 
•    Dn50=9.8mm, delta=1.55 

3.5 - "71     * «    Dn50=15.1 mm,delta=1.85 

''// / A    Dn50=10.2 mm, delta=1.85 
3.0 - / /// JK    Dn50=23.1 mm, delta=0.9 

•d 
S.   2.5 • /  111 - - - function: (Hs/constant)M 
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8.0     10.0    12.0    14.0    16.0    18.0    20.0    22.0 
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Figure 6 Example of damage as function of wave height 

First, to check the influence of the density in the Gerding formula, 
(Hs/AD^/Nod0-15 was plotted against h/D^. The results showed considerable 
scatter, making it difficult to draw a firm conclusion on the influence of A in the 
equation. Figure 7 shows the results limited to the threshold of motion, No,, = 
0.5. There is no clear distinction in this graph between the result points for the 
various densities. This justifies, for practical purposes, the use of Hg/AD^o as a 
single stability parameter, indicating that there is no secundary effect of A on the 
stability (of course, there is a primary effect of A via the stability parameter). 

In a more detailed investigation into the scatter of the results as presented in 
Figure 7, the data was also sorted out for toe height and waterdepth with the 
same horizontal and vertical axis. The toe height appeared to give no difference, 
but the waterdepth hin shows definitely two different lines, see Figure 8. This 
makes that hm should be involved, actually, in the stability relation, equation (1), 
although the differences are small. 
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Figure 7 Stability sorted out to stone density 
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4. COMPUTATIONS 

Empirical relations like equation (1) are only valid for the range of parameters 
that has been investigated. Application outside that range can be dangerous. 
Closely related to this drawback is the fact that empirical relations contribute 
very little to the understanding of the phenomena involved. In an attempt to 
understand more of the mechanisms behind the stability of toe structures and to 
extend the range of applicability of existing relations, computations were done, in 
which the orbital wave motion was linked to the stability of stones in the toe of a 
breakwater. 

The orbital motion at the toe surface (at h,,, - h^ is derived from the linear wave 
theory: 

a = *1L COiilk(h*-h) (2) 
*        2 sinhifcA 

where the hat denotes the amplitude of the orbital velocity. The stone stability in 
orbital motion is approximated with the experimental results of Ranee & 
Warren, 1968, see also Schiereck et al.,1994: 

_f*_ =0.025 [-^-]"» (3) 

in which a,, is the orbital stroke at the breakwater toe, which is equivalent to 
uh/w. 

Both equations need some adjustment. The orbital motion at the toe is not only 
due to incoming waves, but is also influenced by reflection from the breakwater. 
Furthermore, incipient motion will not be caused by Hs, but by a larger wave in 
an irregular wave field, e.g. H1%. Equation (2) is therefore rewritten into: 

A   = a(l+Cr)F*Hs  co*k(hm-h) (4) 

* 2 sibhkhm 

in which F is a "tuning" factor. 

In the tests by Ranee & Warren, the sieve diameter D is used, while in the 
investigations by the authors, the nominal diameter D„ is used, which is 
somewhat smaller. With D,^, « 0.84*D50 and ah = tijw, equation (3) becomes: 

2.15 * «A
25 
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With these two equations the necessary stone size was computed for incipient 
motion in the experiments (No,, = 0.5). The accompanying, measured, incoming 
wave height Hs was used, together with the measured reflection, Cr. The 
resulting, computed, diameters, together with the other relevant parameters from 
the tests, were adapted to the same dimensionless parameters as used with the 
test results, Hg/AD^o and h/D^o- Figure 9 shows the results. 
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Figure 9 Results of computations 

The tuning factor, necessary to give more or less equal results as the tests, 
appeared to be 1.7. This means that, assuming a Rayleigh distribution, Ho.5% is 
responsible for incipient motion, which seems reasonable. This, together with the 
trend of the computational results and the fact that the same influence of 1^ is 
found in computations and experiments, is encouraging. 
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5. DISCUSSION 

Stability of any structure is the relation between load and strength, in this case 
expressed as Hg/AD^o. The strength of a stone on the toe of a breakwater is 
expressed as AD^o. This is, of course, a simplification of the strength 
mechanism in which e.g. also friction between the stones plays a role. The idea, 
however, exists that this is reasonably satisfying. The load is expressed as Hs 
which is a much more far-reaching simplification. 

Stones in the toe of a breakwater move because of lift, drag and shear forces 
which again come from the velocity field in waves in front of the breakwater. 
This is a highly complex motion, even in a regular wave system, while, 
moreover, waves in nature are irregular. To this background it seems almost 
naive to try to catch the stability of stones in waves in simple formulas like 
equation (1). 

Waves approaching a breakwater deform, mainly due to shoaling, bottom 
friction, reflection and breaking on the slope of the breakwater or the foreshore. 
All these processes can not be expressed by just including Hs as the single load 
parameter. The reflection, for example, plays definitely a role in the load on the 
toe, but is not used in equation (1), since the incoming wave is regarded as the 
load. This seems logically, since the incoming wave is the boundary condition as 
offered by nature. The reflection is a response of the structure, but any 
difference in this response is not expressed in the equation, so it will appear as 
scatter in the experimental results. 

The only way to include these aspects, is a model in which the complete water 
motion is represented correctly. This is, however, not very practical. The 
procedure followed in this paper can be seen as a compromise between simplicity 
and correctly representing the physical processes involved. The path is promising 
enough to walk on. Results will not only be easier to understand and to explain, 
but there will also be a wider application. An example may be the design of a 
foundation sill under a vertical, caisson-type, breakwater, which is loaded in a 
very similar way. 
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6. CONCLUSIONS AND RECOMMENDATION 

CONCLUSIONS 

1. Tests in which the stone density is varied between p = 1900 and 2850 
kg/m3 show that there is no effect of the density on the stone stability in 
the relationship as proposed by Gerding: 

H<        ( K \    01J * 0.24—'- + 1.6   "015 

*»*o I>nS0 
AC W 

other than expressed in the stability parameter Hs/AD^o. 

2. Simple computations, relating the orbital wave motion to the stone 
stability on the toe structure, give promising results. 

3. Both computations and experiments show an influence of the waterdepth 
in front of the breakwater on the stability, which is not expressed in the 
Gerding's relationship. 

RECOMMENDATION 

It is worthwile to put more effort into computations. Equations like 
Gerding's stability relationship have both the advantage and disadvantage 
of simplicity. The advantage is obvious, the disadvantage is that it is 
impossible to capture all aspects of the physical reality in one equation. 
Possibly a combination of hydrodynamic equations, describing the 
velocity field in the waves and experimental results, describing the 
relationship between the velocity field and the stone stability, leads to a 
relatively simple, but more comprehensive, model. Such a model, 
including the wave reflection caused by any structure, could be applied 
not only for toes of rubble mound breakwaters, but also for foundations 
of caisson type, vertical breakwaters. 



TOE STABILITY 1983 

SYMBOLS 

b. width of the toe structure m 

D^c 1 median nominal diameter of material (<W =(M50/Psf
33) m 

D5o 
g 

median sieve diameter of material 
acceleration due to gravity 

m 
m/s2 

hm water depth near structure m 
h, water depth above the toe structure m 
H wave height m 
Hs significant wave height m 
k wave number (k = : 2ir/L) 1/m 
L wave length m 
Lo deep-water wave length (Lo = = gTP

2/27T) m 
M mass kg 
s wave steepness (s = H/L0) - 
TP peak wave period of spectrum s 
ft amplitude of orbital velocity m/s 
A height of toe m 
A relative mass density of material (A = =  (Ps-Pw)/Pw) - 
P8 mass density of material kg/m3 

Pw mass density of water kg/m3 

W angular frequency (co = = 2x/T) 1/s 
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CHAPTER 154 

SEAWALL EFFECTS ON HISTORICALLY RECEDING SHORELINES 

Bryan N. Jones1 and David R. Basco2 

ABSTRACT 

This paper presents the results of a study using 15 years of beach profile data to 
determine how the presence of seawalls influences the existing erosional trends of the 
beach at Sandbridge, Virginia (USA). Three analysis methods using historic and 
seasonal time scales were used to answer three questions about the possible effects 
seawalls may have on adjacent nonwalled beaches. The results show that, statistically, 
there is no difference in the erosion rates of walled and nonwalled beaches. Seasonal 
variability of volume is greater for walled profiles. Seasonal recovery rates for both 
profile types are similar. Finally, the claim that the erosion of landward volumes at 
nonwalled beaches is increasing due to the presence of nearby seawalls is not supported 
by the evidence at Sandbridge beach. 

INTRODUCTION 

Great debate has arisen over the long term impacts seawalls may or may not have 
on the erosion rate of an historically receding shoreline. An obstacle to the formation of 
definite conclusions about seawall and beach interaction is the lack of long term physical 
data, which must be collected prior to and following seawall construction. Kraus (1988), 
and Kraus and McDougal (1996), summarize the state of knowledge on seawall and 
beach interaction. 

Sandbridge is a coastal residential and commercial community within the City 
of Virginia Beach, Virginia. Sandbridge is located 25 km south of Cape Henry at the 
entrance to the Chesapeake Bay and 25 km north of the Virginia-North Carolina border. 
The historical shoreline recession rate over the past 140 years varies linearly from -1.1 
m/yr on the north end to -2.9 m/yr at the south end of the study area (Everts, et al., 1983; 
Dolan, 1985). The first seawalls were built at Sandbridge around 1978, with a peak 
construction period between 1987 and 1989. At present, about 62 percent of the study 

'Project Engineer, Collins Engineers Inc., 745 Bluecrab Road, Newport News, VA 23606. 
2Professor, Coastal Engineering Program, Old Dominion University, Norfolk, VA 23529. 
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area is walled and 38 percent is nonwalled. The length of the study area is 7.7 km. 
This paper presents a statistical analysis of subaerial beach profile data collected 

over the past 15 years in an effort to determine how the seawalls influence the existing 
erosional trends of the beach at Sandbridge, Virginia (USA). To achieve this goal, this 
study addresses the following three questions: 

Question 1: Is the sand volume seaward of walled profiles disappearing at a faster 
rate than a similar volume defined at adjacent nonwalled profiles? 

This question can be answered by analyzing the long term and seasonal trends for 
the volume of sand located seaward of the walls at walled and nonwalled profiles. A 
statistical analysis of profile data was performed to show any differences between the 
rate of change of these volumes. If the seawalls are responsible for increasing beach 
erosion, the trends should show that the volume seaward rate of change for the walls is 
greater than that for the nonwalled profiles. 

Question 2: Are the seawalls responsible for delaying beach recovery during the 
seasonal transitions? 

Another way in which seawalls may detrimentally affect beaches is by interfering 
with the processes responsible for the natural recovery of sand volumes with the change 
in seasons. This question can be answered by looking at when the walled and nonwalled 
profiles make their seasonal transitions. 

Question 3: Following seawall construction, does the volume landward of an 
adjacent nonwalled profile erode at a faster rate than was previously recorded 
before the construction? 

Because upland sand trapped by the seawalls is essentially removed from the 
littoral system, less sand is available to replace that removed by natural long-term erosion 
processes. If seawalls are increasing the erosion rate of the beach, then there should be 
evidence of an increase in the erosion rate of sand for the nonwalled profiles after the 
seawalls were built. This question is addressed by using 15 years of profile data divided 
into time intervals before and after construction of nearby walls. 

DATA COLLECTION AND ARCHIVES 

In August 1990, Old Dominion University began collecting subaerial beach 
profile data at 28 locations along a 7.7 km study area at Sandbridge. Surveys were made 
at these locations monthly and following significant coastal storms. Other agencies, 
including the City of Virginia Beach, have contributed profile data collected over the past 
15 years at Sandbridge. At present, 13 of the ODU profiles are located at walled sections 
and 15 are located at nonwalled (dune) sections. The current data set contains more than 
2700 profiles taken at 53 different locations over 15 years (October 1980 to September 
1995). The 15 year data set includes several years before and after a boom in seawall 
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construction during the late 1980's. 
Volumetric beach parameters were defined to quantify changes in space and time, 

as shown in Figure 1. For profiles at walled locations, the volume of sand located 
seaward of the wall and above MLW is called the volume seaward (Vs). Volume 
landward (VL), therefore, is the volume of sand located behind the wall, down to the 
MLW elevation. For profiles at nonwalled locations, an imaginary partition is extended 
from adjacent walls parallel to the shoreline. This imaginary partition becomes the 
boundary separating Vs and VL for the nonwalled profiles. The volumetric parameters 
(Vs and VL) are the best indicators of long-term beach erosion trends for this study, using 
volume loss with time as the key variable of interest (Basco, et al., 1996). 

. Baseline (Horizontal Datum) 
P  ^ 

Seawalled profile 
Dune/beach profile 

Tidal 
MLW-fr    ..Range 

100 200 300 

Distance, feet seaward of baseline 

Figure 1. Beach Parameter Definitions. 

The measured volumetric beach parameters are known to vary with the seasons. 
In general, subaerial beach sand is dragged offshore onto bars during frequent storms in 
the winter months (October to March), and is pushed back onto the beach by the long 
swells of the summer (April to September). The seasonal variability was modeled as a 
sinusoidal wave with a period of one year. The seasonal amplitude of the sinusoidal 
wave was found using the value that produced the least variance between the measured 
parameter and the calculated seasonal signal. A linear regression analysis using the 
method of least squares was performed to estimate the annual rate of change for each 
profile parameter and each profile type. The null hypothesis test was performed to 
determine if one parameter's slope was statistically greater than the other. 
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ANALYSIS METHODS 

Over the five-year ODU monitoring study, three methods were developed to 
analyze the observed changes in Vs and VL. These methods included the Weighted 
Average Method (WAM), the Sectional Weighted Average Method (WAMSECT), and 
the Individual Profile Method (IPM). 

The WAM method used only the 28 ODU profile locations surveyed since 
October 1990, and was useful to characterize generalized beach change for the entire 
study area. The 28 profiles were grouped into two sets by type, walled or nonwalled 
(dune). Each profile was assigned a representative length of beach which was assumed 
to represent the walled or nonwalled conditions along that particular length of shore. For 
each profile, the volumetric parameters were multiplied by that profile's representative 
length. All of the wall profile products were then summed for each parameter, then 
divided by the total wall length. The result was a set of weighted averaged parameters 
(Vs and VL) for each survey that singularly represented the walled profiles at Sandbridge. 
A set of weighted average nonwalled profile parameters were found in the same manner, 
using different representative lengths of nonwalled beach. 

The Sectional Weighted Average Method (WAMSECT) divided the Sandbridge 
study area into three distinct reaches (North End, Middle Section, South End) to 
recognize differences in barrier island elevation and historic shoreline erosion rates. As 
with the WAM, weighted averages were employed for each type (walled or nonwalled) 
based on the lengths of walled and nonwalled beach in each section. 

Differences in the parameter change rates before and after seawall construction 
were studied using the individual profile method (IPM). Beach profiles taken prior to 
October 1990 varied in location, and were not sufficient in number to permit accurate use 
of the WAM or WAMSECT averaging methods. The volumetric beach parameters were 
calculated for all surveys dating back to October 1980 for each profile, thus permitting 
the profile history to be analyzed beyond the five years of ODU monitoring. Parameter 
rates of change could then be compared for the periods of time before and after wall 
construction, but only for each individual profile location. The results of this analysis 
could then be used to form conclusions regarding Question No. 3. 

RESULTS 

Seasonal trends are best identified by plotting the WAM and WAMSECT results 
for the volume seaward difference (AVS) for the five full wave years of ODU profile 
data. The initial value of each parameter is taken as the regression line intercept for 
October 1,1990. The differences, therefore, represent the change in time over five years. 
Comparisons of the trends between walled and nonwalled profiles were made in an 
attempt to find supporting evidence for Questions No. 1 and No. 2. Transition from 
winter to summer was defined by when the AVS parameter passed from below to above 
the regression line for each profile type. Likewise, the summer to winter transition was 
said to occur once the AVS parameter moved below the regression line. 
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WAM Results 

Using the WAM, Figures 2 and 3 show the long term change in AVS for the 
walled and nonwalled profiles, respectively. The negative regression slopes in these 
figures demonstrate the imbalance of the seasonal cycle, which is caused by the chronic 
long term erosion rates at Sandbridge. Volume seaward from the walled and nonwalled 
profiles is disappearing at yearly rates of 1.58 m3/m and 1.80 m3/m, respectively. This 
difference in the change rates of the two profile types is not statistically significant, as 
determined from the null-hypothesis test. 

It is apparent from Figures 2 and 3 that the winters of 1992-1993 and 1994-1995 
were the most severe. Volumes seaward in each of these years were below the mean 
decreasing value for each profile type. By comparison, the winters of 1990, 1991 and 
1993-1994 were very mild. The summer beach rebuilding periods also demonstrate 
variability from year to year. With the exception of the 1994-1995 wave year, the walled 
profiles recovered to about AVS = +7 m3/m during each summer, which was the summer 
value prior to October 1990. In contrast, the nonwalled sections continued to fall below 
the seaward volume present during the summer of 1990. 

A comparison of seasonal transition times showed that the walled profiles 
recovered in the summer of 1991 first. The dunes made the summer transition first in 
1992. Both profile types recovered simultaneously in 1993 and 1994. In 1995, the 
severely eroded beach never quite recovered in front of the walls while the dunes 
eventually did recover near the end of the summer season. The summer to winter 
transitions occurred at the same time for both types in 1990, 1992, 1993, and 1994. In 
1991 and 1995, the winter transition was observed earlier for the dune sections. 

WAMSECT Results 

Figures 4 and 5 show the trends in the North End seaward volumes for walls and 
dunes, respectively. Similar plots were generated for walled and nonwalled profiles in 
the Middle Section and South End. Differences in the rates of change and seasonal 
variation amplitudes between each WAMSECT subsection are apparent. The results of 
the WAMSECT linear regression analysis of volumetric change rates are summarized 
in Table 1. 

At the North End, the linear regression analysis showed that the AVS rates of 
change for dunes and walls are negative and statistically equivalent. In addition, the 
amplitudes of the calculated seasonal variation are also equivalent. Beach recovery 
following the winter season occurred simultaneously for both profile types from 1990 to 
1993. The walled profiles recovered first in the 1993-1994 wave year. Wave year 1994- 
1995 was characterized by two hurricanes along the mid-atlantic coast (Gordon, Nov. 
1994 and Felix, Aug. 1995) in addition to a stronger wave climate generated by hurricane 
activity in the Caribbean. While the nonwalled profiles eventually recovered, the data 
shows AVS for the walled profiles never recovered above the regression line for this 
section. Both profile types made the transition from "summer" to "winter" 
characteristics (seasonal erosion) around the same time for the first four years of the 
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WAM Wall - Volume Seaward 

Oct-90   Apr-91    Oct-91    Apr-92   Oct-92    Apr-93    Oct-93   Apr-94    Oct-94   Apr-95    Oct-95 
Date 

Linear Regression Measured Weighted Average Seasonal Variation 

Figure 2 WAM seasonal variations in volume seaward for walled profiles. 

WAM Dune - Volume Seaward 

Oct-90   Apr-91    Oct-91    Apr-92    Oct-92    Apr-93   Oct-93    Apr-94    Oct-94    Apr-95    Oct-95 
Date 

Linear Regression Measured Weighted Average Seasonal Variation 

Figure 3 WAM seasonal variations in volume seaward for nonwalled profiles. 
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WAMSECT Wall - Volume Seaward 
North End 

Oct-90    Apr-91    Oct-91    Apr-92   Oct-92   Apr-93    Oct-93   Apr-94    Oct-94   Apr-95   Oct-95 
Date 

Linear Regression Measured Weighted Average Seasonal Variation 

Figure 4 North End WAMSECT Seasonal Variations in Vs for walled profiles. 

WAMSECT Dune -Volume Seaward 
North End 

Oct-90    Apr-91    Oct-91    Apr-92    Oct-92    Apr-93    Oct-93    Apr-94    Oct-94    Apr-95    Oct-95 
Date 

Linear Regression Measured Weighted Average Seasonal Variation 

Figure 5 North End WAMSECT seasonal variations in Vs for nonwalled profiles. 
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Table 1. WAMSECT volumetric rates of change. 

Profile 
Type 

WAMSECT Subsection 

North End 
Oct 90 - Sept 95 

Middle Section 
Oct 90 - Sept 95 

South End 
Oct 90 - Sept 95 

Rate of 
Change 

Seasonal 
Amplitude 

Rate of 
Change 

Seasonal 
Amplitude 

Rate of 
Change 

Seasonal 
Amplitude 

AVS 

(m3/myr) 
Wall -1.44 -5.6 -0.61 -6.8 -3.2 -2.5 

Dune -1.14 -5.2 -1.50 -3.6 -4.0 -3.9 

Sectional make-up 75% walled 44% walled 73% walled 
(by leii gth) 

25% nonwalled 56% nonwalled 27% nonwalled 

ODU study. During the stormy 1994-1995 season, the dunes made the transition first. 
The results for the Middle Section showed the rates of change for AVS were 

statistically equivalent for both walled and nonwalled profiles. Seasonal amplitudes in 
AVS were greater for the walled profiles in this region. Beach recovery occurred 
simultaneously for both profile types in the first three years (1990-1993). The walled 
profiles recovered before the nonwalled profiles in the 1993-1994 summer season. Like 
the North End, the walled profiles never recovered above the regression line following 
the stormy 1994-1995 season. Transition from summer to winter levels occurred first 
for the walled profiles in 1990-1991. Both profile types changed at the same time in the 
three years between 1991-1994. The nonwalled profiles eroded to winter levels before 
the walls in the turbulent 1994-1995 wave year. 

As in the North End and Middle Section, the rates of change for AVS in the 
South End are statistically equivalent for both walled and nonwalled profile types. The 
greater historic erosion rates for the South End are clearly demonstrated by the greater 
change rates in Table 1. The walled profiles recovered first during the summer beach 
rebuilding season for the first two years of the study (1990-1992). In the 1990-1991 
season, however, the nonwalled profiles did not recover above the AVS regression line. 
In the remaining three years of the study, both profile types recovered simultaneously. 
Seasonal transition from summer to winter occurred at the same time for walled and 
nonwalled profiles for 1990-1994. The 1994-1995 season showed that the walls eroded 
to winter levels before the dunes, conflicting the trends observed for this wave year in 
the North and Middle regions. 

IPM Long-Term Rates of Change 

Comparisons of the volume rates of change for each of the profiles used in the 
IPM were made in three groups (North End, Middle Section, and South End) to 
recognize the regional differences in physical characteristics. The key variable is VL of 
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the seawall or partition. A large decrease in the VL after adjacent wall construction 
meant that Question No. 3 was supported, i.e., at one profile location, the volume of sand 
retained behind nearby walls is unavailable, causing adjacent, nonwalled locations to 
erode at a faster rate. Profile 1 is a good example as shown in Figure 6. For eight years 
(October 1980 - July 1988) and for 24 surveys, VL "before" nearby wall construction was 
+0.8 m3/m/yr. Seawalls were built during the spring of 1989 about 30m south of Profile 
No. 1 so that for five years (July 1989 - June 1994) with 54 surveys the rate became -9.0 
m3/m/yr. Unfortunately, the lot owner at Profile No. 1 leveled the dune in June 1994, so 
that some question remains as to how much affect the adjacent wall really has at this 
location. 

By this same method of comparison for other profiles in the North End, 
supporting evidence does exist for Question No. 3. However, this is not true for the 
Middle Section or South End. A conflicting example in the Middle section lies at Profile 
161. Figure 7 shows a similar eight year period (October 1980 - October 1988) for this 
profile. After 50 surveys, VL "before" nearby construction was -2.2 m3/m/yr. Seawalls 
were built during 1989 starting 30m south so that after 5 years and 70 surveys, the "after" 
rate became -0.8 m3/m/yr. This evidence, and many other examples in the Middle 
section does not support Question No. 3. The South End includes both supporting, 
nonsupporting and inconclusive results so that it must be concluded that the evidence is 
inconclusive for this region. 

Non-Wall Profile No. 1 Sand Volume 
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Figure 6 IPM analysis of Profile 1. Supporting evidence for Question No. 3. 
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Non-Wall Profile No. 161 Sand Volume 
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Figure 7 IPM analysis of Profile 161. Nonsupporting evidence for Question 3. 

SUMMARY 

The three basic methods (WAM, WAMSECT, and IPM) used in this study 
consider seawall and beach interaction on an increasingly more focused spatial scale. 
The WAM model provides trends for the Sandbridge area as a whole. The WAMSECT 
model concentrates on the effects of seawalls on a more localized level, and the IPM 
method considers each profile separately. Long-term effects are obtained from the 
results of all three methods using the five year ODU data set (15 years for profiles in the 
IPM). Seasonal variations are seen using both the WAM and WAMSECT methods. 

Question No. 1: Does the sand volume seaward of the walls erode faster than a 
similar volume defined at adjacent nonwalled profiles? 

Statistical comparison of parameter change rates (AVS) using the null- 
hypothesis test revealed that the erosional trends are statistically equal for walled and 
nonwalled profiles. The results are the same for the WAM analysis and for each section 
in the WAMSECT analysis. Using five years of statistical data, there is no evidence to 
support the conclusion that the seaward volumes in front of seawalls is disappearing any 
faster than the seaward volumes in front of nonwalled profiles. 

Seasonal variations in seaward volume were modeled using the five-year WAM 
and WAMSECT data. The WAM results show the amplitude of the seasonal variation 
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in Vs is greater for walled profiles. Because seawalls provide an impermeable barrier for 
cross-shore transport, sand is piled up against the walls by long period swells during 
seasonal recovery, resulting in larger relative seaward volumes for walled profiles during 
the summer. Likewise, winter erosion removes more sand from in front of the walls, 
since sand located landward of the partition is readily available to replenish sand 
removed seaward at the nonwalled profiles. 

In the North End, the seasonal amplitudes for Vs were found to be the same for 
both profile types. Seasonal amplitudes in Vs were highest for walls in the Middle 
Section. The results indicate that the five-year seasonal variations in Vs are greater for 
the nonwalled profiles in the South End. Because not as much sand is available to 
replace that removed from in front of the walls during seasonal transitions, we might 
expect the walled profile variations to be less for the South End than in the North End 
and Middle Section. 

Question No. 2: Do seawalls delay beach recovery during seasonal transitions? 

Seasonal beach recovery was studied using the WAM and WAMSECT results 
over the five-year ODU monitoring period. Using the WAM, seasonal transitions 
generally occurred about the same time for both walled and nonwalled profiles. During 
the abnormally high erosion experienced by storm activity in the 1994-1995 wave year, 
the nonwalled sections eventually recovered while the walled sections did not. 
Continued monitoring for 1995-1996, however, shows that the walled profiles have 
recovered. 

The North End WAMSECT trends indicate that seasonal beach recovery 
occurred simultaneously for both profile types in three of the five years studied. In 1995, 
the walled profiles never recovered above the regression line. In the Middle Section, 
seasonal recovery also occurred simultaneously for both profile types in three of five 
years. As in the North End, the walled profiles did not recover above the regression line 
in 1995. As for the South End, seasonal beach recovery for walls and dunes occurred at 
the same time for the last three years of this study. 

Question No. 3: Does seawall construction increase the natural erosion rate of the 
sand volume landward of the walls at adjacent nonwalled locations? 

After a seawall has been built, the sand trapped behind the wall is no longer 
available for transport to adjacent beaches during storms. This reduction in sediment 
supply is thought to place additional erosional pressure on beaches adjacent to walls. 
The IPM was the only method which provided enough long term data to form 
conclusions regarding Question No. 3. Linear regression was used to determine trends 
in the nonwalled VL parameter before and after seawall construction. The individual 
profile results were compared according to region (North End, Middle Section, South 
End). 

In the North End, evidence exists to support Question No. 3. None of the 
Middle Section profiles demonstrated an increase erosion rates, in fact, each of the 
profiles compared showed evidence to argue that erosion rates decreased following the 
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nearby addition of seawalls. The IPM results for the South End are inconclusive and 
include two instances where no significant change was noted, one instance where the 
change rate decreased, and one where the rate increased. 

CONCLUSIONS 

Seawalls are not responsible for the erosion problem at Sandbridge, they are a 
result of it. Three different spatial and time scales have been used to analyze fifteen 
years of subaerial beach profile data. While the results clearly show differences in short 
term coastal processes between walled and nonwalled beaches, the long-term and 
seasonal effects are very nearly the same. 

With regard to Question No. 1, the results from the five-year WAM and 
WAMSECT trends clearly indicate that volumes seaward of walls are not eroding faster 
than volumes in front of nonwalled profiles. These results are consistent with the 
conclusions made by other researchers reviewed in Kraus (1988), and Kraus and 
McDougal (1996). The results do show that seasonal variation in volume is greater for 
walled profiles, however, these variations are temporary. 

The results for Question No. 2 show that seawalls do not inhibit seasonal 
recovery for either profile type. The five-year seasonal recovery trends using both the 
WAM and WAMSECT methods yielded the same results. 

Despite the use of over 15 years of profile data, no clear conclusions can yet be 
made regarding Question No. 3. Comparison of change rates before and after seawall 
construction yielded supporting evidence in the North End, nonsupporting evidence in 
the Middle Section, and inconclusive results for the South End. The results for the study 
area as a whole, therefore, must be considered inconclusive for Question No. 3. 

The study at Sandbridge is continuing. As the ratio of volume trapped behind 
the seawalls to that remaining on the subaerial beach increases, some evidence to support 
Question No. 3 may be found in the future. 
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CHAPTER 155 

CONTROL OF WAVE PROPAGATION ANGLE BY 
TAPERED-SUBMERGED BREAKWATER 

Satoshi TAKEWAKA1 and Isao IRIE2 

ABSTRACT 

A new type of submerged breakwater with a triangular plane form which mod- 
ifies the wave propagation angle is proposed. Its performance is demonstrated 
and assessed analytically. Preliminary movable bed experiments were conducted. 
The breakwater was installed in front of the beach to modify the wave propaga- 
tion angle in the offshore zone. Longshore current and littoral drift were driven 
through the effect of wave angle modification. 

INTRODUCTION 

A beach remains stable in the long term when supply and loss of sediment 
are equally balanced. Offshore structures often break this equilibrium state and 
the beach profile as well as the shoreline configuration change to a new state, 
which resulting in erosion problems in most cases. The deformation of the shore 
may be suppressed when sediment movement of the original state is preserved by 
regulating the wave height and propagation angle by some offshore structures. 

In this context, a new type of submerged breakwater with triangular plane- 
form, Tapered-Submerged Breakwater (hereafter referred as TSB), is proposed. 
Its functions are reduction of wave height by reflection and wave breaking, and 
modification of wave propagation angle on down wave side as shown in Fig. 1. 

This study describes and evaluates the performance of TSB in controlling 
wave propagation angle. Then results of preliminary movable bed experiments 
are demonstrated , which were conducted to test out the applicability of TSB in 
regulating wave field, current system and sediment transport of a beach. 
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2Professor, ditto, Email : irie@civil.kyushu-u.ac.jp 

1998 



TAPERED-SUBMERGED BREAKWATER 1999 
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Figure 1   The concept of Tapered-Submerged Breakwater 

„     (a) non-breaking case    _!. pofenZfimputation 

O   CO 0 

-2 0 
transverse distance (m) 

r line of measurement 
« • 

^      (b) breaking case 

^   0) 
CO -c < 

i go 

experiment 
potential computation 

>"«sV 

-2 0 
transverse distance (m) 

2.5m 

0.9ml 

6m 

|^_L8m 

Figure 2 Normalized wave height distribution on downwave side of the break- 
water. Wave height is normalized with the incident wave height. Experimental 
conditions : T = 0.76s, h = 0.14m, incident wave height = 0.015m, W = 1.8m, 
D = 0.9m, (a) hT = 0.07m, hT/h = 0.5, (b) hT = 0.11m, hT/h = 0.8. 

MODIFICATION OF WAVE PROPAGATION ANGLE 

The shape of a TSB is characterized with three parameters, height of break- 
water hT, plane depth D and plane width W, as shown in Fig. 1. All these 
parameters were varied in a wide range in this study to find out an optimum 
configuration of TSB in wave angle modification. 

Wave field around TSB subjected to regular incident waves was computed with 
Collocation Method of Matched Eigenfunction Expansions which was developed 
by Yoshida et al.(1992). This method provides linear potential solution of wave 
field over a submerged structure with an arbitrary plane form. Prior to the 
analytical work, experiments in a wave tank were made to examine the validity 
of the potential solutions. Figure 2(a) and (b) show the comparison of measured 
and computed wave height distribution normalized with the incident wave height 
on the downwave side of the TSB. 

A fairly good agreement is observed in Fig. 2(a), while discrepancy becomes 
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Figure 3 Wave pattern and trajectories of water particles. T = 0.765, h = 
0.14m, W = 1.8m, D = 0.9m, h? = 0.11m, incident wave height = 0.01m. 
Incident wave travels from bottom to top in the figure. 

apparent in Fig. 2(b) where wave breaking above the TSB was observed in the 
experiment. Since the potential solution fails to describe the wave field when 
wave breaking occurs, this study concentrates on non-breaking cases. 

The wave height distribution shown in Fig. 2(a) oscillates remarkably which is 
a typical feature of wave diffraction from submerged a structure. Since the plane 
form of the submerged body is asymmetric in this study, the most energetic 
part appears aside from the center of the wave height distribution. This is an 
indication that the TSB modifies the direction of wave energy propagation. 

The distribution of instantaneous water surface elevation and the horizontal 
trajectories of the water particle motion around the TSB is shown in Fig. 3. The 
incident wave travels from bottom to top of the figure. The water surface are 
shaded in this figure with the highest levels being white and trajectories of water 
particles are depicted with solid lines. Declined crest lines are apparent on the 
downwave side of the TSB. The main semiaxes of the water particle trajectory 
are almost perpendicular to the crest line which assures that the waves travel 
obliquely to the incident. 

EVALUATION OF THE WAVE ANGLE CONTROL PERFORMANCE 

The performance of the wave propagation angle modification is assessed by 
analyzing the character of the potential solution provided from the Collocation 
Method. The Collocation Method gives the complex amplitude potential $ for 
the wave field by superposing two solutions :   (i) known incident wave solution 



TAPERED-SUBMERGED BREAKWATER 2001 

incident waves scattered waves 

" '.  • 

actual wave field 
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$/ and (ii) unknown scattered wave solution $5 which is determined so that 
the whole solution ( $ = $/ + $s ) satisfies the boundary conditions on the 
submerged body and Sommerfeld's radiation condition at far field (see Fig. 4). 

The scattered wave solution <3>s is expressed in terms of Green's law : 

d       dcf>B(s) 
*s(r,8) = foMs)--^}G(R,e)ds. 1) 

Here, <J>B aud g„ are the potential of the scattered waves and its derivatives 
on the path B above the breakwater as indicated in Fig. 5, and G is the Green 
function. Further definitions of the symbols are depicted in the same figure. 

The scattered wave solution <j>s consists of evanescent wave mode <f>£ and 
progressive wave mode <j>p. The former {<J>E) 

ls apparent only in the close vicinity 
of the structure and the latter (<f>p) is the wave which travels to the infinity by 
decaying its amplitude. Neglecting the evanescent wave, following equation for 
the scattered wave solution is obtained which is valid except in the vicinity of the 
structure : 

*s{r,0) = ±fBiM>) 
d_ 

dn 

d<f>p{s). 
dn 

TW }H?'{kR)da (2) 

where HQ    is the Hankel function of the first kind of the Oth order and k is the 
wave number of the incident wave. 

A further approximation is adapted to Eq.(2) to split it into radial part r and 
directional part 8.  Following relationships of R for r ^> r^ and Hankel function 
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Figure 6    Distribution of Kochin function H(9).   L — incident wave length 
(kh = 1.18). 

with large argument are substituted : 

R = \x — xi,\ fa r — rt cos(6 — #;,) 
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dz 
The result of the substitution is 

-W(z)»-«-* (*-3r/4) 

(3) 

(4) 

(5) 

SsW)*-- 
rkr 

ii(kr—-K/4) 
j {ik cos(0 - 6n(s))</>P{*) + ^§^}ds      (6) 

where 6n the angle of the integral path s to the y axis. 
The scattered wave solution $s(r,0) is now separated into radial part which 

expresses the decay of the scattered waves travelling to the infinity, and direc- 
tional part which stands for the complex amplitude of the scattered waves. The 
directional part is termed as Kochin function H{9) (Mei, 1983). 

The wave angle modification performance is estimated by comparing the char- 
acteristics of the Kochin function distribution of different TSBs. The idea is to 
evaluate the directional amplitude of scattered waves from Kochin function and 
use it as a measure of the performance. Figure 6 shows the distributions of 
Kochin function for TSBs with the same plane form, but of different heights. 
The directional distribution of H(0) is displayed in different expressions in the 
figure : left diagram displays magnitude of H(8) as a radar chart and center 
diagram displays magnitude and phase of H(8). Since the incident wave trav- 
els into 9 = 0.57T, scattered waves must have wave components which travel into 
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0.57T < 6 < 7T if the wave angle modification is achieved properly. The comparison 
of the Kochin function distributions suggests that the TSB with larger height hx 
is effective in wave angle modification. 

Figure 7 shows the distributions of Kochin function for TSBs with the same 
height, but of different plane forms. It is hard to rate the efficiency of the two 
breakwaters from simple comparison of the Kochin function distributions. In 
this case, the integral of H(6) in 0.57T < 9 < n (H2) was estimated and used 
as a measure of the wave angle modification effect. The value of the integrals of 
different ranges is depicted in the top of the center diagram (Hi, H2, H3, H4). The 
TSB with larger plane depth D is judged superior in wave angle modification, 
since it possesses a larger value. 

A large number of tests for TSBs with different shapes were conducted to 
seek optimum configuration. It was found that heightening the height hT and 
broadening the plane depth D of the breakwater enhance the effect of wave angle 
modification in general. It was also found that the plane depth D and the plane 
width W must be at least as large as incident wave length L, which means that 
the breakwater needs to a large structure to work well. 

APPLICATION TO BED PROFILE MODIFICATION 

Preliminary experiments on movable bed were conducted to test out the ap- 
plicability of the TSB in topography modification. The experimental setup is 
shown in Fig. 8. The experiment is designed to observe the effect of wave angle 
modification in the offshore region on bottom topography variation and does not 
imply any realistic situation. The experiment started from a 1:10 slope beach 
made from fine glass beads with 0.08 jim mean diameter and 2.6 specific gravity. 
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Figure 8   Experimental setup of the movable bed experiment 

Regular waves with 0.76s period and 0.02m wave height were acted for 2 hours 
without installing the TSB to excite the initial off-onshore sediment movement. 
Then the TSB was installed in front of the slope and the experiment was pro- 
ceeded further for 8 hours. Bed elevations were measured for several times during 
the experiment. 

Figure 9(a) and (b) show the depth contour lines of the bed form at t = 
2hrs. and t — lOhrs. for the run with single TSB. No wave breaking above the 
breakwater was observed. In the region of 1.7 < x < 2.8m, the shoreline and 
the depth contour lines in front of it inclined remarkably at t ~ lOhrs. which 
were almost straight and parallel at t = 2hrs. This region was affected by the 
waves whose propagation angle was modified by the TSB. The distribution of 
total longshore sediment rate (Fig. 9(c)) estimated from the results of bed profile 
measurements shows that the sediment was transported unidirectional as a whole. 

The wave angle modification accompanies wave concentration on the down- 
wave side of the breakwater which results in the alongshore variation of the wave 
breaking point. Accordant with this breaking point variation, several circulations 
cells along the shore were observed which transported sediments alongshore. 

Numerical computations of the wave and current field were conducted to give 
insight of the sediment transport. The wave field was computed with parabolic 
mild slope equation starting from the initial value given by the potential solution 
described in the previous chapter. Flow field was computed with the conventional 
ADI method inputting the radiation stress derived from the wave field compu- 
tation. Bed profile data measured in the experiment was entered for wave and 
current computations. 

Figure 10(a) and (b) show the computed wave height distribution and flow 
field at t — 2hrs. The effect of wave angle modification concentrates the waves. 
This is shown in the figure of wave height distribution as strips of contour lines 
of high and low wave region. Since the high waves break at an earlier stage, 
the distribution of the breaking points varies alongshore. Accordant with this 
variation, the distribution of radiation stresses becomes complicated, and several 
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Figure 9 Resultant bed form and total longshore sediment rate, (a) t — 2hrs., 
(b) t = lOhrs., (c) Total longshore sediment rate (from t = 2hrs. to t = lOhrs.). 
W = 1.5m, D = 0.75m, hT = 0.084m. 

circulation cells including two major counter-rotating cells are reproduced in the 
flow computation. Their number, position and scale agreed fairly with the ex- 
periment. It is supposed that the sediment is mainly transported by the current 
system. Bottom material is eroded where high waves attack. The current sys- 
tem then transports it as suspended sediment and deposits it finally where wave 
motion becomes calm. 

Figure 11 shows the resultant bed form in case of two TSBs were installed in 
sequence. With this arrangement, it is expect that the effect of the wave angle 
modification extends to a wider range.  The bed form at t = lOhrs. shows that 
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Figure 10 Computational result of wave and current system at t = 2/irs., (a) 
Normalized wave height distribution and breaking points, (b) Current field and 
bed form. W = 1.5m, D = 0.75m, hT = 0.084m. 

each breakwater affected the sediment process individually. The distribution of 
total longshore sediment rate (not listed) indicates that the sediment is trans- 
ported generally in the aimed direction in a wide range. It is, however, hard 
to conclude that the attempt is a full success. The shoreline, or depth contour 
lines become highly irregular and the beauty of the coast with gentle-curved or 
straight shoreline is lost. Further studies on this point, how to obtain a smoother 
shore line, are required. 

CONCLUSIONS 

A new type of submerged breakwater (Tapered submerged breakwater) which 
modifies the wave propagation angle is proposed. Its ability and performance 
were demonstrated and assessed analytically.   TSBs with different shapes were 
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Figure 11 Resultant bed form at t = lOhrs. for two TSBs run. W = 1.5m, 
D = 0.75m, hT = 0.084m. 

tested and it was found that broadening of the plane depth D and heightening 
the breakwater height h^ enhances the wave angle modification performance. It 
was also found that D and the plane width W of the TSB must be at least as 
large as incident wave length L to be effective. This means that the TSB needs 
to be a large structure to work well. 

Preliminary movable bed experiments were conducted. The TSB was installed 
in front of the beach to modify the wave propagation angle in the offshore zone. 
The alongshore wave height distribution varied in the nearshore zone due to the 
effect of wave angle modification. Several flow circulations appeared subsequently 
which transported longshore sediment. The total longshore sediment rate indi- 
cates that the sediment moved unidirectional as a whole. The resultant bottom 
configuration, however, was highly irregular, even when two TSBs were installed 
in sequence. Further studies are required on this point to refine the conception 
acceptable. 
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CHAPTER 156 

MULTIDIRECTIONAL WAVE LOADS 
ON VERTICAL BREAKWATERS 

Claudio Franco1 , Jentsie W. Van der Meer2, Leopoldo Franco3 

Abstract 

An extensive 3-D model test program has been performed to study the effects of 
wave obliquity and multidirectionality on the hydraulic response of vertical (caisson) 
breakwaters. In this paper the results of the wave forces and pressures are shown. 
The measurements are compared with the Goda's formula with some divergences. 
The tests show that multidirectional wave loads do not reduce with increasing 
obliquity of the mean direction, whereas a reduction occurs for oblique long-crested 
waves. Three-dimensional effects on the uplift forces are better described by Goda 
formulations and smaller scatter is observed when comparing with measurements. 
The analysis of the longitudinal distribution of the horizontal pressures confirmed that 
the global wave load decays with increasing multidirectionality and obliquity, with 
clear advantages for the design of long monolithic breakwaters. 

Introduction 

The design of coastal structures has been typically based on formulae developed 
for head-on long crested waves. After the development of 3D basins in hydraulics 
laboratories, the effect of wave three-dimensionality on structure loading has been 
considered mainly for the design of offshore platforms. More recently 3-D waves 
were found to have influence also on the long period wave components associated to 
the short period waves which induce harbour oscillations (Bowers, 1987) or on the 
stability of rubble mound breakwaters (Galland, 1994). Very little attention has been 
addressed so far to the influence of wave multidirectionality on the response of 
vertical face structures in intermediate or shallow water. 
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A 3-D model investigation has been carried out at Delft Hydraulics, within a 
joint European research project, in order to assess the effects of the obliquity and 
"multidirectionality" of wave attack on the hydraulic performance of caisson 
breakwaters. Tests have been performed with attack angles up to 60° to the normal 
and directional spreadings up to 30° on different structure geometries such as 
caissons with vertical plain wall, with perforated front wall, with an additional curved 
parapet and with a high impermeable slope and berm, measuring wave forces, 
horizontal and uplift pressures, reflection coefficients and overtopping. 

Only the results of the analysis on horizontal and uplift forces on the plain 
wall vertical caisson are here presented in order to provide useful guidance for the 
design of caisson breakwaters. Comparisons are made with the more abundant results 
obtained by Goda (1985) on the simple vertical face structure under long-crested 
wave attacks. 

Model setup and test conditions 

The hydraulic model tests were carried out in the 26.4 m wide and 23 m long 
multidirectional-wave "Vinje basin" at DH - De Voorst during summer 1994. The 
structure (Fig.l and 2), consisting of 13 caissons, each 0.9 m wide, with curved 
roundheads at the two ends, was placed on a flat concrete bottom, and linked to the 
floor through a permeable two layer rock basement. 

DWP   -   direclionul   wave  ptobc- 

0 10 

Figure 1.: Plan view of the basin and model layout 
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Figure 2 Plan and front view of the model caisson breakwater with location of 
measuring devices 

Being a research model, there is no actual reference to particular prototype 
conditions, but a Froude scaling of 1:30 could be considered as an approximate 
scaling ratio for typical real structures. Crest elements were made removable in order 
to adjust the relative crest height (freeboard Ro/Hs = 1.18 , 1.50 and 1.63). 

The target significant wave height was kept fixed to 0.14 m throughout all 
tests, but the actual Hs was a little bit lower due to technical wave generation limits 
for the most angled wave conditions. The constant water depth in front of the 
caissons was 0.61 m in all tests, giving a relative water depth h/Hs=4.3. Peak periods 
(Tp) of standard (y=3.3) JONSWAP spectra were 1.5 s and 2.12 s to give theoretical 
peak wave steepnesses sop=27iHos/gTp

2 of 0.04 and 0.02 respectively. The minimum 
number of waves per test was 1000. Mean wave attack angles /? varied with 10°steps 
from 0° (orthogonal to the structure axis) to the most oblique 60°. Energy dispersion 
around the mean direction was Gaussian with target standard deviations o set equal 
to 0°, 15° and 30° (the latter two were actually 22° and 28°). 

Wave conditions in front of the model have been analysed through a set of 20 
gauges placed in two rows at 1.0 m distance offshore of the structure. The methods 
of analysis used to separate incident and reflected wave energy are the Maximum 
Likelihood and the Bayesian approach as explained by Frigaard et al.(l 994). 

A total of 84 tests with non-breaking wave conditions were performed. Of 
course wave breaking actually occurred before the wall when testing the caisson 
configuration with the frontal slope and berm. An extensive set of tests was 
performed for the simplest case of a straight vertical plain wall, whereas a more 
limited number of tests were conducted for the alternative structure geometries. 

The selection of the structural configurations was based on the similarity with 
typical prototype conditions and with previous 2-D model studies. The basic caisson 
geometry (Fig. 3) was in fact designed in close agreement with a model structure 
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Figure 3 : Cross-section of the caisson with the simple plain vertical wall 

tested in Milan for overtopping (Franco et al., 1994), while perforated walls were 
also designed in order to be comparable with a similar 2-D model investigation 
simultaneously going on at HR Wallingford, within the same MAST project. In one 
alternative configuration a small additional "nose" (with the same geometry tested in 
Milan) was placed at the top of the parapet wall, which is useful for reducing 
overtopping rates. 

Two different types of devices have been used in the model to measure the 
wave-induced loads on the model structure. One central caisson (N.7 in Fig.2) was 
suspended above the floor of the basin by rigid metal plates attached to the inner 
section of the laboratory force metering frame. The inner section of the metering 
frame was supported by a rigidly mounted external frame section through six 
suspensions with strain gauges, three in the horizontal and three in the vertical planes 
to derive the total horizontal force Fh, the total uplift force Fu and the total 
overturning moment M. A clearance of approximately 2.5 mm was left around the 
front and sides of the measuring caisson to ensure complete freedom of movement 
during the force measuring tests. Two brick walls placed behind the caisson row 
(Fig.l) avoided wave disturbances behind the force measuring caisson. 

Wave loads were also obtained by integrating data from a set of 21 pressure 
transducers, which were positioned on the outer vertical face (8 cells on caisson n.5), 
on the bottom slab (5 on caisson n.4) and along the longitudinal direction of the 
caisson structure (Fig.2). All pressure signals have been combined into a total 
horizontal force and a total uplift force by multiplying each cell output with different 
factors, representing the respective influence area. The uplift force was therefore 
achieved only from the pressure cells measurements. The output signals from both 
the strain gauges of the measuring frame and from the set of pressure cells were 
sampled at 25 Hz and filtered analogically in real-time at 12.5 Hz. This means that 
only the "pulsating forces" and no wave impacts would have been recorded. 
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Horizontal forces 

The comparison between the measurements obtained with the two systems 
(applied on different caissons) could be performed only in the four tests with long- 
crested (or unidirectional) waves approaching the structure perpendicularly (fi=0°). 
The total force over the two different longitudinal influence areas (a vertical line for 
the pressure transducers and a band-width of 0.9 m for the force-metering caisson) is 
infact influenced by wave obliquity and multi-directionality. 

With the longer period waves (sop=0.02) the horizontal force obtained with 
the pressure cells showed values 8-9% higher than those derived with the force 
metering frame, thus revealing a standing wave pattern along the structure length 
with consequent non-homogeneity of the incident wave field (Fig.4a). Other reasons 
that can partially explain this divergences may be the dynamic response of the free 
caisson (n°7) with consequent inclusion of additional inertia forces, or the different 
force application area which can have a small effect even under head-on wave 
conditions which are never perfectly two-dimensional. With the shorter waves 
(sop=0.04) the comparison between the two measurements revealed an exact 
coincidence of the total force series, exception made for the highest two or three 
higher values (Fig.4b). In such case the pressure transducers were able to record also 
the faster transients that, acting only on a local scale, are not represented by the 
whole caisson metering system. 

The general good matching of the force series confirmed the overall homogeneity of 
the incident wave field and thus the data reliability. 

a) sop=0.02 -Force metering frame 

- Pressure cell 

Force metering frame 

Pressure cell 

Exceedance perc. (%) 

b) sop=0.04 

Exceedance perc. (%) 

0.1 100.0% 

Figure 4 : Comparison between the force measurements of the pressure cells and the 
caisson frame outputs 
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The analysis has been mainly addressed to the pressure cell records, also to be 
consistent with the uplift force measurements which have been recorded only through 
the set of pressure cells. The analysis, however, demonstrated that the effects of the 
different wave conditions are similarly represented by both types of recordings. 

The most commonly adopted prediction formula for determining the pulsating 
loads on vertical face structures, under long-crested attacks, is the Goda formula 
(1985). Design wave parameters are the maximum wave height in front of the 
structure Hmax and the significant wave period Ts, which is close to the peak period 
Tp. Goda suggests to use as Hmax the mean of the highest 1/250 part of the total 
number of waves. If Rayleigh is assumed as the probability distribution of wave 
heights in deep water, then Hmax =Hi/2so =1.8 Hs;. Thus, the analysis has been 
concentrated on the Fhi/25o statistical value, which is the average of the four highest 
recorded forces in each of the 1000 waves-long tests. Other statistical values such as 
Fh,95% , Fh,99% , Fh,99.6% , Fh;99.8o/o , Fh,99.9% (the latter being the actual maximum 
measured force) have been used for further verification. 

The little variations of the incident wave heights are taken into account when 
comparing forces of different tests by using the dimensionless force Fh,i/25o/pghHst?& 
proposed by Goda (1985). h is the water depth in front of the structure, pg=w0 is the 
specific weight of the water and Hs; is the significant wave height measured at the 
structure. The graph of figure 5 clearly shows the change of this dimensionless 
parameter with the angle of wave attack /? only for the tests with high crest. At 
perpendicular wave attacks, short-crestedness produces horizontal loads that are 
about 30% less than those acting under long-crested seas. 

1.! 

1.6 ••• 

1.4 

' 1.2 

0.6 

0.4 

Data : 
High crest only 

Long-crested sp=0.04 

Short-crested sp=0.04 

10 20 30 40 50 
Attack angle (") 

60 70 90 

Figure 5: Horizontal forces: comparison of measurements with Goda's prediction, 
"h" on the y-axis is the water depth in front of the structure 
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Figure 6 : Horizontal forces: reliability of the Goda formula 

90 

This applies also for the sp=0.02 data set, for which such comparison can be 
performed at ft=0° only. 

The most direct way to present the measured forces compared with the Goda 
prediction is to plot r=Fh,i/2so / Fh,Go<ta versus the angle of attack as shown in Figure 6 
in which the 3-D effects are described. A general increase of/" with increasing wave 
obliquity is clearly noted, which is due to the fact that Goda assumes a load decay 
with obliquity proportional to a cosine function which is not confirmed by these tests. 

The average ratios between the measured Fh,i/25o and the calculated horizontal 
forces Fh,Goda , together with the relative standard deviations, are given in Table 1. 

Table 1: r factor and shape parameter b for different wave conditions 
Sop r — Fh,l/250 /Fh.Goda Shape parameter b 

Mean St.dev. Mean St.dev. 
Long-crested waves both 1.11 0.12 2.15 1.08 
Short-crested waves (3-D) 0.04 0.96 0.14 2.00 0.47 
Short-crested waves (3-D) 0.02 0.96 0.20 1.86 0.28 
ALL WAVE CONDITIONS 0.99 0.14 1.95 0.67 

Variation coefficients, a/u, amount to 10-15% . Other conclusions can be drawn 
from the analysis of Figures 5 and 6: 

•   Generally for the long-crested case, a load reduction due to the obliquity of wave 
attack is observed. Goda predicts this reduction fairly well (±10-12%) up to attack 
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angles yS=40°. At /?=60°however, the measured force is more than 25% higher 
than predicted by Goda. 
With long-crested head-on waves, Goda formula slightly (7%) underestimates the 
force for both wave conditions with sop=0.04 and sOp=0.02 . 
With short-crested seas, the force shows no reduction with increasing angle of 
attack. Then it appears that Goda formula underestimates loads with large wave 
obliquities (/3>40°), so it may not be suitable for representing the effect of wave 
obliquity in short-crested seas. 
With head-on short-crested seas, Goda prediction tends to overestimate the total 
horizontal force by 20% on average. 

When short-crested wave conditions dominate, Goda's formulation may be 
modified to take into account wave multi-directionality, by including a reduction 
factor r3D =0.8-0.85 on the total load and disregarding all the effects related due to 
wave obliquity /?. 

As far as the response of the alternative geometry with recurved parapet top 
("nose"), little differences of the total Fh have been observed when comparing with 
the case of a simple plain wall, despite the effectiveness in reducing overtopping. 

The loads acting on the tested structures have been analysed statistically. A 
two-parameter Weibull distribution, which is often used in extreme value problems, 
has been fitted to the measured horizontal forces with exceedance probability of 5%, 
2%, 1%, 0.4%, 0.2% and 0.1% (the latter is the actual maximum measured force) as: 

P(FJ = exp -(Fh/a)b 0) 

where a is the scale parameter, b is the shape parameter and P(Fh) the exceedance 
probability . Fig. 7 shows an example of force data fitting with a two-parameter 
Weibull. The calculated shape parameters b are presented in Table 1 for different 
incident wave conditions. 
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Figure 7 : Example of data fitting with the Weibull distribution. 
(/>20°, o=22°, Sop=0.04) 
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Even though variation coefficients, O/LI, are quite large (25-50%), the mean values of 
"b" are found to be close to 2.0, which correspond to a Rayleigh distribution. 

A design formula (Van der Meer et al., 1995) may thus be derived from 
equation (1) for the exceedance probability of the highest forces, based on Goda's 
method: 

P(Fh) = exp-(2.547 Fh/(rFhjGoda))° (2) 

where some "indicative" values of the shape parameters b and of the factors r are 
given in Table 1 for various 2-D and 3-D seastates. The coefficient 2.547 (=l/a) is 
obtained by substituting P(Fh,i/25o)=0.00152 into equation (1). 

Uplift forces 

The uplift force measurements are shown in Figure 8 by using the 
dimensionless uplift force Fum5o/pgBHsi, as proposed by Goda (1985), where B is 
the bottom width of the caisson. A consistent decay of the uplift force with increasing 
wave obliquity for the steeper sea-state is shown, as also described by the Goda 
formula. A little difference (7-8%) is found at perpendicular wave attacks between 
the long and short-crested wave loads, but not as large as found for the horizontal 
force measurements. When waves are oblique the two seastates give similar results 
up to P=6Q°, where a reduction of 30-35% on the total load is observed if compared 
to the head-on case. The crest "nose", as expected, was found to have a marginal 
influence on the uplift forces. The force decay with wave obliquity matches that of 
the simple wall without nose for both long and short-crested wave attack. 
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Figure 8 : Uplift forces:  comparison of measurements with Goda's prediction. 
"B" on the y-axis is the caisson width. 
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The Table 2 shows the mean values and the standard deviations of 
r=Fui/25(/Fu,Goda obtained for different wave steepnesses and multidirectionality 
indices. Standard deviations are generally lower than those of the horizontal forces 
and the mean values show a little reduction with short-crested waves. It is observed 
however, that wave obliquity effects on the uplift load are substantially well described 
by Goda's prediction. Some inaccuracy is noticed for angles up to y9=20° for which 
the measured Fui/2so can be on average ±15% of Fu,aoda . In the range ^=30° up to 
/?=60° the discrepancy reduces down to ±10% . 

Table 2: Uplift forces: r factor and shape parameter b for different wave conditions 
Sop f— Fu,l/250 /FuGoda Shape parameter b 

Mean St.dev. Mean St.dev. 
Long-crested waves both 1.04 0.08 2.47 0.95 
Short-crested waves (3-D) 0.04 1.03 0.10 2.29 0.74 
Short-crested waves (3-D) 0.02 0.93 0.10 2.15 0.22 
ALL WAVE CONDITIONS 0.99 0.10 2.30 0.70 

Measured uplift force series have been fitted by a Weibull distribution, 
enabling the derivation of the scale and shape parameters for each test . Generally, 
the mean values of the shape parameter "b" were found to be higher than those 
relative to the horizontal forces, thus confirming a similar result obtained by Bruining 
(1994). For wave attack angles greater than 20° the shape parameter was found to be 
consistently higher than 2.0 (Rayleigh). For design applications the factors in Table 2 
may be used as input for relation (1) with reference to Fu. 

Wave pressure diagram shape 

The analysis of the pressure distributions underneath and in front of the 
caisson revealed that few significant changes in the diagram shape occur with 
increasing obliquity of wave attack. When the 0.1%, 0.4%, 1%, 2%, 10% exceedance 
values of the total horizontal load were reached, the concurrent pressure values at the 
various locations have been recorded. The resulting instantaneous pressure 
distributions have been plotted in Fig.9 and 10 together with the calculated 
distribution of Goda. In the figures, attention is only focused on the diagram "shape" 
since comparisons in absolute terms cannot be performed, given the difference of the 
incident wave height in each data set and being the pressures not dimensionless. 

The horizontal pressure distribution along the vertical wall, is fairly well 
predicted by the Goda's formula for both two and three-dimensional sea states, 
although the concave shape between the S.W.L and the sea bed differs from the simply 
linearized one by Goda . In Figure 9 the influence of wave obliquity is shown for 
long-crested seastate with sp=0.04: it can be observed that the vertical distribution of 
the horizontal pressures is not affected by the variability of the incidence angle. 
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Figure 9 : Wave pressure diagram: effect of wave obliquity 
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Figure 10: Wave pressure diagram: effect of wave spreading 

For the uplift pressures, on the contrary, considerable changes in the diagram 
shape occur with increasing angle of wave attack. For large obliquity the uplift 
pressure distribution is not triangular (as predicted by Goda and as found in the head- 
on wave cases), but shows a slight concavity that shifts the centre of gravity to the 
seaward toe of the caisson, thus increasing the overturning moment Mu . However, 
the absolute value of the uplift force reduces with obliquity (not properly shown in 
the figure given the non-dimensionless force), so that the overall moment reduces, 
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even with larger arm. For most tests, the uplift distribution is fairly well in agreement 
with the Goda's prediction. 

The effect of wave directional spreading on the uplift pressure diagram is 
similar to that induced by wave obliquity (Fig. 10), whereas the influence of the 
pressure exceedance level on both the horizontal and uplift pressure distributions was 
found to be negligible. 

Longitudinal distribution of the horizontal loads 

Additional analysis has been addressed to the longitudinal distribution of the 
horizontal loads by coupling pressure signal time histories from adjacent caissons in 
various multiple combinations. Under oblique wave attack, in fact, long structures are 
not simultaneously subjected to the peak loads. Moreover, in short-crested seas, in 
which wave crests are characterised by a finite length, the correlation between the 
wave motion at distinct locations is lower than that achieved with long-crested 
waves. A global load reduction on long monolithic structures can thus be expected. 

In this study, the total load decay with increasing longitudinal caisson lengths 
(L), as a function of peak wave length (Lp), attack angle and spreading, has been 
compared with the theoretically derived Battjes (1982) formula: as shown in the 
example of Figure 11, the agreement is reasonable for both long-crested and short- 
crested sea-states. Even under unidirectional head-on attack the 3-D tests showed a 
small load reduction, due to the finite wave width. With oblique and short-crested 
wave attacks the actual global load is underestimated by the theory for about 
L/Lp>0.5 . 

o.o 

Theory, long-crested 

Theory, cos' 9 (a=28°) 

o.oo 0.25 0.50 L/L„ 0.75 1.00 1.25     L'H>    1.50 

Figure 11 : Longitudinal load decay for head-on long and short-crested waves 
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Real 3-D waves can produce substantially reduced total loads on a vertical 
structure even with length as short as 0.25 Lp. Therefore the construction of new 
longer caissons may allow valuable savings. Various graphs from this new data set 
provide useful guidance for caisson breakwaters design (Franco C, 1996). 

Conclusions 

The results of an extensive model study on the three-dimensional wave loads on 
simple vertical face caissons (with and without an additional nose) has lead to the 
following conclusions: 

• The current practice for the evaluation of design wave loads on monolithic 
vertical breakwaters subjected to pulsating wave loads may not be adequate in 
three-dimensional sea-states. The total horizontal force acting on a whole 
caisson should be calculated first by considering the pressure integral along a 
vertical section of infinitesimal width and afterwards by applying a reduction 
factor proportional to the caisson relative length. This reduction can be 
significant even for the structures commonly constructed in the practice 
(1=20-40 m) and it is even larger in case of impact loads, which are typically 
applied only on limited areas. In fact the analysis of 3-D model tests showed 
the coincidence of the total horizontal force measurement on a whole free 
caisson and the reduced averaged pressure integral of two adjacent caissons. 

• The Goda formula gives a good prediction of the horizontal forces for long- 
crested waves approaching the breakwater at angles less than /?=40° with 
respect to the normal. However, in short-crested sea-states it should include a 
correction factor of 0.8-0.85 and disregard all effects of wave obliquity. 

• Three-dimensional effects on the uplift forces are better described by Goda 
formulations and smaller scatter is observed when comparing with 
measurements. However, minor changes in the shape of the pressure diagram 
are observed for the most oblique wave attacks. 

• Even though the Weibull shape parameter b of the fitted probability 
distribution presents a large scatter, the highest horizontal forces can be 
described with Rayleigh (6=2.0), whereas slightly higher b values are found 
for the uplift force series. 

• The global wave load on monolithic caissons with lengths as short as 0.25LP 

are substantially reduced, as predicted fairly well by Battjes theory. 

Additional analysis on the longitudinal decay of 3-D wave loads and on the 
distribution of the mean and individual wave overtopping for the various tested 
geometries are extensively presented in other papers (Franco et al., 1995) and in the 
final internal report of the research project team. 
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CHAPTER 157 

MODELLING THE IMPACT OF DETACHED 
BREAKWATERS ON THE COAST 

KJ. Bos1, J.A. Roelvink1 and M.W. Dingemans1 

1. Introduction 

Detached breakwaters alter the nearshore wave climate and hence the wave-driven current 
and sediment transport patterns. They obstruct a part or all of the longshore sediment 
transport and because of this they play a role in the large-scale sediment budget of the coasts 
where they are applied. Their local effect on the coast is to form single or double salients 
or tombolos. Which of these beach shapes will develop may be important for the attractive- 
ness of the beach, in terms of visual aspects and water quality. 
Besides having a function as part of a coastal management scheme, detached breakwaters 
with a jetty to the shore may be designed as a low-maintenance port. Obviously, one hopes 
that in such cases a salient rather than a tombolo will develop. 
Clearly, engineers need to have means to assess the bypass-characteristics and the local 
impact of detached breakwaters if they want to apply them in a responsible manner. Several 
methods are at their disposal. 
First, there are rules-of-thumb, based on field and lab experience. These are quite useful to 
get a first rough idea of the possible impacts, but generally do not give answers that are 
conclusive enough: a typical result is of the form that two design rules say you'll get a 
salient and three say you'll get a tombolo. 
The most common tools applied at present are coastline models. They assume that the coastal 
profile is more or less constant in shape, and that the longshore sediment transport is related 
to the local angle of incidence of the waves. Several commercially available packages have 
special options to assess the local wave climate behind detached breakwaters. Effects that are 
not included in the current and transport models, such as circulations induced by set-up 
gradients, can be simulated by adjusting transport parameters locally. Generally, a lot of 
calibration is required, and the predictive capability is often uncertain. The calibrated models 
often show nice comparisons with data, especially for the initial stages. The development 
towards equilibrium is generally not represented at all. 
Recently, more sophisticated "area models" have matured to the point that fully dynamic 
wave, current, transport and bed evolution simulations can be carried out over a period 
which is long enough to approach equilibrium conditions (see for instance Johnson et al., 
1994). The advantages are obvious: these models explicitly take into account the most impor- 
tant processes, and therefore the amount of heuristic modelling is reduced substantially. 

In the light of the ongoing efforts of devising coastal area morphological models, the 
performance of DELFT HYDRAULICS morphological model is tested on the simple situation 
of a detached breakwater in a coastal area with parallel iso-bathi. This also furnishes a test 
for the DELFT3D system and has proven an opportunity of improving the model. 

Netherlands Centre for Coastal Research (NCK),  Delft University of Technology, c/o DELFT 
HYDRAULICS, PO Box 177, 2600 MH Delft, the Netherlands. 

2022 
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2. The model 

The model system which is tested is DELFT HYDRAULICS morphological model DELFT3D. This 
model allows a flexible integration of the models for currents, waves, sediment transport, 
bottom changes, water quality and ecology (Roelvink and Van Banning, 1994; Roelvink et 
al., 1995). The morphological system contains the first four models and a control model. 
This control model allows the user to prescribe any combination of processes and arranges 
the time-progress of each model and possible iterations between models. The models relevant 
to morphological simulations are outlined below: 

Stationary multi-directional (short-crested) wave model HISWA (Holthuijsenet al., 1989). The 
model solves the spectral wave action balance equation assuming a frequency spectrum of 
fixed shape. The model includes directional spreading, wave shoaling, refraction, dissipation 
by bottom friction and wave breaking, current refraction and wave blocking. 

Hydrodynamics 
2D or 3D flow model DELFT3D-FLOW (formulae TRISULA) based on the shallow water 
equations, including effects of tides, wind, density currents, waves, spiral motion and turbu- 
lence models up to k-e; for morphodynamic computations, a quasi-3D option to account for 
wave-driven cross-shore currents is available. 

Sediment transport 
The sediment transport can be calculated according to several formulae, including bed-load 
and suspended load transport. Typical cross-shore effects such as return flow and wave 
asymmetry can be accounted for. The model includes a quasi-three-dimensional advection 
diffusion solver for suspended sediment, including temporal and spatial lag effects. 

Bottom change 
The bottom changes are computed from the sediment mass continuity equation. This equation 
is solved with a forward-time, central space (FTCS) explicit numerical scheme. The model 
contains a built-in time step optimization procedure. 

The flow diagram for the combination of models applied in this study is given in Figure 1. 
Starting from an initial bathymetry, a wave computation is carried out followed by a run of 
the flow model. The wave and current computation can be iterated to account for full wave- 
current interaction. Sediment transport computations are carried out for a number of steps. 
After each step the bathymetry is updated based on the residual transport pattern. A very 
important branch in this scheme is denoted by B. Here, the discharge pattern is kept constant 
and (small) bottom changes are assumed to affect the current only locally: at a constant 
discharge rate, the current velocity increases if depth decreases. This is a reasonable 
assumption as long as the bottom changes are small and lead to an enormous reduction in 
computational cost. Typically, 20-40 so-called continuity correction steps can be taken in 
between full hydrodynamic runs (branch A). 
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Figure 1  Flow diagram of morphological model system. 

3. Test case 

The breakwater lay-out to be simulated exists of a single offshore breakwater placed on a 
plane sloping 1:50 beach profile. The breakwater has a length of 300 m and is subjected to 
the action of normal or oblique incident storm waves, H„ = 2.00 m. The relevant 
parameters are summarized below: 

breakwater la y-out 
beach slope = 1:50 

= 300 m 
xb = 220 m 
K = 4.6 m 

wave data 
= 2.0 m 
= 8.0 s 

e = 0' or 30" 

breakwater length 
breakwater axis-to-shore distance 
depth at the seaward side of the breakwater 

root mean square wave height 
peak wave period 
mean wave direction 

hydrodynamic data 
tide = absent 

sediment data 
P = 2650 kg/m3 mass density of sediment 
d*. = 250 /tin median diameter 
e = 0.4 porosity of sediment 

4. 2DH results 

Within the 2DH computations the transport formula of Bijker is used. 
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Figure 2   Left: Initial bathymetry; right: Bathymetry after 200 hours. 

Normal incident waves 

In the left part of Figure 2 the initial bathymetry is shown. In Figure 3 the initial wave 
pattern, water level and flow field are presented for normal incident waves. 
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Figure 3   Left: Initial wave pattern; middle: Initial water level; right: Initial flow pattern. 

The waves penetrate into the sheltered area as a result of diffraction. Although wave 
diffraction is not accounted for in HISWA its effect is limited in view of the wide directional 
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spreading used. Comparison of HISWA and a parabolic model by DHI (Johnson et al., 1994) 
showed that HISWA yields less wave activity and induced current behind the breakwater. 
However, these differences are partly due to the directional spreading accounted for in 
HISWA (and not in the parabolic model) since directional spreading has a smoothing effect 
on the wave and current field. 
The isolines plot of the wave height shows that the breakwater is place in the breaker zone 
which extends over about 300 m. As a result of the difference in wave height in longshore 
direction a water level gradient is present which generates two circulatory cells in the lee of 
the breakwater. These gyres have high current velocities up to 0.88 m/s at the breakwater 
tips which are able to transport sediment towards the lee of the breakwater (Figure 4). 
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Figure 4  Left: Initial sediment transport pattern; right: Sediment transport pattern after 200 hours. 

The situation after 200 hours of wave action is shown in the right part of Figure 2. From 
this Figure it can be expected that a tombolo will be formed in the lee of the breakwater. At 
each breakwater tip a large scour hole develops. The sediment transport pattern after 200 
hours is shown in the right part of Figure 4. Due to the formed tombolo in the lee of the 
breakwater the gyres are migrated towards the exposed area. The same happens to the 
sediment transport field which in the Bijker formula depends strongly on the flow pattern. 

Oblique incident waves 

If the waves are arriving at an angle to the shore a wave driven longshore current is present. 
In the left part of Figure 5 the initial flow field is shown. The longshore current reaches 
values up to 0.5 m/s. In the lee of the breakwater two gyres are generated but at the up- 
stream side this gyres is very much smaller and weaker compared to the down-stream gyre. 
The sediment transport related to this flow field is shown in the middle part of Figure 5. 
Sediment is trapped into the lee of the breakwater at the up-stream side by the longshore 
current while erosion occurs at the down-stream breakwater tip due to the strong current 
velocity of combined gyre and longshore current. 
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Figure 5 Left: Initial flow pattern; middle: Initial sediment transport pattern; right: Sediment transport pattern 

after 40 days. 

Figure 6 shows the bathymetry after 200 hours and after 40 days respectively. Sediment is 
trapped into the lee of the breakwater forming a tombolo while a scour hole is generated at 
the down-stream breakwater tip. However, after some time the up-stream bathymetry is re- 
shaped by the blocking of the sediment transport resulting in natural by-passing. This is 
shown in the right part of Figure 5. Almost all sediment passes the breakwater at the 
seaward side of the breakwater filling the scourhole at the down-stream side which result in 
a migrating scour hole in down-stream direction. 
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Figure 6  Left: Bathymetry after 200 hours; right: Bathymetry after 40 days. 
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Finally, the deposition in the lee of the breakwater is shown in Figure 7 for both normal and 
oblique incident waves. 

-&- Duration   (daysl 

Figure 7  Deposition behind the breakwater. 

5. Q3D model 

Within the DELFT3D model the transport formula of Van Rijn/Ribberink is used. The 
transport formula of van Rijn/Ribberink contains a Q3D approach of the nearshore flow 
pattern. The depth-averaged flow being the result of the TRISULA computation serves as input 
for a Vertical Structure Model (VSM). This VSM computes the vertical distribution of the 
horizontal flow velocity components including wind and wave effects and the orbital 
velocity. The local flow and orbital velocity as computed by the VSM are subsequently used 
for the prediction of the sediment transport. 

Mean current profile 

The VSM computes the vertical velocity profile based on the assumption of quasi-steady flow 
and the assumption that the flow is locally uniform in the horizontal plane. These 
assumptions follow from the different time and length scales in the nearshore zone. The time 
and length scales in the vertical plane are much smaller than the time and length scales for 
the horizontal pattern. Hence, the vertical profile will adjust much faster to changes in 
external conditions than the horizontal flow pattern. 

Primary and secondary current 

The description of the primary and secondary current is based on the concept of de Vriend 
and Stive (1987). Their approach will be outlined in short below. 

The current can be split into a primary and a secondary current, according to the definition: 

p     •« 
with   up = u(x,y,t)fp 

Z-ZL 

{  h ) 
(1) 

with a similar expression for the velocity in y-direction. The suffix p denotes the primary 
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current, the suffix s the secondary current. From this definition it follows that the depth- 
averaged flow is determined entirely by the primary current. 

After substitution of the definitions for the primary and secondary current into the Reynolds 
equations for turbulence-averaged flow and integration from the bottom to a point above the 
highest water surface elevation the primary current can be defined such that: 

B1   ^ 
dz 

dup v—- 
{ 'dz) 

X*^ = 0 (2) 
9wh 

Here vt is the turbulence viscosity, r^, is the bottom shear stress related to the primary flow, 
pw is the mass density of water and h is the water depth. 

For the secondary current a more complicated expression was found with contributions of 
different sources. For practical reasons only the secondary flow resulting from the vertical 
non-uniformity of the wave-induced forces is taken into account. To describe this wave- 
induced secondary current the water column is divided into three layers: 

1. Surface layer, above the wave trough level 
2. Middle layer 
3. Bottom boundary layer 

Next step in their approach was to reduce the description of the surface layer to its effects 
on the middle and bottom layer. The effects which should be accounted for are wave 
breaking and mass flux. 

The effect of the wave breaking is taken into account by imposing an effective shear stress 
at the wave trough level. This representing the transfer of momentum across the wave trough 
level into the flow. This stress is given by: 

_ Dh 

in which: 
Trave = shear stress at wave through level representing wave breaking 
Db = dissipation due to wave breaking 
c = wave propagation speed 

Non-breaking progressing waves cause an onshore mass flux above the wave trough level 
in the direction of wave propagation. Since there is no net flux this has to be compensated 
by an averaged velocity at lower levels that is opposite to the wave direction (undertow). The 
mass flux follows from: 

m = l (4) 
c 

in which: 
m = mass flux 
E = wave energy 
c = wave propagation velocity 

The equation for the wave-induced secondary flow could now be derived from the 
momentum equation for the middle layer and the expression of the primary flow. After some 
reduction the equation for the secondary flow in the relatively shallow 
breaker zone yields: 
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_3 
dz *,-£   =-7-^ (5) 

In which TM is the effective shear stress at the wave trough level, 7^, is the bottom shear 
stress related to the secondary flow, z, the wave trough level and zb the bottom level. 
Equation 5 can be solved with the integral condition of continuity which yields that the mass 
flux in the surface layer must be compensated by a return flow in the lower layers: 

h 

[udz = -— (6) 
J 0 

Eddy viscosity model 

Within DELFT3D the mean current profile in the remaining two layers is computed using an 
eddy viscosity model according to van Rijn et al. (1995). The viscosity is written as the 
product of a scale factor and a shape function. The distribution of the eddy viscosity is 
assumed to be parabolic in both layers and zero at z = 0. 

Since there are different sources which contribute to the turbulence viscosity the VSM 
distinguished three limit cases for which the combined viscosity must reduce. These cases 
are: 

1. Turbulence viscosity for purely slope-driven currents. In this case the distribution of the 
eddy viscosity is parabolic and zero at the bottom level and the water surface. 

2. Turbulence viscosity for purely wind-driven currents. In this case a maximum is 
expected near the surface, so the eddy viscosity distribution is taken half-parabolic. 

3. Turbulence viscosity generated by wave breaking. The distribution of in this case is 
assumed to be similar to that induced by wind stress. 

Near-bed orbital velocity 

The model of the time-variation of the near-bed velocity (orbital motion) is based on the 
concept described in Roelvink and Stive (1989). They suggested to split this oscillatory part 
of the near bottom flow, u into a component varying on the time scale of the wave groups, 
U! and a component varying on the time scale of the individual waves, u„. 
Assuming that u, « u, two contributions can be distinguished which contribute to the time- 
varying flow; non-linear short waves and long waves/short wave interaction. The 
contribution due to non-linear short waves is computed using Rienecker and Fenton's 
method (1981) for monochromatic waves while the contribution due to bound long waves 
is based on Sand (1982), and an empirical relationship for the phase of the bound wave 
relative to the short wave envelope. 

In the transport model of van Rijn/Ribberink a complete representative time-serie of the 
near-bed velocity is made. This time-serie has the same characteristics of asymmetry, long 
waves and amplitude modulation. The method followed is outlined in DELFT HYDRAULICS 
(1995). 

Continuity correction 

Based on the concept outlined above the test case was applied to the Q3D model. From the 
first runs it appeared that a lot of sediment was transported by the secondary current in 
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offshore direction, creating a huge bar (see also left part of Figure 8). This was caused by 
the return flow which remains constant and at the same location in between full 
hydrodynamic runs (branch A in the model scheme). Since this enormous bar seems quite 
unrealistic the number of sediment transport steps was decreased which lead to better results. 
However, this results in higher computational costs since more hydrodynamic runs has to 
be carried out. Therefore it was suggested to update the undertow by the continuity 
corrections. 
The secondary current is determined by eq. 5. From this equation it can be seen that the 
wave breaking-induced shear stress TUX at the wave trough level is a very important 
parameter in the driving of the undertow. This parameter is defined by: 

D> 
tsx wind 

C 
(7) 

with T^M is the shear stress at the wave trough level due to wind. 

The effect of the decreasing water depth on the undertow can be taken into account by 
updating the wave energy dissipation Db after each transport and bottom step. The wave 
energy dissipation is determined from the dissipation model of Battjes and Janssen (1978): 

D, A  rw6 V^     _ (8) 

with: 

= maximum wave height according to Miche criterion 
= mean wave period 
= fraction of breaking waves 

Updating the wave energy dissipation improves the simulation of the waves breaking on the 
generated bar and result in a stronger undertow at these particular locations. When the wave 
action and the undertow are strong enough this will cause the bar to travel further downward 
the cross-shore profile and reduces the amount of sediment deposited at the same location. 
The resulting profile development with the improved model is shown in the right part of 
Figure 8. 

It should be noticed that the wave height during the transport and bottom steps still remains 
constant. Since the wave height is needed to determine the fraction of breaking waves Qb, 
the dissipation is still not updated completely. 

Figure 8 Left: Profile development without updating return flow; right: Profile development with updating return 
flow. 
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6. Q3D results 

Normal incident waves 

Since the hydrodynamic results are the same for both the 2DH and Q3D model here the 
attention is focused on the sediment transport and bottom changes. 
The initial sediment transport pattern is presented in the left part of Figure 9. Sediment is 
transported by the return flow in offshore direction, while the gyres in the lee of the 
breakwater transport sediment towards the centre line of the sheltered area. The resulting 
bathymetry after 100 hours of wave action is shown in the right part of Figure 9. A double 
salient is generated at the moment while the bottom profile in the exposed area is changed 
in a similar way as shown in Figure 8. The resulting bathymetry contains very irregular 
contour lines which affect the progress of the computation (disturbing effect on the flow 
pattern). 
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Figure 9  Left: Initial sediment transport pattern; right: Bathymetry after 100 hours. 

Oblique incident waves 

The initial sediment transport and resulting bathymetry after 100 hours is shown in Figure 
9. The sediment transport pattern shows that the cross-shore sediment transport is still 
dominating over the longshore sediment transport. This seems to be one of the causes of the 
same irregularities occuring in the bottom contour lines. 
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Figure 10  Left: Initial sediment transport pattern; right: Bathymetry after 100 hours. 

5. Discussion 

In Table 1 criteria for the formation of salients and tombolos, derived from laboratory and 
field data are given. From this table it can be concluded that most criteria pointed to the 
formation of a tombolo for the simulated test case. Based on these criteria it can be 
concluded that the 2DH model results show good qualitative agreement. With this model the 
equilibrium situation can approximately be simulated.  

Reference Criterion Present case 

Gourlay 
(1981) 

LJXh > 0.67    Tombolo WXb = 1.36 
Tombolo 

Dally and Pope 
(1986) 

Lb/X,, < 0.5      Salient 
L,/Xb S> 1.5      Tombolo 

IVXb = 1.36 
Salient/Tombolo 

Harris and Herbich 
(1986)  

IVXb < 1 Salient 
WXh > 1 Tombolo 

WX, = 1.36 
Tombolo 

Sun and Dalrymple 
(1987)  

WX. > 1 Tombolo WXb = 1.36 
Tombolo 

il-K)HJhb 

Salient 

Hanson and Kraus 
(1990) 

LJ\ <, 48(l-K0Ho/hb Salient 
UJ\ < lia-KOHo/h,, Tombolo 

Hsu and Silvester 
(1990) 

L„/Xb > 1.33 Tombolo WXb = 1.36 
Tombolo 

Table 1 Criteria for the formation of salients and tombolos (L,=breakwater length, X),=breakwater 
axis-to-shore distance, Kt=transmission of the breakwater, H0=deep water wave height and 
\ =wave lenght at the breakwater) 
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The 2DH results with normal incident waves were also compared with other model results 
by Nicholson et al. (1996). From this comparison it was concluded that the area models are 
able to reproduce the major morphological features ossociated with offshore breakwaters. 
However, it also became clear that the choice of the sediment transport formula had a 
pronounced influence on the resulting morphology. This is also shown within this study by 
comparison between the sediment transport rates computed with the formula of Bijker and 
the formula of van Rijn/Ribberink. 

Within this study the Q3D model has been improved so that the breakwater test case can be 
reproduced. From the results it is shown that the sediment transport by the undertow is a 
dominating feature in the initial state. However, since the prediction of the bathymetry 
contains very irregular contour lines, the equilibrium state can not be simulated until now. 
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CHAPTER 158 

Evaluation of beach modelling techniques behind detached 
breakwaters 

Philip Axe1, Suzana Die1 and Andrew Chadwick2 

1 Abstract 
This paper presents an evaluation of current design formulae for beach response to 
multiple breakwaters, comparing the predictions of the design guidelines with 
observations of beach response made during the large scale field experiment carried 
out at Elmer, on the UK south coast. The introduction describes typical shoreline 
response to breakwaters, the forcing mechanisms responsible and the characteristics 
of macro-tidal beaches. The remainder of the paper presents the empirical design 
tools, and the results of the evaluation. 

2 Introduction 
Detached breakwaters have been used for coastal protection throughout this century. 
Experience of the effects of such structures on macro-tidal beaches is limited 
however, and little information is available to design engineers on the response of 
coarse grained beaches to detached breakwaters. Salient and tombolo formation has 
been observed behind both natural and man-made coastal structures. Circulatory 
gyres in the lee of these structures, responsible for this planshape development, have 
long been observed (e.g. Sauvage et ctl, 1954). The forcing mechanisms responsible 
for these gyres have been identified as due to longshore currents set up by oblique 
breaking of diffracted waves, and also due to differences in set-up at the shoreline, 
due to longshore differences in wave height, again due to diffraction. 

2.1 Shoreline response to single units 

Shoreline response to single offshore breakwaters is dominated by the ratio of 
breakwater length to offshore distance. The influence of this ratio can be seen in the 
data collated in Hsu and Silvester's (1990) paper. This data is plotted in figure 1 as 

1 Researchers, 2 Reader, School of Civil and Structural Engineering, University of 
Plymouth, PL4 8AA, United Kingdom 
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Figure 1. Ratio of breakwater length to breakwater-salient tip distance, plotted 
against breakwater length to offshore distance, collated by Hsu and Silvester, 1990 

the ratio of breakwater length (Ls) to breakwater-salient tip distance (X-S), against 
the ratio of breakwater length to offshore distance (X). (A schematic diagram 
showing the meaning of the various dimensions is shown in the appendix. The data 
has been replotted in this way to illustrate clearly both the clarity of the relation, and 
also the spread of data, especially at higher values of Ls/X. This variability is not 
apparent in the original graph, where the data is fitted to a 1/x type curve. ). This 
data is obtained from a variety of prototype schemes, physical models and a set of 
numerical tests (Perlin, 1979). 
The importance of the ratio of Ls/X has been observed by many researchers, and 
forms the basis of several empirical prediction schemes. The exact shoreline response 
to a particular value of Ls/X is not definable, but in the literature, the onset of 
tombolo formation has been observed for values of Ls/X between 0.67 and 2.5, while 
salients begin to form for values between 0.5 and 1.5. No shoreline response is 
observed for values of Ls/X less than 0.5. Chasten et al (1993) presents a good 
review of the literature. 
The uncertainty in predictions of shoreline response to single units is due to the 
combined influence of other factors, such as the size and availability of sediment, 
structural properties (such as the porosity- determined by armour and core sizes, and 
packing and freeboard, which control wave transmission) of the breakwater, and 
wave conditions (such as the directional spread of the incident wave energy). 
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2.2 Multiple breakwaters 

For multiple detached breakwaters, the task of predicting shoreline response is more 
complex. In addition to the parameters controlling beach response described 
previously, the breakwater gap width has a major effect on the final beach plan shape. 
The gap width controls the amount of energy reaching the shoreline and thus 
available to drive longshore currents. The relative gap width (that is, the ratio of the 
gap width to the incident wavelength) also controls the way in which incident waves 
are diffracted, which in turn affects the currents responsible for the beach planform 
development. Where the gap is large compared to the incident wavelength, wave 
diffraction is considered to occur at the breakwater tip, and the breakwater may be 
considered to behave as an individual structure. Where the gap width is small, the 
diffraction appears to be from the centre of the gap, and the shoreline response to the 
two breakwaters can be considered to be governed by both breakwaters. 

Previously, experience of detached breakwater design has been concentrated in 
micro- and meso-tidal regimes, such as Japan (see, for e.g., Seiji et al, 1987) the 
Italian Adriatic (Liberatore, 1992), the Spanish Mediterranean (Berenguer and 
Enriquez, 1988), or the Great Lakes (e.g. Pope and Rowen, 1983). The UK south 
coast is a strongly macro-tidal environment, and this has implications for detached 
breakwater design. 
Current design guidance gives predictions of the still water shoreline position. In a 
macro-tidal regime, in order to maintain a suitable berm width under storm 
conditions, the design engineer is interested in knowing the high water shoreline 
position. Figure 2 highlights the problem, showing a 3D surface of a section of the 
Elmer frontage, with the shoreline positions at low water, mid tide and mean high 
water marked. It can be seen from this figure that at low tide, the breakwaters are 
above the water line, and only operate as the tide rises. The tidal rise increases the 
offshore distance of the breakwaters. 
In addition to the varying geometry of the system, the changing water levels also 
affect the incoming waves. At lower tidal levels, waves are more likely to be depth 
limited, and the breakwaters he within the surf zone. This condition is favours 
tombolo formation (Gourlay, 1987). At high water, the breakwater are well offshore, 
and waves break straight onto the beach. The wavelength of an incoming wave is 
reduced at low water, which changes the relative gap width, which in turn is 
responsible for controlling whether the breakwater acts as a single unit, or as part of 
an array. The question that we want to answer is this: 

'Is an equilibrium beach planform reached for every tidal level (in which case it 
would be simple to map the 3D morphology of the beach), or does the beach only 
come into equilibrium at the high and low water stands (where the rate of change in 
water depth is a minimum) ?' 
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Figure 2 Positions of low water, mid tide and high water shorelines (solid black 
lines) at Elmer. All dimensions are in metres 

2.3 Field Study 
A field experiment, to study the shoreline response to a new set of breakwaters was 
devised and carried out at Elmer, between 1993 and 1995. Elmer lies on the UK 
south coast, 15 km from the western boundary of the Selsey Bill - Thames estuary 
coastal cell. The predominant drift direction along this coast is from west to east. The 
study site is the most seaward protrusion along an otherwise straight stretch of 
coastline, and has thus behaved as a headland area. In the winter of 1989, severe 
storms led to flooding of the residential hinterland. Works were planned, and 
constructed between 1992 and '93. These consisted of a 239,000 m3 beach fill along 
2 km of frontage, stabilised by eight shore-parallel offshore breakwaters and a 
terminal rock groyne (described in Holland and Coughlan, 1993). A plan of the 
scheme is shown in figure 3. 
The field work program provided wave data recorded simultaneously at the shoreline 
and offshore. Data was processed using common spectral and directional analysis 
routines. Beach surveys were taken concurrently with the wave data collection. Data 
was collected for at least one year, to avoid seasonal bias. 
One wave recorder (a pressure transducer array described in Bird, 1993) was 
deployed 650 metres offshore, towards the western end of the scheme. This provided 
the incident wave conditions. At the shoreline, the Inshore Wave Climate Monitor 
(IWCM- described in Chadwick, Borges, Pope and Die, 1995) was deployed to 
provide directional wave conditions after the waves had been diffracted through the 
gap between breakwaters three and four. 
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Figure 3. Elmer frontage, showing numbering scheme for breakwaters, and levels 
of highest (solid line) spring, mid (dotted line) and lowest spring (dashed line) tides 

Photogrammetric surveys of the beach were commissioned in collaboration with the 
local coastal protection authority. Aerial surveys provided overlapping colour prints, 
at a contact scale of 1:3000, of the coastline up to 2 kilometres east of the scheme, 
and 1 kilometre west. Profile data was provided along profile lines set in discussion 
with the local coastal protection authority. This gave 65 cross shore profile lines, and 
4 longshore lines. Within the scheme, profile line spacing was 30 metres, with the 
exception of the instrumented area, where a line spacing of 10 metres was provided. 
Beyond the limits of the scheme, line spacing was 50 metres. The first survey was 
produced on completion of the scheme (September '93), and then on the following 
dates: 2 February '94; 29 May '94; 16 September '94; 29 January '95 and 16 May 
'95. Below the low tide limit, bathymetric data was obtained by an echo sounder 
survey. A summary of data collected is presented in table 1, and monthly averages of 
wave conditions are shown in figure 4. 

Parameter 
measured 

Method Start date End date Data 
availability 

Directional 
wave conditions 
(offshore) 

Sub-surface 
pressure 
transducers 

23 September 
1993 

14 January 
1995 

2776 

Directional 
wave conditions 
(inshore) 

Direct 
measurement by 
resistance staffs 

5 October 
1993 

13 December 
1994 

1550 

Wave induced 
currents 

Electromagnetic 
current meters, 
float tracking 

18 April 1994 24 April 1994 24 

Beach profiles Aerial survey September 
1993 

May 1995 6 surveys 

Beach samples Direct sampling April 1994 June 1995 22 samples 
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Figure 4. Monthly averaged wave conditions (offshore) 

1 Evaluation of empirical models 
Four models were selected for evaluation. These were : Pope and Dean (1986); Suh 
and Dalrymple (1987); Ahrens and Cox (1990); and McCormick (1993). Of these, 
Suh and Dalrymple and McCormick's models provide values of salient length (Suh 
and Dalrymple) or of shoreline position (McCormick), whereas the Pope and Dean, 
and Ahrens and Cox models both describe the beach response in general terms. 
The Suh and Dalrymple model is based on a set of physical model tests carried out in 
a spiral wave basin, and on prototype and model tests described in the literature. The 
equation presented to fit this data is: 

S =14.8 
v LB / 

exp -2.83 
-B/ 

Equation 1 

where Xs is the salient length, GB is the gap width, and LB is the breakwater length. 
Characters marked with an asterisk represent values non-dimensionalized with 
respect to the offshore distance of the structure. 
The McCormick (1993) model is based on the observation that bays formed behind 
detached breakwaters tend to be ellipsoid. This observation was based on aerial 
photographs, and on selected physical model data of Shinohara and Tsubaki (1966) 
and of Rosen and Vajda (1982). Validation for the model was carried out on four 
breakwaters within the 'Bay Ridge' prototype scheme in Chesapeake Bay. This 
model is more complex than the others studied. It is still based primarily on the ratio 
of offshore distance to breakwater length, but also includes the effects of wave 
steepness, direction and beach slope. These values are used to predict the size and 
locations of the ellipses that define the shoreline position. For the purposes of this 
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evaluation, the predictions of salient length were extracted from this information. The 
reader is recommended to read McCormick's original paper for details of the 
application of this model. 
Pope and Dean (1986) proposed a system of classifying the effect of breakwater 
schemes in terms of their shoreline response. Beach response was divided into five 
bands, ranging from 'no sinuosity' through "subdued salients', 'well developed 
salients', and 'periodic tombolos' to 'permanent tombolos'. The classification is 
based on the degree of protection afforded to a coastline (in terms of the ratio of 
breakwater length to gap length) plotted against the ratio of offshore distance to 
water depth at the structure. Preliminary results of a validation of this method were 
presented for low to moderate wave climates. 
Ahrens and Cox (1990) followed the classification scheme proposed by Pope and 
Dean, defining a beach response index Is. The index is defined below, in equation 2. 

/ 
1.72-0.41 

Equation 2 

Values of Is less than 1 predict permanent tombolo formation, while values greater 
than 5 predict no sinuosity. The method is based purely on the breakwater length and 
offshore distance, and therefore ignores any effects of variable gap width. 
To apply these models to the Elmer site, the profile data and construction plans were 
analysed to provide information on the scheme geometry. Because of the interest in 
the ability of these schemes to predict beach response at varying tidal levels, 
measured salient lengths, offshore distances, beach slopes and water depths were 
extracted at 0.3 metre intervals, from the mid tide level up to mean high water 
springs (2.4 metres higher). This information was then used to drive the models, and 
the predictions were compared with the observed findings. Offshore distances of the 
breakwaters are presented in Table 2, while measured salient lengths are presented in 
Table 3. 
Water 
level 
(over 
mean 
water 
level) 

Break 
water 
1 

Break 
water 
2 

Break 
water 
3 

Break 
water 
4 

Break 
water 
5 

Break 
water 
6 

Break 
water 
7 

Break 
water 
8 

0 50.6 48.7 0 40.9 54.5 44.3 25.5 10.4 
0.3 68.2 65.3 3.9 42.9 57.1 47.3 29.1 13.5 
0.6 72.1 68.2 51.3 45.8 59.7 50.4 32.2 16.7 
0.9 73.1 72.1 54.5 48.7 62.3 53.4 34.3 19.8 
1.2 76 74 57.1 52.6 64.9 56.5 36.4 21.9 
1.5 77.9 77.9 59.7 55.5 67.5 59.5 38.4 24 
1.8 80.8 80.8 62.3 58.4 70.1 62.6 41 27.1 
2.1 83.8 82.8 66.2 60.4 72.7 65.6 43.6 29.2 
2.4 85.7 85.7 68.2 66.2 75.3 68.7 46.2 32.3 
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Table 2. Breakwater-shoreline distances at various tidal levels 

Water 
level 
(over 
mean 
water 
level) 

Break 
water 
1 

Break 
water 
2 

Break 
water 
3 

Break 
water 
4 

Break 
water 
5 

Break 
water 
6 

Break 
water 
7 

Break 
water 
8 

0 51 49 0 41 30 44 26 10 
0.3 68 65 4 43 21 15 29 14 
0.6 72 64 51 46 18 9 32 17 
0.9 54 35 55 16 16 5 34 20 
1.2 35 27 38 14 14 1 34 19 
1.5 27 23 28 5 12 -1 34 19 
1.8 22 19 23 2 8 -2 35 20 
2.1 22 11 21 0 8 -5 32 18 
2.4 20 10 18 0 6 -7 31 17 

Table 3. Observed salient lengths at various tidal levels 

0 20 40 60 
Predicted salient length (metres) 

80 

-•-Elmer 1 

-*-Bmer2 

-•-Elmer 3 

-•-Elmer 4 

-*-Bmer5 

-e-Bmer6 

-A-Bmer7 

-B-Bmer8 

Figure 5. Comparison of observed and predicted salient lengths, based on Suh and 
Dalrymple, 1987 
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Figure 6. Comparison of observed and predicted salient lengths, using McCormick, 
1993 
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Figure 7. Elmer breakwaters plotted according to the classification scheme of Pope 
and Dean (1986) 
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Figure 8. Variation in breakwater index with tidal level,  according to the 
classification scheme of Ahrens and Cox (1990) 

4 Results 
The model predictions from Suh and Dalrymple (1987) shown in figure 5, show 
excellent agreement between observed and predicted salient lengths at the lower 
levels- when tombolos occur. As the tide rises, this model predicts steadily 
increasing salient lengths. This is counter to the observed salient behaviour, but in 
line with the observations reported in Chasten et al (1993). The response predicted 
by McCormick's model (shown in figure 6) differs from this. Similar tombolo 
formation was predicted at the lower tidal levels. Salient length was predicted to 
decrease behind breakwaters 1,2,6 and 7, and predicted to increase behind 
breakwaters 3,4 and 8. In the case of breakwaters 1 and 2, this decrease in salient 
length improved the quality of the predictions, but for the other breakwaters, the 
predictions worsened at the higher tidal levels. 
Figure 7 shows the predictions according to Pope and Dean's classification. Tombolo 
formation is only predicted to occur behind breakwaters 3 and 4, although the 
prediction of the limit between salient and tombolo for breakwater 3 is perfect. The 
limited shoreline response behind breakwaters 1 and 2 at high tide is also represented 
well, but tombolo formation at low water is not predicted. Figure 8 shows the effect 
of varying water depth on Ahrens and Cox's beach response index. Tombolo 
formation is predicted at mid tide behind breakwater 3,4,5,7 and 8. A tombolo does 
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not form behind breakwater 5 however, and the tombolos behind breakwaters 1 and 
2 were not predicted to occur. As the water depth is increased, the transition from 
tombolo to salient is reasonably well described. 

5 Discussion 
From these results, it appears that the methods of Suh & Dalrymple, and of 
McCormick, work very well for describing tombolo formation, but do not appear to 
be as reliable when modelling salient formation. This may be due to a tendency to 
over predict salient lengths, which is a characteristic that would be masked when 
comparing these models with field tombolos. This tendency has been observed 
previously and reported in Chasten et al (1993). As a counter to this however, both 
models described the lower salient and tombolo formation behind breakwater 4. 
The Suh and Dalrymple model was developed from physical model tests and 
prototype data where the gap widths between breakwaters was constant, and the 
beach response averaged across a scheme was evaluated. Where the gap widths are 
variable, as at Elmer, and individual salient lengths are required, the limits of 
applicability of this model may have been exceeded. Additionally, the study site is 
characterised by the bimodal nature of the beach. In the updrift west of the scheme, 
the tombolos are formed of sand, while the upper beach is gravel. In the (downdrift) 
east of the scheme, where the gap widths are wider, the tombolos are predominantly 
gravel. The formation of tombolos from finer material to the remainder of the beach 
leads to a difference in beach slope in the bays and on the tombolos. This in turn 
affects the rate at which parameters (non-dimensionalized against offshore distance) 
vary with depth. In the east of the scheme, this problem is less pronounced, due to 
the more uniform nature of the beach. 

The more general predictors, of Pope and Dean, and Ahrens and Cox, were more 
successful in predicting beach response- due in part to the fact that as they only give 
general descriptions of a likely response. To illustrate this, it is clear that in figure 7, 
tombolos were no predicted to occur behind breakwaters 7 or 8. The observed 
response, shown in figure 3, is that tombolos formed. The response predicted by this 
method does however lie close to the limit of salient tombolo formation presented by 
Pope and Dean. Thus the predictions are reasonable. The prediction of the response 
to 3 and 4 was excellent. The method failed in the predictions of 1 and 2. As 
mentioned previously, the net drift direction at Elmer was from west to east, and this 
has led to an increased accumulation of material behind the first two breakwaters, 
that has not (yet?) been passed through the system. It may be supposed therefore that 
the Pope and Dean predictions are best used where longshore transport into a system 
is not significant, such as in a pocket bay, or indeed in the middle of a scheme of 
breakwaters. This failure to predict the beach response to breakwaters 1 and 2 also 
occurs with Ahrens and Cox's technique, although this method does succeed in 
predicting the tombolos behind breakwater 8 (and less well) breakwater 7. 
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6 Conclusions 
From the comparison of the predicted and observed salient lengths during this 
exercise, three of the predictive schemes (Ahrens and Cox, McCormick, and Pope 
and Dean) were unable to predict the behaviour of the updrift breakwaters. This 
suggests that these techniques are not suitable for use where there is significant 
longshore transport into a scheme, which restrict their use to the design of pocket 
beaches, or to the central portions of multiple breakwater schemes, where net 
longshore transport is expected to be low. The robustness of the simplest technique 
(Ahrens and Cox) is surprising, suggesting that even in multiple breakwater schemes, 
the ratio of breakwater length to offshore distance is still paramount in determining 
shoreline response. This would seem to be contrary to other research (such as, for 
example, Hanson, Kraus and Nakashima, 1989), which suggested that wave 
transmission, for example, was an important parameter in determining shoreline 
response. The findings in this work are most likely to be a result of this evaluation 
being well within the range of applicability of the Ahrens and Cox method. 
The inability of these methods to predict shoreline positions behind detached 
breakwaters does make them of less use to design engineers. To improve our design 
capability, physically based numerical process models, validated against field 
measurements, are needed before we can confidently develop 'rules of thumb' to 
simplify design. 
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9 Notation 

U 
X 
s 
LG 

ds 
X 
* 

Breakwater length (metres) 
Offshore distance of breakwater (metres) 
Salient length (metres) 
Gap width 
Water depth at seaward side of breakwater 
Water wavelength 
Non-dimensionalised with respect to X 

10 Appendix 
Schematic diagram explaining notation 

L, 
L, 

Water 
depth ds 

O     G O 

^- Original shoreline 

New 
shoreliw 



CHAPTER 159 

Numerical Modelling of Bed Evolution 
Behind a Detached Breakwater 

Philippe Pechon1 and Charles Teisson1 

Abstract 

The sedimentological impact of waves on a sandy beach with a detached 
breakwater is simulated using a compound system of models. The results are 
satisfying since a salient could be generated behind the structure. They are in 
agreement with bed evolutions surveyed in experimental facilities and in nature. 
A quantitative analysis of the results performed in the framework of the working 
group 'Coastal Area Modelling' of the project MAST G8M shows that the volume 
of accretion computed here is in good agreement with the volumes obtained by 
other models and empirical formula. 

Introduction 

A numerical system has been developed for simulating bed evolution due to 
breaking waves. Wave, current, sediment, transport and bed evolution are 
computed successively. Since the wave field is affected by sea bed changes, 
hydrodynamic phenomena are up-dated when bed evolution is significant. The 
system of models is illustrated on figure 1. 

The three numerical models belong to the library TELEMAC based on 
finite element technic. They are coupled within an automatic procedure. 

Comparisons of the numerical results with measurements in flume cases 
were carried out in the past. They gave satisfying results (Broker Hedegaard et al 
1992, Pechon 1994), undertow as well as bed evolution were well predicted. 
Standard parameters were used for these simulations except for the sediment 
transport formula where the suspended load was increased in the surf zone to 
account for breaking effect. 

1 Laboratoire National d'Hydraulique, EDF. 
6, quai Watier, 78400 Chatou. France 

2050 
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Input- 
Bathymetry 
Offshore wave condition 

Wave- 
• wave propagation and deformation 
breaking process 

3D Wave-driven currents • 
- circulation  induced by wave driving terms, 
mixing of momentum and bottom friction 

sand transport and bed evolutions- 

- bed load and suspended sediment transport 
due to wave and current 

Fig.l Structure of models 

The present article deals with the application of the models on a three- 
dimensional case ; the impact of a detached breakwater built along a rectilinear 
beach is investigated. In a previous study (Pechon et al., 1995) the good 
agreement of computed currents with measurements collected in a basin (Mory 
and Hamm, 1995) was exhibited on the same but reduced scaled structure. 
Accurate data of seabed movement and wave climate are not available for the 
present full scaled test. However the effect of breakwaters is qualitatively known 
according to surveys in coastal zones, and the ability of models to reproduce 
realistic morphological changes can be checked. Moreover an intercomparison 
exercise with other modellers was performed (Nicholson et al 1995) in the 
framework of the European program MAST2 G8M. 

The numerical models 

The wave model 

The model ARTEMIS V1.0 solves the complete mild-slope equations : 

div (C CG gradcp) + (0^- (p = 0 
with       C = w/k C:   phase celerity 

CG 
_ I (1 + 2kh -) C       Co- wave group celerity 

2        sh 2 kh 
(p : complex horizontal part of the potential 

0(x,y,z,t) = Z(z)(p(x,y)e  -'« 
ch(k(h + z)) where    Z(z) = 

ch (kh) 
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According to the rather schematise bathymetry tested here, the wave height 
decay in the surf-zone is given by the formula Hb = 0.8 h where Hb is the 
breaking wave height and h the still water depth. 

The radiation stress can be calculated knowing the wave potential. However 
this leads to a very irregular radiation stress field which has to be smoothen. So it 
is prefered here to express the driving terms in function of the dissipation of 
breaking waves. 

The computed instantaneous wave velocity follows an ellipse, therefore 
there is not a simple incidence. In the following current and transport models, the 
required incidence is supposed to be given by the large axis of the ellipse. 

The time-averaged current model 

The model TELEMAC-3D V3.0 solves the time-averaged three- 
dimensional equations accounting for the vertical variability of the forces due to 
breaking waves and especially roller effect (Pechon 1994). They read, in the case 
of a flume for clarity : 

dU2 dUW    d(uJ-W) , Buww^_     9g   9^V~ ( 

dx dz              dx               dz             dx       dz 
3f/ dW =Q 

dx dz 

with    U, W :time-averaged current due to breaking waves 
uw, ww: instantaneous wave velocity 
u',w': turbulent fluctuations of velocity 
x : free surface level 
t: contribution of the roller of breaking waves 

The overbar indicates time-averaged quantities. 

The following closures are taken : 

3 (u£-wj) = JLO_      with 

dx ph C       j) • energy dissipation 

duww, 
C: wave celerity 

w w _   1   D_ h : mean water depth 
dz        2Ph C 

Vt ^- vt = Mh (£ )i/3 , constant M = 0.4 
dz ' > 

14 _D_ T: wave period 
pgHT H: wave height 
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The sediment transport model 

The sediment transport is calculated by a satellite version of the numerical 
model TSEF V3.0 using Bailard formula (1981) in terms of the near-bed velocity 
field resulting from the previous model. The bed load and suspended load 
transport rates are expressed as: 

qb =  fcw£b 

AgtgQ 
~X _   Jew &s 

AgWs 

<|if|2M>--^— <|M|
3
>; 

<\u\'iu>-^-tge<\u\5>i 

in which 
qb   bed-load transport rate m2/s 
qs   suspended load transport rate 
few friction factor wave+current 
£b   efficiency factor for bed-load transport eb =0.13 
£,    efficiency factor for suspended load transport      £, = 0.024 
i     unit vector directed downslope 

<j>    internal angle of friction of the sediment 
Ws fall velocity 
A    apparent density 
u    instantaneous nearbed velocity vector 

tg 8 bed slope 
<.> time-averaged quantity 

This formula is expected to give the transport rate inside and outside the surf- 
zone. The friction factor is adopted for the wave alone : 

fw = exp{ -6.+ 5.2 (<W.i9) 
ks 

with  Aw =      "        orbital excursion 
2 sin kh 

kw = 3 Ds        roughness coefficient 
Ds grain size diameter 

In the present model the velocity u is the summation of the time-averaged 
velocity and the instantaneous orbital wave velocity near the bed. 

At the present state of knowledge, sediment transport formulae have broad 
correlation between predicted and observed values. Soulsby et al (1995) 
compared Bailard formula with data and they showed that only 57% of the 
predicted transport rate lay within a factor of 5 of the data. In the following 
application, it has been observed that the original formula overestimates the 
transport rate. So it is divided by 10 here, which is equivalent to increase the time 
scale. 
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Bed evolution model 

The mass conservation of sand is also computed by the previous model 
which solves the equation for mass conservation of sediment. 

Wave and current fields are updated when the bed evolution is greater than 
0.5 time the water depth at 3 nodes of the mesh or 0.3 time at 10 nodes. In the 
following application this criteria occurs about every 30 hours. 

Application 

Description of the case 

The domain of computation is presented on figure 2. At the initial time the 
bottom slope is 1:50 nearshore and the bed is horizontal offshore where the 
bottom level is -7.4 m. 

The four lateral boundaries are closed for current and sediment transport. 
Only the offshore boundary is open for waves. 

The generated wave at the offshore boundary is perpendicular to the 
shoreline. In the present model the wave is supposed to be regular, with a period 
of 8.0 s. The wave height is 1.2 m. The median grain size is 250 u.. 

The mesh grid for wave computation contains 10500 nodes. It is refined in 
order to have at least 10 nodes per wave length. The horizontal mesh grid for 
current and sediment transport (fig 3) has 1450 nodes and each vertical profile 
has 9 nodes in the three-dimensional computation of currents. 

Results 

For the initial bottom, along a current cross-shore profile the wave height 
increases and reaches 1.6 m at the distance of the structure y = -110 m where the 
still water depth is -2.0 m (fig. 4), then it breaks. Wave pattern diffracts behind 
the structure. 

In spite of the account for three-dimensional effects, the velocity field is 
nearly homogeneous over the water depth. In fact in this case the currents are 
mainly generated by alongshore gradient of surface elevation because the wave 
direction is nearly normal to the shoreline, and this gradient is constant over the 
vertical. The 3D effect would be stronger with oblique wave direction because the 
current would be also generated directly by driving terms with non-uniform 
vertical profile. 

The near-bed velocity field displays a large eddy behind the breakwater 
(fig. 5). In the shallower part the intensity reaches 1.0 m/s whereas it is less along 
the structure in deeper part. In the open area the velocity field is very irregular 
because of variations of wave height. A cell takes place in the right hand side of 
the beach because of the closed boundaries at this corner. 2DV undertows are not 
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generated. The irregularities of the velocity field near the breaking line are due to 
the variation of the wave height in the longshore direction (fig. 4). 

The resulting sand transport pattern displays very strong rate of 0.013 m2/s 
behind the breakwater in shallower water (fig. 6). Out of this area, the transport 
rate is very small except locally such as on the right hand side of the beach. 

After 10 days of cumulative wave action, the accretion behind the 
breakwater is very strong, often greater than 2.0 m, creating a salient (fig. 7). The 
thickness of erosion in the bordering area is generally smaller, less than 1.5 m . 

The wave, current and sediment transport patterns calculated with this new 
bathymetry are modified (fig. 8, 9 and 10). The wave field is more irregular. The 
velocities and transport rates behind the breakwater are more intense because of 
the reduction of the water depth. The cell seen initially on the right hand side of 
the beach creates disturbances which extends along the beach. The choice of 
constant wave conditions is probably responsible for this situation ; in prototype 
situation the variation of wave incidence for instance contributes to smooth 
bathymetry and avoid extension of such phenomenum. 

Comparison with other models and available data 

In a literature review reported by Moreno (1995), a similar case was 
mentioned. The shoreline evolution behind a detached breakwater with a normal 
wave was investigated in a wave tank (Rosen and Vajda 1982). The beach was 
built of coarse bakelite. In the computation, the offshore steepness Ho/Lo is equal 
to 0.012 which is close to the experimental condition 0.015. The ratio of structure 
length on the distance from shoreline is 1.4 in the computation, 1.0 and 2.0 in 
tests 6 and 7 of the experiments. 

In the experiments a salient is created behind the breakwater with one 
prominence in test 6 and two symmetrical prominences in test 7. Regarding the 
computed bed evolution after 10 days (fig. 7), the numerical modelling leads to 
formation of two salients (or one in the half-domain) as in test 7. However the 
immersed area was not measured in the basin, so it is not possible to go further in 
the comparison. Moreover the numerical modelling does not reproduce the 
stirring up of sand in the emerged part. 

Watanabe et al (1986) also tested a detached breakwater in a experimental 
basin with movable bed. The beach was made of sand of 0.2 mm. In this test the 
wave breaks in deeper water than in the numerical simulation, roughly at the 
same distance offshore than the breakwater. According to the different conditions 
the numerical and experimental results cannot be superimposed. However it is 
seen that in intermediate water, the contourlines -3.0 m in the field case (fig. 7) 
and -6 cm in the basin for instance have the same curvature. In shallow water a 
prominence is created in both tests but the shoreline moves offshore just out of 
the lee of the structure in the basin whereas it is eroded in the same area in the 
field test. 

After 15 days the volume of accretion behind the structure is equal to 
23 000 m3 according to the readjusted transport formula. This value is in good 
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agreement with other models of DHI, Uni. Liverpool, HR and STCPMVN 
developed in the project MAST2 G8M where it ranges from 21 000 to 29 000 m3 

(Nicholson et al 1995). 

It is noted that these two tests in experimental basins were not chosen for 
the present simulation because on one hand the transport formula of Bailard was 
elaborated for real life conditions and would not be appropriate for a reduced 
scale simulation. On the other hand the hydrodynamic results of the present 
simulation was already validated in a wave tank with fixed bed (Pechon et al 
1995). 

Conclusion 

A compound system of models of the library TELEMAC have been 
developed in order to reproduce the refined evolution of the sea-bed in the surf- 
zone. In order to facilitate its use in practical applications, the codes have been 
coupled in an automatic procedure. 

The sedimentological impact of waves on a sandy beach with a detached 
breakwater have been reproduced. The results are qualitatively satisfying since a 
salient have been generated behind the structure. They are in agreement with bed 
evolutions surveyed in experimental facilities and in nature. A quantitative 
analysis of the results performed in the framework of the working group 'Coastal 
Area Modelling1 of the project MAST G8M shows that the volume of accretion 
computed here was in good agreement with the values obtained by other models. 

Improvement of the models can be expected in the future by calculating 
instantaneous wave velocity field solving Boussinesq equations which include 
non-linear effects. Moreover Soulsby et al (1995) showed deficiencies of the 
transport formula compared with measurements. So further work is required for 
having a more reliable one. 

Additional applications have to be done with this system of models in order 
to get experience and to appraise its limitations. More complex situations have to 
be investigated, for instance by accounting for tidal range. 
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CHAPTER 160 

COMBINED DIFFRACTION AND TRANSMISSION OF WATER 
WAVES AROUND A POROUS BREAKWATER GAP 

Xiping Yu1    and   Hiroyoshi Togashi2 

ABSTRACT 

An analytic method for the combined diffraction and transmission around a 
porous breakwater gap is presented. The method can be summarized as follows. 
First of all, it is necessary to decompose the incident wave into two components, 
according to the incidence angle and the permeability of the two breakwaters that 
form the gap. Then, let the breakwaters be completely transparent to the rele- 
vant component of the incident wave and ascertain the transmission field. Next, 
treat the breakwaters as solid to the other component of the incident wave and 
solve the diffraction field. Finally, superpose the transmission and the diffrac- 
tion to give the objective wave motion. The available analytic methods for the 
diffraction by an aperture on solid wall are comparatively studied since they play 
the central role in working out the final solution of a real problem with combined 
diffraction and transmission. Sample computations are carried out for typical 
cases with both regular and irregular incidence. The computational results show 
that the phase effects of the porosity of the breakwaters on a combined wave 
field can be significant. 

INTRODUCTION 

Being constructed with rocks or concrete blocks in most of the engineering prac- 
tices, segmented offshore breakwaters for the purpose of shore protection are 
usually of greater or lesser permeability. For this reason, it has long been a keen 

^ssoc. Prof., Dept. of Civ. Eng., Nagasaki Univ., 1-14, Bunkyo-Machi, Nagasaki City, 
Nagasaki 852, Japan. 

2Prof., ditto. 
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interest of not only the scientific researchers but also the practicing engineers 
to have a good understanding on the effects of the permeability of a porous 
breakwater on the pertinent wave motion. 

There exist possibly a few very different approaches to water wave problems 
with porous breakwaters involved. The one appeared to be relatively dogmatic 
is to isolate the region occupied by the porous skeleton and consider the details 
of the flow within the porous medium, which is in general of a complex picture 
and needs to be treated as viscous and turbulent. A solution of such configured 
problem also requires the relevant exterior flow to be matched with the flow 
inside the pores. Since both a straightforward look at the pore water flow and 
the matching procedure are extremely sophisticated, studies in the past decades, 
instead of dealing with Navier-Stokes flows, have been directed to modeling the 
effects of the porous skeleton on the fluid motion. There have been a few effective 
models based on such consideration established. The one by Sollitt and Cross 
(1972) and Madsen (1974), which includes both the resistance and the inertia 
forces exerted on the fluid by the porous skeleton, has indeed been applied to 
many practical problems. 

Even with modeling, treatment of the flow inside a porous medium is still not 
easy at all. Practical solutions can only be obtained under very simplified condi- 
tions. This situation has motivated a more pragmatic approach that is to treat 
the surface of the porous structure as an absorptive or partial reflective bound- 
ary of the problem concerned. With this consideration, however, prescription of 
the amplitude and phase of the reflected wave relative to the approaching wave 
is necessary (Chen, 1986; Isaacson and Qu, 1989). Extension of the applicabil- 
ity of this approach thus requires continued efforts to establish highly accurate 
empirical formulas for the reflection coefficient and the phase trapping property 
of a structure with given porosity and known hydraulic conditions behind the 
structure. 

The approach adopted in the present study is yet another one. It was orig- 
inally proposed by Yu and Chwang (1994) and Yu (1995). As a porous break- 
water is thin when compared to the local wavelength, the normal component of 
the seepage velocity through the porous body was noted to be proportional to 
the difference of the wave function at both sides of the breakwater. The propor- 
tionality coefficient is a function of the physical thickness, the porosity as well 
as the other properties of the porous medium and the wave. 

The primary objective of the present study is to provide an analytic method 
for the combined diffraction and transmission around a porous breakwater gap. 
We shall try to find a method that takes advantage of the well established tech- 
niques for diffraction by a solid aperture. Emphasis will also be paid on the 
phase effects of the porosity of breakwaters. 
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Fig. 1.   Definition sketch of a porous breakwater gap. 
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Formulation 

The physical problem is sketched in Fig. 1. Outside the porous breakwaters we 
adopt the conventional assumptions that the fluid is inviscid and incompressible, 
and moreover, the fluid motion is irrotational. The three dimensional wave field 
can then be represented by a scalar velocity potential <fi that satisfies the Laplace 
equation. Let the waves of interest be sinusoidal with respect to time and be of 
small amplitude. Hence, we can express the velocity potential in the following 
form with the time and the vertical coordinate separated: 

4>(x, y, z, t) = F(x, y) cosh k(h + z)eiai (1) 

where a is the angular frequency of the wave motion, k is the wave number, 
h is the water depth, x and y are the horizontal coordinates, z is the vertical 
coordinate, and t is the time. F, usually called the wave function, is complex- 
valued with its modulus proportional to the amplitude and its argument equal 
to the relative phase of the surface oscillation. It can be readily confirmed that 
Eq. (1) satisfies the impermeable bottom condition and also the free surface 
condition as far as a, k and h are related to each other through the dispersion 
equation: 

a2 = gk tanh kh (2) 

where g is the gravitational acceleration. By substituting Eq. (1) into the Laplace 
equation for <f> we can show that F(x,y) is governed by the following Helmholtz 
equation: 

V2F + k2F = 0 (3) 

where V is the horizontal gradient operator. 
For the problem concerned in the present study the boundary conditions 

include the incidence condition, the radiation condition at infinity and a partial 
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transmission condition along the permeable breakwaters. The incident wave, 
long-crested and propagating in the direction that forms an angle a with the 
positive £-axis, can be described by 

F0 = A0e
ik<-xcosa+ysina^ (4) 

where A0 = gH'/2a cosh kh and H is the incident wave height. The partial 
transmission condition at the porous breakwaters can be written as: 

fU = fU—rt^l—-n^) (5) 
where G = "f/k6{f — i[l 4- Cm{\ — 7V7]} represents the permeability of the 
breakwaters while, 8 is the physical thickness of the breakwaters (geometrically, 
the thickness of the breakwaters is considered to be zero) and, 7, / and Cm are 
the porosity, the linearized resistance coefficient and the added-mass coefficient 
of the porous medium, respectively, y = 0+ and y = 0— indicate respectively the 
downwave and the up wave side of the breakwaters. As the ratio of the physical 
thickness of the breakwaters to the local wavelength is less than about 0.2, which 
is right in most of the practical situations, Eq. (5) has been shown to be in good 
agreement with experimental data (Yu, 1995). Since the wave function and 
its gradient are proportional to the dynamic pressure and the velocity of the 
fluid, respectively, in a linear wave theory, Eq. (5) is apparently identical to the 
Darcy's law which states that the velocity of the fluid flow in a porous medium 
is directly proportional to the pressure gradient. The actual difference between 
Eq. (5) and the Darcy's law is that we allowed a phase lag between the velocity 
and the pressure gradient to represent the inertia effects of the porous flow. This 
is trivial if the porous medium is closely-packed and the resistance dominates the 
flow. But it might be important if the porosity of the breakwaters is relatively 
large. 

Reflection and Transmission 

Consider the special case where the opening of the porous breakwater gap de- 
scribed in Fig. 1 approaches zero, or the two semi-infinite breakwaters are con- 
nected to become a continuous one extending to infinity at both ends. On this 
particular occasion, we are able to derive an explicit solution for both the re- 
flected and transmitted waves under arbitrary incidence conditions. 

Let the reflection and transmission coefficients of an infinite breakwater be 
defined as the ratios of the amplitudes of the reflected and the transmitted wave 
to the incident wave. Denoting the reflection and the transmission coefficient by 
Kr and Kt, respectively, we can formally express the wave field in the reflection 
region and that in the transmission region by 
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Fr = F0 + KrA0e
ik(-xcosa-ysbia) (6) 

F = K J4ngifc(a:cosa+!/sil10) (7) 

Both Kr and Kt are assumed to be complex-valued so that information on not 
only the magnitude but also the phase of the reflected and transmitted waves is 
included. To satisfy the partial transmission condition (5) at the porous break- 
water, we attain the following relations: 

Kt sin a =• (1 - Kr) sin a = G(\ + Kr - Kt) (8) 

which yields 

Kr = ^r- (9) 
2G + sin a 

on K' = wvsr* (10) 

Back substitution of Eqs. (9) and (10) into Eqs. (6) and (7) gives rise to the final 
solution of the simple reflection-transmission problem. It must be pointed out 
that verification of Eqs. (9) and (10) by measured data under general conditions 
has not been carried out. It is because they were demonstrated to be in satis- 
factory agreement with laboratory experiments at a = -rr/2 or under the normal 
incidence conditions we give credence to these equations in the present study. 

Diffraction 

In both the reflection and transmission regions we decompose the wave function 
F into two parts: the transmitted wave Ft and the diffracted wave Fd- That is, 
we let 

F = Ft + Fd (11) 

where Ft is given by Eq. (7) with Kt defined by Eq. (10). For Ft is known we 
need only to fix Fd to finally determine F. 

Since both F and Ft satisfy the Helmholtz equation, which is linear and 
homogeneous, Fd should do likewise to ensure Eq. (11). That is, 

V2Fd + k2Fd = 0 (12) 

At x —> ±oo, the effects of the breakwater gap on the wave field die off and, 
therefore, F approaches the relevant solution for a continuous breakwater. This 
can be written as 

Fd -» 2KrA0e
ikxmsa cos(ky sin a)       at y < 0 and x -* ±oo (13) 
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Fd -> 0       at y > 0 and x -> ±oo (14) 

Along the porous breakwater, Eq. (5) leads to 

~ = 0       at y = 0 and \x\ > - (15) 
oy 2 

Eqs. (12), (13), (14) and (15) are in fact the formulation for diffraction by an 
impermeable breakwater gap provided the incident wave is given by 

F2 = KrA0e
ik{xcosa+ys'ma) (16) 

which is the original incident wave expressed by Eq. (4) with a phase shift (since 
Kr is complex-valued) and an amplitude reduction (since \Kr\ < 1)- 

It becomes now very obvious that the wave field around a porous breakwater 
gap can be treated as the superposition of a transmission and a diffraction by 
impermeable structures. Namely, we can split the incident wave (F0) into two 
component waves (Fi = KtA0e

ik(xcosa+vsina'> and F2 = KrAoeik^cosa+ysina}). 
To one of these components (Fi) the breakwater is completely transparent and 
transmission of wave into the region behind the breakwater is totally free. To the 
other component wave (F2), on the other hand, the breakwater works like a solid 
wall. A complete reflection in front of it will occur and transmission of the wave 
energy into the region behind the breakwater is only by the diffraction process. 
Since both Kr and Kt are complex-valued in general, it should be emphasized 
that split of the incident wave is not simply a proportional division of the incident 
wave energy or amplitude. The phase effects of the porosity of the breakwater 
must be correctly considered. 

A different way to view the combined diffraction and transmission around a 
porous breakwater gap can be explained as follows. Instead of Eq. (11) we let 

F = KrF0 + KtFod (17) 

where FQ is intepreted as the wave field due to transparent breakwaters and F0d 
as the wave field due to solid breakwaters (the relevant incidence is F0 in either 
case). Considering the fact 

Kr + Kt = l (18) 

we can treat a porous breakwater as the proportional combination of a trans- 
parent one and a solid one. The resulted wave field associated with the porous 
breakwater can also be interpreted as the similarly proportioned combination of 
the relevant wave field as the breakwater is transparent and solid. Again, it is 
important to notice that the proportional factors are complex-valued, so disinte- 
gration of breakwaters depends on not only the porosity of the breakwaters but 
also the properties of the wave. 
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ANALYTIC METHODS FOR DIFFRACTION 

By the concept described in the previous section, the solution of wave motion 
around a porous breakwater gap can be obtained as long as the principle for 
decomposition of the incident wave or disintegration of the breakwaters in ad- 
dition to an effective solution method for the diffraction by solid breakwater 
gaps are available. The theoretical elements which underlie the decomposition 
and disintegration course for given incidence condition and the porous proper- 
ties of breakwaters has been discussed in details. In the following we shall give a 
brief summary of the useful methods for the diffraction by solid breakwater gaps 
with emphasis on their limitations when recently available numerical recipes are 
employed. 

Water wave diffraction by solid breakwater gaps is one of the most classical 
subjects of coastal and harbor hydrodynamics. The problem has its analogy in 
both acoustics and electromagnetics. A large number of studies, analytical and 
numerical, have been carried out in the past half century. Exact solutions of the 
problem can be obtained by separation of variables in the elliptic coordinates. 
This elegant method is usually attributed to Morse and Rubenstein (1938) who 
gave the first outline of application for the diffraction of sound and electromag- 
netic waves by a slit in the infinite plane. Its effectiveness in solving the relevant 
water wave problems was widely recognized after Carr and Stelzriede's work 
(1952). The method is essentially straightforward but it does involve substantial 
efforts if numerical results are necessitated. The difficulty is owing to the ap- 
pearance of the unusual Mathieu functions, for which advanced computational 
programs do not seem to have been readily available until this manuscript is to be 
finalized (although no sign showed they are more accurate than the present devel- 
opment, the routines in the recent book by Zhang and Jin (1996) are valuable). 
Even the excellent work by Sobey and Jonsson (1986) still had to partially rely 
on tables for some characteristic values. In principle, Morse and Rubenstein's 
method is valid with no restriction. However, accurate evaluation of the modified 
Mathieu functions of the third kind, which are involved in the solution, is rather 
difficult if the breakwater ga,p is wide. Owing to this fact, the exact solution 
method has not been recommended if the ratio of the opening of the breakwater 
gap to the local wavelength is larger than 3 (Carr and Stelzriede, 1952). Whether 
this suggested limit is still reasonable at present and how accurate is Morse and 
Rubenstein's solution near this limit are, however, not known. 

The standard method for the diffraction by a solid breakwater gap with rel- 
atively large opening is attributed to Penney and Price (1952). The method is 
based on the Sommefield solution for the diffraction around the tip of a semi- 
infinite wall. It was widely promoted in the coastal engineering society (CERE, 
1984), because of its relative simplicity from the numerical point of view when 
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Fig. 2.   Computed wave height at x = 0 and y = L for varying opening of breakwater gap. 
Morse and Rubenstein's solution, Penney and Price's solution and Mei's solution are compared. 

compared to Morse and Rubenstein's method. One needs only to evaluate the 
Fresnel integrals for determining the wave motion. Penney and Price's solution 
is not exact because it assumed that the scattered waves due to one breakwater 
arm produce no transverse flow at the position of the other arm and this as- 
sumption is approximately valid only when the opening of the breakwater gap is 
larger than a few wave length depending on the accuracy requirement. 

Approximate solution for the diffraction by a breakwater gap with small 
opening is also available (Mei, 1989). This is called Mei's method and is based 
on matched asymptotic expressions. It assumed that the gap is equivalent to a 
singularity to a far-field observer. In the near-field, on the other hand, general 
representation of the wave field can be derived by comformal mapping. Mei's 
solution is concise but it can not be applied to cases with large ratio of the 
opening of the breakwater gap to the local wavelength. The limit for given 
accuracy is yet open to question. 

Owing to the fact that practical problems in coastal and harbor engineer- 
ing may not always fall inside the limits of the approximate solutions for large 
and small gaps, we developed a highly accurate numerical method for evaluating 
Morse and Rubenstein's solution in the present study. The characteristic val- 
ues of the Mathieu functions in the method are determined through finding the 
eigenvalues of real-symmetric tridiagonal metrices with elements differing widely 
in order of magnitude. The relevant eigenvalue problems are solved by the QL 
method with implicit shifts (Press et al., 1989) in double precision. The com- 
puter codes were strictly checked by the tables given in Abramowitz and Stegun 
(1972). The Bessel functions of the various kinds involved in the expansions 
of the Mathieu functions are also evaluated in double precision, following the 
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Fig. 3.   Computed wave height at x = L and y = L for varying opening of breakwater gap. 
Morse and Rubenstein's solution, Penney and Price's solution and Mei's solution are compared. 

ylL  5 

1 2 3 

Fig. 4.   Comparison of the wave height distribution around the breakwater gap. The let half 
is Penney and Price's solution. The right half is Morse and Rubenstein's solution. b/L = 0.5. 

schemes given by Watanabe et al. (1989). 
Figs. 2 and 3 are the plots of the relative wave height j3 (= the ratio of the 

local wave height to the incident wave height) against the relative opening of the 

breakwater gap (= the ratio of the opening 6 to the wavelength L) at two different 

positions. It can be noticed that the agreement between Morse and Rubenstein's 

solution and Penney and Price's solution is fairly good if b/L is larger than about 
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Fig. 5. Comparison of the wave height distribution around the breakwater gap. The left half 
is Mei's solution. The right half Morse and Rubenstein's solution. b/L = 0.1. 

0.5. At the other end, Morse and Rubenstein's solution almost coincides with 
Mei's solution if b/L is less than about 0.1. Accurate evaluation of Morse and 
Rubenstein's solution has been successfully done for b/L up to more than 10, 
which is much larger than the number reported previously. 

Figs. 4 and 5 also compare Morse and Rubenstein's solution with Penney 
and Price's solution and Mei's solution. The comparisons are made for the wave 
height distribution around the breakwater gap at b/L = 0.5 and b/L = 0.1, 
respectively. The selected ratios of the opening of the breakwater gap to the 
wavelength can actually be viewed as the limits of the approximate solutions. 
The agreement, as can be seen, is fairly good from the engineering point of view. 

COMBINED DIFFRACTION AND TRANSMMISION 

Hereinbelow we examine the combined diffraction and transmission around a 
porous breakwater gap with numerical examples. The first case under consider- 
ation is of an oblique incidence with a = n/4. The relative opening of the gap 
is 1.0. For reference, the diffracted wave height distribution as the breakwaters 
are solid, which can also be treated as a limiting case of the combined diffrac- 
tion and transmission at G = 0, is shown in Fig. 6. The wave pattern we can 
have is evidently a typical one for pure diffraction which represents the dynamic 
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Fig. 6.  Wave height distribution around a solid breakwater gap. b/L — 1.0 and a = TT/4. 

processes of essentially radial waves. 
The combined diffraction and transmission around the gap formed by break- 

waters with any permeability can be readily assembled from a unidirectional 
wave and the diffracted wave as depicted in Fig. 6. Fig. 7 presents an example 
for G = 0.25 + 0.25i, that is, KT = 0.500 - 0.207i and Kt = 0.500 + 0.207i. 
What we can recognize from this figure is that the wave pattern for combined 
diffraction and transmission is very different from the one for a pure diffraction. 
This may have to be explained by the phase interactions between the diffraction 
(an essentially radial wave) and the transmission (a unidirectional wave). 

To understand the combined diffraction and transmission of random waves, 
we turn to a case with normal incidence of the Bretschneider-type spectrum: 

<T&7fi/m •7r-A-4i S{f) = 0.430// T(Tf)~bexp[-0.675(T/) (19) 

where H is the mean wave height, T is the mean wave period and / = <r/27r is the 
frequency. Fig. 8 is a comparison of the energy-spectrum of the wave at x = L 
and y = L ( L is the mean wavelength) under various conditions of the porosity of 
the breakwaters, fn the computations, the mean wave period is f 0 s and the still 
water depth is considered to be 5 m. The opening of the breakwater gap equals 
to the mean wavelength. The permeability of the breakwaters in terms of the 
mean wavelength is assumed to take different values representing structures with 
different porosity (G = 0 is for solid breakwaters; G = 0.1 for densely-packed and 
resistance dominated breakwaters; and G = 0.25(1 + i) for loosely-packed and 
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Fig. 7.   Wave height distribution around a porous breakwater gap with combined diffraction 
and transmission. b/L = 1.0, a = ir/i and G = 0.25(1 + i). 

S/H2 

Incident wave 

0.5 

Fig. 8.   Spectrum of the combined diffraction and transmission at x = L and j/_— L with 
various permeability of the breakwaters. Incidence is of the Bretschneider-type. b/L = 1.0. 

moderately dissipative breakwaters). The important information included in the 
figure is that the wave spectrum behind the breakwater undergoes significantly 
different transformation for different properties of the breakwaters. When the 
breakwaters are impermeable, the spectrum is of only one peak, like the incident 
wave. When they are porous, however, the spectrum shows at least two peaks. 
This implies that the performance of the breakwaters depends closely on the 



POROUS BREAKWATER GAP 2075 

Regular Wave Irregular Wave 

y/L 

Fig. 9. Comparison of the wave height distribution for regular and irregular waves. Normal 
incidence is considered. b/L = 1.0 and G = 0.25(1 + i). 

wavelength. It should also be noted that as the permeability increases, wave 
energy behind the breakwater increases, as it should be. But, the increase of the 
energy related to long waves is particularly remarkable. This indicates that a 
porous breakwater is less effective to long waves. 

Fig. 9 compares the wave height distribution around the porous breakwater 
gap with G = 0.25(1 + i) when the incident wave is regular and irregular. We 
are able to observe totally different wave patterns for monochromatic and spec- 
tral waves. This is again explained by the effects of phase interactions between 
diffracted and transmitted waves. 

SUMMARY AND CONCLUSIONS 

We presented an useful method for the combined diffraction and transmission 
around porous breakwater gaps. The method can be summarized as follows: 
(1) we need to decompose the incident wave into two components, according 
to the incidence angle and the permeability of the breakwaters which form the 
gap; (2) we assume the breakwaters to be completely transparent to the rele- 
vant component of the incident wave and ascertain the transmission field; (3) we 
treat the breakwaters as solid to the other component of the incident wave and 
solve the diffraction field; (4) we superpose the transmission and the diffraction 
to obtain the objective wave. Since they play the central role in working out 
the final solution of a real problem with combined diffraction and transmission, 
methods for the diffraction by solid breakwater gaps were comparatively stud- 
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ied. Limitations of the approximate solutions for large and small breakwater 

gaps were demonstrated. Sample computations were done for typical cases with 

combined diffraction and transmission. The computational results showed that 

the effects of phase interactions between diffracted and transmitted waves, which 

result from the porosity of the breakwaters, are not insignificant. 
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CHAPTER 161 

PREDICTION OF WAVE REFLECTION FROM ROCK STRUCTURES: 
AN INTEGRATION OF FIELD & LABORATORY DATA. 

Mark A. Davidson1, Paul AD. Bird2, David A. Huntley1, and Geoff N. Bullock2. 

ABSTRACT: An empirical predictive scheme for wave reflection from rock 
island breakwaters is derived from a multiple regression analysis of a large data 
set (780 data points) which includes both laboratory and full-scale 
measurements. The large parameter space embraced due to the inclusion of both 
laboratory and field data leads to a robust solution for the prediction of wave 
reflection. The resulting equation expresses the reflection coefficient as a 
function of a number of dimensionless parameters which can be identified with 
specific physical processes. These include wave breaking, dissipation due 
friction and turbulence induced by structural roughness, and transmission into 
and through the breakwater . 

SYMBOLS 
dt Depth at the toe of the structure relative to the still water level. 

D Significant armour diameter ={Wiolp) 
Hj Significant wave height 

Kr Frequency averaged reflection coefficient = J\Srdfl\Sjdf 

f Frequency 
Lo Deep water wavelength 
P Notional permeability (Van der Meer, 1988) 
r Multiple regression correlation coefficient 

R Reflection number = -°H'.Di  . (Davidson et al, 1996) 

St, Sr Incident and reflected spectral estimates 
W50 Median mass of rock armour 
P Average structure slope 
p Density of rock armour 

a Standard error in multiple regression analysis 

\ Iribarren number = tan p/ jHj/L0 

Institute of Marine Studies, University of Plymouth, Drake Circus, Plymouth, Devon, PL4 8AA, UK. 
2School of Civil & Structural Eng., University of Plymouth, Palace Court, Palace St., Plymouth, 

Devon, PL1 2DE, UK. 
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INTRODUCTION 
Much attention has been focused on the prediction of wave reflection from rubble mound 
structures (e.g. Seelig and Ahrens 1981, Postma 1989, Van der Meer 1992, Allsop and 
Channell 1989, Hughes 1995, Davidson et al. 1994,). A recent review can be found in 
Davidson et al., 1996. Most predictive schemes for wave reflection have been based on 
empirical relationships involving the Iribarren number derived from laboratory experiments. 
Whilst the Iribarren number describes well the form of breaking waves (Battjes, 1974) and 
hence dissipation due to breaking, the processes of turbulent dissipation due to the roughness 
of the structure and transmission into and through the structure are not obviously related to the 
Iribarren number and have normally been accounted for through additional empirical 
coefficients. The combined effects of the empirical nature of these equations and the inevitable 
limited parameter space have meant that these solutions are rarely universal particularly at 
full-scale. This problem is compounded by potential scale effects and inconsistencies in the 
method of analysing wave reflection. 

Davidson et al, 1996, collected full-scale data seawards of a rock island breakwater both 
before and after the addition of more armour to the seawards face of the structure. This 
modification was designed to reduce the slope of the structure hence enhancing structural 
stability and ameliorating wave reflection. Conventional plots of reflection coefficient versus 
Iribarren number showed the pre- and post- modification data sets as two distinct populations. 
The failure of the Iribarren number to condense both data sets on to a single curve severely 
limits the accuracy of predictive schemes which express wave reflection as some function of 

%• 

For these full-scale data an improved parameterization of wave reflection was derived in terms 
of a dimensionless reflection number R where: 

H,D2 ^\HmD2J v ' 

and; 

Kr = S^lKm       Kr = 0.\5\Ron (2) 
41.2+ JR 

It can be seen from Equation 1 that R revises the relative weighting of wave height and 
wavelength in the Iribarren number and includes other physically significant parameters such 
as the depth at the toe and the characteristic armour diameter. 

Whilst equations based on R provide and excellent prediction of wave reflection (r=0.87, a 
=0.055) for these full-scale data (within the parameter space of the measurements) poor 
predictions were found for laboratory data. These inconsistencies can be explained in part due 
to the potential scale effects which may significantly contribute to differences between the field 
and laboratory data (up to 10%, Shimada et al., 1986), but more significantly to the empirical 
nature of Equations 1 and 2 and the limited parameter space of the data from which they were 
derived. 
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This contribution aims to minimise problems associated with limited parameter space by 
integrating both laboratory and field investigations. The advantage of this approach is that 
although it is empirical the resulting predictive scheme is remarkably robust over a broad 
range of scale and incident wave conditions. 

The problem of predicting wave reflection is essentially the solution to the energy balance 
equation including the processes of wave reflection, dissipation (due to breaking, turbulence 
and friction) and transmission (both through and over the structure). Therefore an accurate 
solution for the reflection coefficient intuitively should include parameters which relate (even if 
only empirically) to each of the most significant processes involved (Figure 1). Thus, solutions 
based on a single parameter like the Iribarren number which only obviously relate to the 
process of dissipation due to breaking are only likely to provide a ubiquitous solution for wave 
reflection where breaking is the dominant process. 

ENERGY 
BALANCE 

ENERGY BALANCE FOR WAVE REFLECTION 

REFLECTION H DISSIPATION  B TRANSMISSION 

DOMINANT 
PROCESSES 

PARAMETERS 
FOUND TO BE 
IMPORTANT 

=E. 

E 
BREAKINGj 

STRUCTURAL 
ROUGHNESS 

(FRICTION) 

'WAV 

OVERTOl 

7E   ^| 

WPINOJ 

X 

L 
cotp 0 

TRANSMISSION' 

INTO& 
THROUGH 
BREAKWATER 

Not relevant in this study 

Figure 1: Schematic diagram illustrating the dominant processes affecting wave reflection and 
some of the parameters associated with them. Here Et is the incident wave energy. 

DATA BASE 
Data analysed here includes laboratory tests from Seelig and Ahrens (1981), Allsop and 
Channell (1989), Postma (1989), and field data from a natural rock island breakwater, both 
before and after a modification of the seawards slope of the structure (Davidson et al, 1996). 
The reader is referred to the original references for details of these experiments. A summary of 
each of these experiments including the ranges of specific dimensionless variables have been 
summarised in Table 1. All available information from each experiment was entered into a 
data base. For each experiment information was available on; wave height, deep/shallow water 



2080 COASTAL ENGINEERING 1996 

wavelength, structure slope, armour diameter, permeability, the number of armour layers and 
depth at the toe of the structure. In all cases wave overtopping was not significant. 

Author (s) Field 
or 

Lab. 
F/L 

Hi cotp D 

Hi /£«*P P * Hi 

Hb 
% K Analysis 

Method / 
No. of 
Gauges 

Seelig & 
Ahrens, 
1981 

L 0.005- 
0.050 

2.5 0.52- 
1.67 

0.12- 
0.57 

0.04 0.015- 
0.369 

0.49- 
0.11 

1.8- 
7.5 

0.115- 
0.561 

Goda& 
Suzuki, 
1976 / (3) 

Allsop & 
Channell, 
1989 

L 0.003- 
0.040 

1.50- 
2.50 

0.31- 
0.94 

0.08- 
0.29 

0.04 
-0.1 

0.075- 
0.342 

0.06- 
0.29 

2.0- 
11.7 

0.170- 
0.700 

Goda& 
Suzuki, 
1976 / (3) 

Postma, 
1989 

L 0.002- 
0.057 

1.50- 
3.00 

0.16- 
0.87 

0.07- 
0.65 

0.1- 
0.6 

0.02- 
0.289 

0.09- 
0.95 

0.7- 
8.9 

0.122- 
0.738 

Kajima, 
1969 / (2) 

Davidson 
et. al., 1996 

F 3x10-" 
-0.036 

0.82 1.19- 
23.39 

0.02- 
0.30 

0.6 0.003- 
0.360 

0.03- 
0.46 

10.0- 
113. 

0.263- 
0.734 

Gaillard 
et al., 
1982 / (3) 

Davidson 
et. al., 1996 

F 8xl0'4 

-0.021 
1.55 0.98- 

9.60 
0.09- 
0.51 

0.6 0.007- 
0.074 

0.08- 
0.68 

3.0- 
26.5 

0.274- 
0.600 

Gaillard 
et al., 
1982 / (3) 

Table 1: A summary of the data sets, parameter space and analysis techniques used in this 
study. 

RESULTS 
A multiple regression analysis technique was used in order to determine the relationship 
between the frequency averaged reflection coefficient and various non-dimensional variables 
which are identifiable with of specific physical processes affecting wave reflection. The results 
of this analysis are summarised in Table 2. A number of parameters were tested, and the 
impact of each parameter on the wave reflection was assessed through the correlation 
coefficient (r) and standard error (cr). If the addition of a parameter led to a reduction in the 
standard error and an increase in the correlation coefficient then the parameter was assessed as 
being significant and left in the equation for further analysis. If however, the addition of a 
parameter lead to an increase or no significant change in the standard error (or rise in 
correlation coefficient) it was neglected in subsequent tests. 

Parameters which were found to significantly improve predictions of wave reflection are shown 
in Figure 1 and listed below: 
1) The Iribarren number which characterises the form of the breaking waves and hence relates 

to the dissipation of wave energy due to breaking. 
2) A relative diameter term (D/Hp referred to here as the transmission parameter) which Van 

der Meer, 1992 has shown empirically to be related to wave transmission. 

3) A roughness parameter {]— cotp, Seelig & Ahrens, 1981). The effective roughness of the 

structure increases both as the armour diameter increases relative to the wavelength of the 
waves, and as the slope of the structure is reduced. Gentler slopes give rise to increased 
energy dissipation due to the effect of turbulence and viscosity of water close to the sea bed. 
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4) Van der Meer's Permeability parameter (Van der Meer, 1988). 

5) The relative toe depth (jM . The exact physical significance of this parameter in the process 

of wave reflection is not clear. The effect of decreasing the depth at the toe will ultimately 
lead to breaking offshore of the structure, thus reducing reflection. Conversely, in the case of 
a fully permeable breakwater transmission of wave energy through the structure may 
increase (reducing wave reflection) with increasing dt as the width of the breakwater (at 
mean water level) is reduced. 

The relationship between Kr and some of the variables tested was non-linear and an improved 
correlation could be obtained if the logarithm of the variable was taken prior to carrying out 
the regression analysis. This is true if the effect of a given variable on wave reflection 
diminishes as the value of that variable increases. The Iribarren number provides a good 
example of this. When waves are steep enough to break (low Iribarren numbers, i; <4) wave 
reflection increases proportionately with the Iribarren number through the continuum of 
breakers from the extremes of spilling to surging. However, when waves cease to break further 
increase in wave reflection produces no change in the reflection coefficient. 

No. of 
Variables 

£          tanp 

Iribarren 
Number 

D_ 

Hi 

Trans- 
mission 

Roughness 

P 

Permeability 

d, 

Lo 

Rel. toe 
depth 

c 

y-axis 
Intercept 

r 

Correlat- 
ion 
coeff. 

Standard 
error 

1 0.02 0.203 0.622 0.1218 

1 0.442* 0.065 0.828 0.0873 

2 0.585* -0.027 0.024 0.884 0.0727 

3 0.354* 0.014 -0.596 0.288 0.904 0.0667 

3 0.282* -0.013 -0.383* -0.071 0.910 0.0645 

4 0.327* -0.012 -0.388* -0.192 -0.058 0.931 0.0568 

5 0.298* -0.011 -0.321* -0.191 -0.358 0.049 0.943 0.0521 

Table 2: Multiple regression analysis statistics showing parameter coefficients, correlation 
coefficients and standard errors. Note that * sign indicates that the logarithm of the variable 
has been taken prior to the regression analysis. 

Table 2 gives a number of predictive equations for wave reflection based on these data. The 
number of parameters and the accuracy of the equations increasing towards the bottom of the 
table. Also given are the linear, multiple regression coefficients. The best predictor of wave 
reflection is given at the bottom of this table (in bold type) and yields the following equation: 

A:r = 0.2981og©-0.01l(g-)-0.3211og(^g"cotp)-0.191/,-0.358(^)-0.049       (3) 

Predicted and observed reflection coefficients from Equation 3 are shown in Figure 2. 
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Figure 2: Predicted and measured reflection coefficients for both field and 
laboratory data. 

DISCUSSION 
Inspection of Table 2 shows that the accuracy of the predictive scheme for wave reflection is 
significantly improved (as indicated by the correlation coefficient and standard error statistics) 
through the addition of each of the 5 variables. It should be noted that several other 
combinations of variables (not shown here) were tested and shown not to significantly improve 
(or even worsen) predictions of Kr. Equation 3 provides a remarkably robust solution for wave 
reflection given the exceedingly broad parameter space covered by the 780 data points. The 
equation includes parameters which have physical significance in the processes of wave 
dissipation  due  to  breaking  (£),  turbulence  /friction  induced  by  structural  roughness 

\JL~ 
cotPj > an<^ transmission through and into the breakwater f j^   &   Pi   (see Figure 1). 

The relative toe depth (d/Lo) is also seen to significantly improve reflection estimates although 
the physical significance of this parameter is less clear. 

The excellent correlation between observed and predicted reflection coefficient for these data is 
shown in Figure 2. The correlation coefficient and standard error for the data shown in Figure 
2 are 0.943 and 0.0521 respectively. A conservative estimate of Kr for which 98% of the data 
does not exceed is given by adding two times the standard error (=0.1042) to Equation 3. 

Inspection of Figure 2 shows that there is evidence of some systematic deviation of the 
reflection estimates for low measured values of Kr (<0.18). These discrepancies probably arise 
due to errors in analysis techniques which are sensitive to bias due to signal noise for low 
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reflection conditions. However, these deviations are of little significance since reflected wave 
energy is less than 4% of the incident value in this area of the graph. 

Correlation coefficients and standard errors associated with field data alone (r=0.815) are 
poorer than those associated with the laboratory data (r=0.962). This is perhaps to be expected 
to some extent since there are a greater number of variables associated with the field situation. 
For example, non-uniformities in the wave field, oblique wave approach and irregularities in 
the structure may all contribute to uncertainties in Kr. However, Davidson et al., (1996) 
conducted numerical tests indicated that errors in estimates of Kr due to oblique wave approach 
and low signal coherence between sensor pairs are generally low (error in K< ±0.09) for these 
data. It is valid therefore to consider other potential reasons for the increased scatter in the 
predictions associated with the field data. 

Table 1 shows that the field data embraces a considerably broader range of Iribarren numbers. 
In particular the field data extends to much higher Iribarren numbers where waves of low 
steepness surge (un-broken) against the structure. In this regime dissipation due to wave 
breaking is of little importance and the processes of transmission and dissipation due to 
turbulence and friction promoted by the roughness of the structure most significantly affect the 
energy balance (Figure 1). It is under these highly reflective conditions that there is 
considerably more scatter in the estimates of reflection coefficient (Figure 2). This may 
indicate that the processes of transmission, and dissipation due to structural roughness are less 
well represented by Equation 3 than those associated with wave breaking. This hypothesis is 
supported by the fact that the data from the second deployment which has the reduced slope 
(tan p = 1/1.55) and lower Iribarren numbers shows less scatter than the data collected in more 
reflective conditions in the first deployment (tan p = 1/0.82). 

It should also be noted that Equation 3 is some what biased towards the model scale tests since 
the ratio of laboratory to field data analysis here is of the order 3:1. Hence if the solution given 
by Equation 3 is more suited to the laboratory data, scale effects may significantly contribute 
to the scatter in the field data. More field data is required to clarify this issue. 

Although Equation 3 provides a good and versatile estimate of wave reflection within a very 
broad parameter space, an improved prediction of wave reflection (r=0.87, c=0.055) at 
full-scale is given by Equations 1 and 2 within the range of field measurements summarised in 
Table 1. 

Figure 3 shows a series of plots illustrating the relative impact of each of the terms in Equation 
3 on the overall estimate of reflection across the measured parameter space. In these figures the 
range of the value of each term in the field and laboratory is represented by lines joined by 
open circles and crosses respectively. Also shown are the 95% confidence intervals for each 
parameter. Inspection of Figure 3 shows that the dissipation, transmission and roughness 
parameters have a first order effect on wave reflection with relatively small contributions (AKr 

<0.15) from the permeability and relative depth terms. 
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Figure 3: Figure showing the relative influence of each of the five 
terms in Equation 3 oh the reflection coefficient estimate over the 
field and laboratory parameter space. Note that the field and 
laboratory range for each variable are indicated by lines joining 
open circles and crosses respectively. 
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The relative impact of each term in Equation 3 on the reflection estimate is in some cases very 
different for the field and laboratory data. For example the Iribarren number is very significant 
across the full range of the laboratory data but has little impact on Kr for much of the field 
data which corresponds to high Iribarren numbers and non-breaking waves. Conversely, the 
transmission parameter has a much more significant effect on Kr for the field data. Table 2 
(line 3) shows that the addition of the transmission parameter to the equation significantly 
increases the correlation coefficient (r=0.622-»0.828). Plots of predictions based on the 
Iribarren number alone (not included here) show the field and laboratory data as two distinct 
series. Inclusion of the transmission term effectively brings together the field and laboratory 
data. This emphasises the importance of the effects of wave transmission which perhaps have 
not been fully appreciated previously from laboratory experiments which have a much more 
limited range in Iribarren number. 

It should also be mentioned that there may be several other parameters which are significant in 
the process of wave reflection which have not been considered in Equation 3. In particular, 
Van der Meer (1992) sites the relative crest freeboard height R/Hf as being an important factor 
influencing wave transmission. Unfortunately statistics for Rc (height of the structure crest 
above mean sea level) were not available for all data and therefore the effect of R/Hi could not 
be tested here. Other significant factors might include the effective breakwater width 
corresponding to the still water level and wave frequency. Thornton and Calhoune (1972) 
found also that wave transmission was a frequency dependent process with lower frequency 
wave propagating more readily through the structure. The effect of wave overtopping and 
strongly oblique wave approach are also not accounted by Equation 3. 

CONCLUSIONS 
Multiple regression analysis of this large data base (780 data points) including both field and 
laboratory data provides a robust predictive scheme for wave reflection and an insight into the 
relative importance of parameters affecting this process. The results of this study can be 
summarised as follows: 

1) An accurate prediction of wave reflection (r=0.943, o-=0.0521) over the sampled parameter 
space (Table 1) is given by: 

£r = 0.2981og(i;)-0.01l(j-) -0.321 log(^ cotp) -0.19LP-0.358(£) -0.049       (3) 

A conservative estimates which of wave reflection not exceeded by 98% of data is given by 
addition of two times the standard error (0.1042) to this equation. Equation 3 is valid for 
normally incident waves and no overtopping. 

2) Equation 3 includes parameters which are physically significant in the processes of wave 
dissipation through breaking (4), turbulence and friction induced by structural roughness 

[Jf- cotp ) and transmission into and through the breakwater (P, D/H). 

3) In Equation 3 the Iribarren number (relating to dissipation through breaking), transmission 
and roughness parameters exert a first order effect on wave reflection estimates with 
smaller contributions (AKr < 0.15) from the permeability and relative depth terms. 
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4) More field data is required in order to test the validity of Equation 3 at full-scale and the 
potential importance of scale effects. 

5) For conditions corresponding to the parameter space covered in the field experiment 
(Davidson el al, 1996, see Table 1) Equations 1 and 2 are recommended for the prediction 
of wave reflection. 
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ABSTRACT 

The interaction of water waves with a tensioned, inextensible, vertical flexible membrane 
hinged at the sea floor and attached to a solid cylindrical buoy at its top, was investigated in the 
context of two-dimensional linear wave-body interaction theory. A two-domain boundary element 
program was developed based on a discrete-membrane dynamic model and simple-source 
distribution over the entire fluid boundaries. To verify the numerical results, a series of experiments 
were conducted with two different models in the two-dimensional wave tank. For each model, both 
surface-piercing and submerged cases were tested. The numerical prediction was generally in good 
agreement with experimental results except resonance regions. The comparison was improved after 
including viscous or material damping effects. It is shown that the buoy/membrane system can be a 
very effective wave barrier if it is properly designed. 

INTRODUCTION 

A flexible membrane can be used as a portable and sacrificial breakwater, containment 
boom, underwater screen (Huygens et al., 1994), and silt curtain (Sawaragi et al., 1989). It has the 
advantage of being lightweight, inexpensive, reusable, and rapidly deployable. Since it can be 
easily removed, we expect minimum environmental impacts on various coastal processes. Using 
inflatable buoy, it can be air-dropped and self-erected. Its shape and mass can be easily controlled 
by filling with air or water optimized for various sea conditions (e.g. Ohyama et al., 1989; 
Broderick & Jenkins, 1993; Zhao, 1994). In this paper, we will particularly focus on the use of 
floating or submerged buoy/membrane as a breakwater (Thompson et al., 1992). 

Most floating breakwaters proposed so far (e.g. Seymour & Hanes, 1979; Sollitt et al., 
1986; Isaacson et al., 1994) have been relatively transparent to the incident wave field especially in 
the long wave regime. In order to improve the performance in long waves, it is necessary for the 
structure to occupy a major fraction of the water column. In view of this, numerous flap-type or 
elastic-beam breakwaters have been investigated but they were not greatly successful primarily due 
to the motion-induced waves in the lee side. The effectiveness of this kind of vertical breakwaters 
was improved by tuning structural responses (Sollitt et al, 1986; Evans & Linton, 1991; Abul Azm, 
1994) or by adjusting structural flexibility (Lee & Chen, 1990; Williams et al., 1991,1992) and 
porosity (Wang & Ren, 1993). 

1 Associate Prof., Dept. of Civil Engrg, Texas A&M Univ., College Station, Texas, 77843 
2 Prof., Dept. of Civil Engrg., Texas A&M Univ., College Station, Texas, 77843 
3 Res. Asst. Dept. of Civil Engrg., Texas A&M Univ., College Station, Texas, 77843. 
4 Res. Asst, Dept. of Civil Engrg., Texas A&M Univ., College Station, Texas, 77843. 
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In Kim & Kee (1996), the wave interaction with a tensioned vertical flexible membrane 
hinged or elastically supported at the seabed and the mean free surface was considered. Both 
analytic and numerical solutions were developed and used to assess the performance with varying 
various parameters such as membrane tension, length, mass, and mooring stiffness. It was found 
that almost complete reflection was possible despite large vertically-sinusoidal membrane motions 
which tended to generate only exponentially decaying local (evanescent) waves in the lee side. 
Consequently, the efficiency was in general higher than conventional floating breakwaters. The 
overall performance, however, depended on the magnitude of membrane tension and types of 
boundary conditions. 

In Kee & Kim (1997), more practical buoy-membrane systems were considered. A special 
two-domain boundary element method was developed to solve the interaction of a rigid buoy and 
flexible membrane with regular waves. It was observed that diffracted and radiated waves by a buoy 
tended to diminish the efficiency of the membrane-alone case. However, it was shown that the 
practical system with a floating buoy can still be highly efficient if it is properly designed. 

To validate the numerical results of Kee & Kim (1997), a series of experiments were 
conducted in a 35-m long, glass-walled two-dimensional wave tank at Texas A&M University. Two 
different models were tested both in regular and irregular waves. Reasonable agreement was 
observed between theory and experiment. The representative results of this experimental study are 
reported in this paper. 

Key Words: flexible membrane, floating breakwater, submerged breakwater, potential theory, 
hydroelasticity, two-domain BEM, performance evaluation, model experiment 

THEORY AND NUMERICAL METHOD 

The interaction of a buoy/membrane wave barrier with long-crested monochromatic waves 
is solved in the context of potential theory. Buoy and membrane motions are assumed to be uniform 
in the longitudinal direction thus allowing two-dimensional analysis. It is also assumed that wave 
and membrane motions are small so that linear theory may be applicable. For analysis, the 
Cartesian coordinate system with the origin on the mean free surface and the y axis positive 
upward is used. Assuming ideal fluid and harmonic motion of frequency CO, the velocity potential 

can be written as <$>(x,y,t) = Re[^(x,y)e"°']. The velocity potential of a monochromatic 

incident wave of amplitude v4 and wavenumber k, propagating in the positive x direction is given 
by 

-igAcoshk(y + h)  fa 

co        cosh kh 
where co2 = kgtanhkh with gand h being the gravitational acceleration and water depth, 

respectively. The complex disturbance velocity potentials, cj\ and ^ , in two fluid domains I and II 

(see Figure 1) satisfy Laplace equation V2$ =0,(1 = 1,2) and the following linearized free- 

surface (Tp), bottom (Tj), and radiation conditions: 

, deb. 
-co2<h+g^r = o (onrF) (2) 
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fe(!±*x||) = 0(«r.) 
where n= (nx ,n ) is the unit outward normal vector. 

(3) 

(4) 

b2 

Figure 1. Computational domain. 

Under large initial tention, we assume, for simplicity, that the membrane is inextensible 
and the heave motion of the buoy is negligible. Then the boundary condition on the buoy is 

-^+i(Q{Wix + rhng} + 8Il — • 0 (on r„> (5) 

where S is the Kronecker delta function, and ng = xny - ynx . The symbols 7fl and r^ represent 

complex sway and roll responses respectively. In addition, the disturbance potentials must satisfy 
the following linearized kinematic and dynamic boundary conditions on the membrane surface: 

fl(ri+rt»   ty 

d^ pico 

*/ + **-   T 

3c 
= -ia>% 

(on r„) 

(6) 

(7) 

in which X = CO-Jm/ T with T and m being the membrane tension and mass per unit length, 
respectively. In (6) and (7),  p  is the fluid density, and the harmonic membrane motion 

E(.M) = RQl^iy)^"" ] • The dynamics of the tensioned membrane is modeled as that of the 
tensioned string which satisfies one-dimensional wave equation. Unlike rigid body hydrodynamics, 
the body boundary condition on the flexible membrane is not known in advance. Therefore, the 
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membrane motions and velocity potentials need to be solved simultaneously. If buoy is submerged, 
the continuity of pressure and normal velocity must be satisfied along the fictitious vertical 
centerline above buoy: 

*=*'f = -f*I> (8) 
To solve the above boundary value problem, a two-domain boundary element method using simple 
sources along the entire boundary is developed. The details are given in Kee & Kim (1997). Two 
auxiliary vertical boundaries (1^,) and (Tc2) are located sufficiently far from the membrane such 
that the radiation condition (4) is valid. The discrete membrane equation is given in the following 
form: 

pico(t0J + *, - <t>2j.)l} - Tj(.^)j + 7}+1(|b,+1 = -mlja>% (9) 

where 

The symbol /; is the length of the j-th segment, and A^. = . The geometric boundary 

conditions at the seabed and the top connection point (0,-R) are 

£ = 0 at z = -h,   | = ti + Ri^ at z = -R (10) 
The equation (9) can in principle be solved for variable tensions. In the present study, however, we 
assume that the initial tension T is much greater than membrane weight or dynamic tension thus 
can be regarded as constant. The sway-roll coupled equation of buoy motion is given by 

M(-a>1)X = Ft-(KHS+Km)X-FT+FD (11) 

where -A!" = I ??[ 7jU . M=buoy mass matrix, KHS =hydrostatic restoring coefficients, 

^Tm=mooring stiffness, i7
p=potential force, FD =linearized drag force, and  Fr=force at the 

connection point. The force FT caused by membrane tension can be either restoring force or 
excitation. The detailed expression of these variables is given in Kee & Kim (1997). 

EXPERIMENT 

In order to validate the theory and numerical procedure developed in the preceding 
section, we conducted a series of experiments using a two dimensional wave tank (37-m long, 0.91- 
m wide, and 1.22m deep) equipped with a dry-back, hinged flap wave maker capable of producing 
regular and irregular waves (see Figure 2). The wave elevation was measured with a resistance 
wave gauge having an accuracy of ±0.1 cm. A probe measuring incident and reflected wave 
heights and another probe measuring the transmitted wave heights are placed at 9.14m and 24.38m 
from the wavemaker, respectively. The wave barrier model was placed at 18.29m from the 
wavemaker between the two probes. Regular waves were generated by a user-defined time-voltage 
input to the wave maker. The wave period range used in our experiments was from 0.7 to 2.5. The 
wave heights used in the experiments range from 3cm to 6cm. 
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Figure 2. Wave tank and experimental set-up. 

A sinusoidal regular wave was generated with the beginning and end of the series 
attenuated in amplitude. Two models were constructed for the present study. The buoy of model I is 
relatively small and heavy and made of PVC pipe. The buoy of model II is relatively large and light 
and made of foam wrapped by plastic sheet. The models consisted of a flexible membrane 
suspended from a cylindrical buoy and hinged at the sea floor. The flexible membrane was made of 
a thin stretching-resistible plastic material resembling a plastic tarpaulin. The total length of the 
buoy with side caps was 86cm. The membrane was attached to the bottom by clamping it between 
two angle irons which were fastened to the bottom. Four (type 1) or eight (type 3) taut mooring 
(two at each end) lines are used and they consist of unstretchable steelon-nylon wire that can resist 
up to 534N and a spring near the bottom connection. When mooring type 3 is used, two taut cables 
having the same anchoring point are connected to the side and bottom of a buoy, respectively. The 
stiffness of each spring was measured by applying static loads. The stiffness per length was found 
to be piece-wise linear as displacement increases. To avoid being slack, each mooring line is 
slightly pre-tensioned. Table 1 and 2 summarize the principal characteristics of the model I and II 
used in the experiment. The signal of the incident wave train was obtained (see Figure 3a,b) as it 
passed the probe toward the membrane breakwater. Then, the reflected wave train was recorded as 
the reflected waves pass the probe again in the opposite direction. After averaging the wave heights 
for the incident and reflected, and transmitted wave trains, the reflection coefficient Rf and 

transmission coefficient  Tr can be calculated from the ratio of the averaged reflected and 
transmitted wave height to the averaged incident wave height. 
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TABLE 1. Particulars and Experimental conditions for Model I 

Surface Piercing Submerged 
System System 

Density of PVC buoy 1690 kg/ m2 1690 kg/m2 

Radius of Cylindrical Buoy 10.65(cm) 10.65(cm) 
Thickness of Cylindrical Buoy 0.6(cm) 0.6(cm) 
Buoy weight per unit length 6.6 kg/m 6.6 kg/m 
Water depth 54.94 cm 66.45 cm 
Buoy Draft 11.50 cm 
Location of mass center from S.W.L. -0.85(cm) -12.25(cm) 
Wave amplitude range without mooring 3-2 (cm) 2(cm) 

with mooring 2.5-1.5(cm) 2(cm) 
Wave Period 0.74-2. l(sec) 0.82-2.5(sec) 
Mooring line stiffness (average) 1.65 kg/cm 1.65 kg/cm 
Initial tension of mooring line 1.81 kg/cm 1.81 kg/cm 
Mooring angle (degrees) type 1. 33° 33° 
Clearance 1.6 (cm) 
Mooring attachment point from S.W.L. -0.85 (cm) -12.25(cm) 

TABLE 2. Particulars and Experimental conditions for Model II 

Surface Piercing Submerged 
System System 

Density of Cylindrical Buoy 42 kg 1 m2 42 kg/ m2 

Radius of Cylindrical Buoy 17.5(cm) 17.5(cm) 
Thickness of Cylindrical Buoy 14.5(cm) 14.5(cm) 
Buoy weight per unit length 3.9 kg/m 3.9 kg/m 
Water depth 70.0 cm 90.0 cm 
Buoy Draft 25.75 cm 
Location of mass center from S.W.L. -8.25(cm) -28.25(cm) 
Wave amplitude range without mooring 3-2 (cm) 2(cm) 

with mooring 2.5-1.5(cm) 2(cm) 
Wave Period 0.69-2.0(sec) 0.78-2.0(sec) 

Random Wave Spectrum(Jownswap y = 1)     1/50 scale Hlft = 1.5m, Tp = 6.5 sec 

Mooring line stiffness (average) 1.28 kg/cm 1.28 kg/cm 
Initial tension of mooring line typel 2.00 kg/cm 2.00 kg/cm 
Initial tension of mooring line rype2 2.50 kg/cm 2.50 kg/cm 

Mooring angle (degrees) type 1. 40.2* 40.2° 

Mooring angle (degrees) type 2. 23.4° 23.4° 
Clearance 10.75 (cm) 
Mooring attachment point from S.W.L. -8.25 (cm) -28.25(cm) 

(typel) 
Mooring attachment point from S.W.L. -25.75 (cm) -45.75(cm) 

(type2) 
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Reflected and transmitted waves were repeatedly reflected from the wave maker and 
beach as time goes on. In order to minimize the effects of multiple reflection, the fixed single probe 
method was adopted in favor of moving single probe method and three-probe method (Isaacson, 
1991). It is shown in Hagen (1994) that the present method is more reliable than the moving or 
three-probe methods when nonlinear phenomena or multiple reflections exist. In most of our 
surface-piercing-buoy experiments, the errors estimated from the energy relation were kept within 
10%. The difference can be attributed to viscous, gap, and nonlinear effects, and mooring/material 
damping etc. 

RESULTS AND DISCUSSION 

The boundary element program developed as described in the preceding section was used 
to predict the performance of surface-piercing or submerged buoy-membrane wave barriers. The 
computational domain is defined as in Figure 1. The error was calculated from the energy 

conservation relation R2
f + T? = 1. It is seen that the errors uniformly decrease as the number of 

segments is increased. 
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Figure 3. (a) Incident and reflected, and (b) transmitted wave packet for wave period 1.08 sec. 

Figure 4 shows comparison between the numerical results and measurements for a 
surface-piercing buoy/membrane breakwater (model I) without mooring lines. In this experiment, 
both small and large amplitude waves were used to see the sensitivity to wave heights. As can be 
seen in the figure, experimental data agree well with the present numerical results. As expected, 
smaller-amplitude waves correlate better with the linear wave-body-interaction theory. The 
discrepancy for large-amplitude waves can mainly be attributed to nonlinear effects since it is more 
pronounced in the high-frequency region. The experimental results satisfied the energy 
conservation with less than 8% error in the whole frequency range. To account for viscous and 
material damping effects, 2.5% of the sway and roll critical damping of the cylinder as well as 0%, 
2.5%, and 5% of membrane critical damping was included in the cylinder and membrane equations 
of motions. The results are also plotted in Figure 4. As can be seen in this figure, its effect is not 
significant in the wave frequency range considered, which is not surprising because the relevant 
Keulegan-Carpenter (KC) number is smaller than 1. 
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Figure 5 shows the result of the same case (model I, surface piercing) except that the buoy 
is moored by a pair of weakly pre-tensioned springs (type 1) located at both ends of the cylinder. As 
mentioned earlier, the spring exhibited piece-wise nonlinear behavior, and thus the averaged 
stiffness was used in this computation. The computed results correlate well with the measured data 
except for the resonance region characterized by the sharp increase of the reflection coefficient. The 
discrepancy near resonance can mainly be attributed to the increased viscous and nonlinear effects. 
Actually in this case, we observed large buoy and membrane motions in the experiment. To assess 
the effects of increased damping due to viscosity and mooring lines, the same damping parameters 
as in Figure 4 were used in the motion calculation and the results are also shown in Figure 5. It is 
seen that viscous effects are increased near the resonance region. 

In Figure 6, the experimental results for a moored (type 1), submerged wave barrier 
(model I) are compared with numerical prediction. The overall correlation of the potential theory 
with experiment is somewhat worse than the surface-piercing cases, indicating that viscous or 
material damping effects play a more important role for submerged breakwaters. The experimental 
results do not accurately satisfy the energy relation because of the increased viscous and nonlinear 
effects. In addition, we observed, especially for short waves (or large kh), mild wave breaking 
above the buoy surface, which can also contribute to energy loss. To see the viscous effects more 
clearly, we first included the sway drag force on the cylinder through Morison's formula as 
explained in the preceding section with 5% roll damping ratio. We can see in the figure that its 
effect is small. To have further insight, we also presented the cases in which the sway and roll 
damping ratios of the cylinder are 5%, and membrane damping ratio is increased from 0% to 5%. 
It tends to lower both reflection and transmission coefficients except near kh «2.8, where reflection 
increases. The new results with viscosity tend to correlate better with measured data. 

Since the buoy of model I is relatively small and heavy, its wave-blocking performance is 
not very impressive. For comparison, the performance of a similar system with larger and lighter 
buoy (model II) was also tested and compared with numerical prediction. Figure 7 shows the 
performance of the model II without mooring for various kh values. Figure 8 shows the 
performance of the same system with type 3 mooring lines. In both cases, the predicted results 
agree well with measured data except the resonance region, where nonlinear effects can be 
significant. It is also seen that the efficiency in long waves can be significantly enhanced by adding 
mooring lines. The efficiency for kh>3 is very high regardless of the presence of mooring lines. 

Figure 9 shows the performance of the submerged system (model II) with type-3 mooring 
in regular waves. Compared to the surface-piercing case, the efficiency in long waves is greatly 
enhanced, while that in short waves becomes poor. The predicted results again correlate reasonably 
with measured data. The results of Figure 8 and 9 indicate that high performance can be achieved 
for a variety of wave conditions if the submerged and surface-piercing systems are combined. 
Finally, In Figure 10a, the performance of the surface-piercing model II in irregular waves is 
shown. As a typical operational condition in a partly protected sea, a two-parameter Pierson- 
Moskowitz spectrum with significant wave height=1.5m and peak period=6.5s was selected. We 
can see that the transmitted wave spectrum is greatly less than the incident wave spectrum. In this 
experiment, due to the accumulated multiple reflection from both wave maker and beach, the 
duration of the time series cannot be long. Therefore, five different time series of 180-s duration 
were generated and the averaged spectra were presented in Figure 10a. Figures 1 la,b show the 
typical time series of wave elevation recorded by wave probes 1 and 3. Figure 10b shows the 
performance of the submerged system in irregular waves. For this plot, four different time series are 
averaged. One of such time series is shown in Figure llc,d. 
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kh 

Figure 4. Comparison of the present numerical results with measured data for a surface-piercing 
membrane breakwater (model I) without mooring lines. Num. R^ and Tr ( ), Exp. with 

small wave amplitudes{ Rf (O), Tr (A)}, Exp. with large wave amplitudes! Rf(o), Tr(A)}. 

Additional lines are for 2.5 % sway and roll damping ratio of the cylinder and membrane damping 
ratio of 0%( ),2.5%( ), and 5.0% ( ). 

Figure 5. Comparison of the present numerical results with measured data for a surface-piercing 
membrane breakwater (model I) with type 1 mooring. Num. Rf and Tr ( ), Exp.{ 

Rj-(O), Tr(A)}. Additional lines are for 2.5 % sway and roll damping ratio of the cylinder and 

membrane damping ratio 0 % ( ), 2.5%(- ), and 5.0 %( ). 
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Figure 6. Comparison of the present numerical results with measured data for a fully submerged 
membrane breakwater (model I) with type 1 mooring. Num. Rf and Tr i ), Exp.{ Rj-(O) 

, Tr (A) }. Circles (°) represent the results for which Morison equation for sway and 5 % roll 
damping ratio of the cylinder are used. Additional lines are for 5 % sway and roll damping ratio of 
the cylinder and membrane damping ratio of, 0 % (• ), 2.5 % ( ), 5.0 %( ) 

kh 

Figure 7. Comparison of the present numerical results with measured data for a surface-piercing 
membrane breakwater (model II) without mooring lines. Num. Rf and Tr ( ), Exp. { 

Rf (O), Tr (A) }. Additional lines are for 5.0 % sway and roll damping ratio of the cylinder and 

membrane damping ratio of 5.0% ( ), and 10.% ( ) 
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Figure 8. Comparison of the present numerical results with measured data for a surface-piercing 
membrane breakwater(model II) with type 3 mooring. Num. Rf and Tr ( ), Exp.{ Rf(0) 

,  7^.(A) }. Additional lines are for 5.0 % sway and roll damping ratio of the cylinder and 
membrane damping ratio 5.0 % (• -), 10. %( >. 
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Figure 9. Comparison of the present numerical results with measured data for a fully submerged 
membrane breakwater (model II) with type 3 mooring. Exp. {Rf(0), Tr(A) }, Num. Rf and 

Tr for sway and roll damping ratio of the cylinder and membrane damping ratio of 0 % (  
), 5.0 % ( •), 10.0 % ( }. 
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FIG. 10. The spectra of incident (- ") and transmitted (• 
surface -piercing model II (a) and a fully submerged model II (b). 

) irregular waves for a 
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FIG. 11. Time series of incident (a) and transmitted (b) waves for a surface-piercing model II, and 
incident (c) and transmitted (d) waves for a fully submerged model II 
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CONCLUDING REMARKS 

The interaction of waves with a tensioned, inextensible, vertical flexible membrane hinged 
at the sea floor and attached to a rigid cylindrical buoy at its top, was solved in the context of two- 
dimensional linear wave-body interaction theory. Both submerged and surface-piercing 
buoy/membrane system were considered. A boundary element program was developed based on a 
discrete-membrane dynamic model and simple-source distribution over the entire fluid boundaries. 
A two-domain BEM was employed since the membrane is infinitely thin. Membrane motions and 
velocity potentials were solved simultaneously because the body-boundary condition on the 
membrane is not known in advance, The accuracy and convergence of the developed program were 
verified through comparison with analytic solutions. 

To verify the numerical results, a series of experiments were conducted with two different 
models, in the two-dimensional wave tank. For each model, both surface-piercing and submerged 
cases were tested. The model I with a small buoy was efficient only for limited wave frequency 
bands, while the model II with larger and lighter buoy performed well for a wider range of wave 
conditions. The model II successfully reduced the sea state 3-4 to sea state 2. It was also found that 
submerged systems can be effective in blocking long waves, while surface-piercing systems,are 
more effective for larger kh values. The numerical prediction was generally in good agreement 
with experimental results except resonance regions. The comparison was improved after including 
viscous or material damping effects. 
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CHAPTER 163 

An Improved Design Method for the Riprap 
of Earthfill Dams of Large Reservoirs 

Jean-Pierre Tournier1, Pierre Dupuis1, Raymond Ares 

Abstract 
Since impounding of the various reservoirs of the La Grande Complex in 

northern Quebec, the riprap of several dams and dykes suffered some damage 
during the fifteen-year period which followed. A mandate was given to the Societe 
d'energie de la Baie James (SEBJ) in January 1992 to review the riprap design and 
evaluate the necessary repairs. The paper focuses on this work. An improved 
design method, for the riprap of earthfill dams of large reservoirs, is proposed based 
on four years of intensive studies and fifteen years of field data. Large scale model 
tests with irregular waves completed the studies. 

Introduction 
The construction of the various structures on the La Grande Complex (Phase 1), 

in northern Quebec (figure 1), was done over a period of twelve (12) years between 
May 1973 and December 1985. 

The project required the building of 215 embankment dams and dykes along 
with three powerhouses producing 10 000 megawatts and had a total cost of 13,7 
billion dollars (Canadian). Since the filling of the reservoirs, which took place 
between 1978 and 1983, the upstream protection of some structures underwent 
damage and had to be repaired. Until 1992, a total of 19 structures required work 
varying from minor repairs to repeated dumping of rockfill on the upstream slopes. 

In January 1992, La Societe d'energie de la Baie James (SEBJ) was mandated 
by Hydro-Quebec to review the overall design of riprap, taking into account the 
actual condition of the dams and dykes on the Complex and to estimate the work to 
be done using existing techniques. To fulfill its mandate, SEBJ conducted 
extensive field measurements, including wind and wave measurements on four 
reservoirs and large scale model tests of various repair schemes using irregular 
waves. This paper focuses on riprap design and repair. Revaluation of the design 
wave with a revised wave hindcast formula is presented by Dupuis et al. (1996), 
while large scale model testing of the repairs is described by Mansard et al. (1996). 
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Figure 1. La Grande Hydroelectric Complex 

Original riprap performance 
The results of extensive studies indicate that the riprap of most of the 

embankments has performed satisfactory since reservoir filling. In general, the 
most important damage was caused by the presence of fine material in the riprap. 
In a few cases, when systematic repairs were required, the riprap was undersized 
because the wave height was underestimated in the original design or the riprap 
specifications were sometimes relaxed during construction. Experience has shown 
that the use of graded riprap evaluated with the median mass M50 increases the risk 
of having local areas of undersized riprap. Of the 215 earth structures, seventeen 
needed general repairs. 

According to the findings, coarser riprap with a narrow gradation was specified 
for repairs with a strict control on the minimum size to eliminate any contamination 
by fine material. 

Repair work 

The decision to do repair work on a given structure is based on the present 
condition of the structure, the historical performance of the riprap and on the 
requirement that the in-place riprap meets the dimensions required. Dams and 
dykes with steep slopes, in general, were treated with special attention due to their 
importance and the fact that the mode of failure of the riprap was more severe and 
rapid and could cause sliding or sloughing of the crest. Damage observed on 
structures with flatter slopes and adequate protection was generally limited and 
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evolved slowly. 
Structures which had adequate protection but had minor local damage associate 

with weak zones needed maintenance or local repairs. The local repairs consisted 
essentially of repairing the damaged or weak zones by rearranging the existing 
stones and adding stones of appropriate size. In cases where the structures had 
generalized damage and the riprap was, in whole or in part, undersized, systematic 
repairs were done. The design and repair techniques were verified and optimized 
with large scale model tests at the National Research Council of Canada (NRC) that 
reproduced the natural conditions found on the reservoirs. 

Figure 2. Typical systematic repairs (1) 

Figure 3. Typical systematic repairs (2) 
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The method retained for systematic repairs consisted of dumping the riprap 
from the crest (figure 2) or on the slope, one meter above the maximum water level 
(figure 3), depending on the required quantity and the width of the berm. 

This berm was then cut back with a backhoe and the rockfill rearranged down to 
1 meter below the maximum water level. When required, the freeboard was 
heightened by adding a layer of rock to form a cap-like protection (figure 4). 

Figure 4. Systematic repairs at the Dam KA-03 with heightened freeboard. 

At the end of 1997, more than two million tons of riprap will be placed on some 
fifty embankment dams and dykes, ranging from minor to systematic repairs. The 
know-how acquired during the execution of this mandate enabled new concepts to 
be elaborated regarding riprap design. This new approach was also verified in the 
field and lab, with tests on large scale models. 

Design considerations 
The following well-known Hudson formula is used to evaluate the mass that 

should resist a certain wave height for specific conditions such as embankment 
slope and rockfill characteristics: 

Pr     Hi M = 
K(Sr-if cot a 

[1] 

with M the rockfill mass in kg, pr the rockfill mass density in kg/m , Sr the 
rockfill specific density, cot a the slope, Hs the significant wave height and K the 
stability coefficient. 

Recently, Van der Meer (1988) proposed elaborate equations for irregular wave 
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climates with various types of wave attack (spilling, plunging or surging). 
However, for the worst wave conditions these equations can be reduced to the same 
form as the Hudson formula. Along with the required parameters (slope of fill, 
mass and density of the rockfill), the formula which gives the mass as a function of 
the wave height contains a stability coefficient K which takes into account all other 
factors and corresponds to a safety factor. In the literature, this coefficient is known 
as Ki or K„ according to different conditions. If all the physical and geometrical 
parameters are fixed, the calculated resisting mass corresponds to a value for the 
stability coefficient. 

For a given test, if the mass is "unique", that is, if all the blocks are identical (as 
was the case for Hudson's tests) the definition of this coefficient is straightforward 
and unique (Ka). On the other hand, when mass variation is allowed within the 
riprap, it is common practice to define this coefficient (Kn) for the average mass 
M50. However, if all other parameters are constant, each mass can be considered to 
be associated to a given value of the stability coefficient. Therefore a variation in 
mass, in effect, translates into a variation in the stability coefficient which is 
inversely proportional to the mass (figure 5). 

M. Pr 
K (S -1) col a 

H: 

/'Ami- a! and geometrical parameters are fixed 
<*   Vf • A = Constant 

Figure 5. Schematic representation of the relation between M and K 

By using this approach, the variations in the mass according to the different 
methods can be represented in terms of the variations in the stability coefficient 
equivalent (figure 6). It can be noted that a wide range in the variation of the mass, 
as in the case for well graded riprap, implies that a large portion of the rockfill has a 
stability coefficient above 5,0, and can reach 9, 10 or even 17,6 depending on the 
case and corresponds to the fine part of the riprap. This confirms the results of our 
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studies that the damage was due mainly to the presence of fines and to our approach 
of using graded or uniform riprap. 

£ SPM84 

r—t- 

SPM77 

84 

1.25 Hs 

SPM77 

SPM84  1.25 Hs 

5 10 15 
Equivalent K factor 

20 

Figure 6. Effect of gradation on the equivalent K coefficient 

Therefore, for the design, we should determine an acceptable lower limit of the 
mass, that is an upper limit to the stability coefficient which will resists a given 
wave height with an acceptable damage index value.   In common practice, the 
damage index   S  is defined as follows: 

A 
S = 

D1 Mso = pA [2] 

where A is the eroded cross-section area and Dn the nominal stone diameter. 
For the evaluation of this upper value of the stability coefficient, a new damage 

index is proposed, based on the minimum mass: 
A , 

S = -tf— Mmin = PrDn.nin [3] 

The ratio of damage between the two indexes, for a given area of damage, is: 

s [4] 
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Practically, a value of S equal to 2,5 is considered as the beginning of damage 
while a value of 5 is defined as tolerable damage. The results indicate that beyond 
values of 7 or 8, the damage rate tends to accelerate and can lead to major damage. 
It should be noted that the condition S= 2,5 or 5,0 is more severe than the 
condition S=2,0 or 4,0 generally used. 

Tests conditions 
SEBJ designed test cases for 

riprap that could withstand events 
with a significant wave height of 
2,5 m with an accepted degree of 

damage (5 = 5). Large scale tests 

(15:1) were performed by the 
NRC for two different slopes 
with irregular waves. In the first 
phase, irregular wave trains were 
generated with spectral characte- 
ristics similar to those measured 
in the reservoirs and tests were 
conducted to check if observed 
damage could be reproduced. As 
can be seen on figure 7, similar 
damage zones indicate that the 
tests were conclusive. 

Preliminary large scale model 
tests allowed a stability 
coefficient value of 3,5 to be used 
by SEBJ. Typical wave trains 
were generated following 
analysis of wave records gathered 
at the site. For both steep (1,8:1) 
and flat (2,25:1) slopes the 
minimum rock mass was 
calculated using formula [1]. The 
rock mass gradation was 
specified with a ratio, between 
maximum and minimum mass 
equal to 2,5. 

TOonr* 

Scale Model 
Figure 7. Comparison of damage 
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The riprap layer thickness is given by: 

d< = 2A°      D»=itt; [5] 

with dc the depth of cover and Q a form factor taken to be 0,6. Gradations of 2,4 
and 2,9 were realized respectively for steep (CTR) and flat (CTD) slope tests. 
There were three different levels of attack. The riprap thickness (dc) was taken as 
the average thickness of the riprap within the zone of influence, that is 5 meters 
above and below the level of attack which was 2 times the target design wave 
height. Other tests (CTRU, CTDU) were performed with uniform blocks 
{MmaJMmin < 1,2) to confirm that the minimum mass was a key parameter for 
graded riprap design. Finally, some tests were conducted to verify the influence of 
a greater ratio between M•,, and M•, (up to about 9 which could occasionally 
occur in the field) on the performance of riprap designed according to this new 
approach. 

Results 
As a first step, SEBJ designed tests with a stability coefficient K=3,5 applied to 

the minimum mass for an accepted degree of damage (5=5). A graded material 
(Mma/Mmin around 2,5 to 3,0) was specified for the riprap and two different slopes 
were tested. The data, obtained from the tests, was as follows: 

Test Slope 
[H:V] [kg] 

Mso 
[kg] [kg] 

MniaxfMfnin OctiJntmin iJD^P 

CTR 

CTD 

1,80 

2,25 

1515 

1023 

2585 

2052 

3686 

3007 

2,43 

2.94 

2,6 

3,1 

2,2 

2.5 
(*} Mean value at intermediate level. 

The rockfill mass density is 2710kg/m3 and the theoretical values of Hs, 
according to equation [1] are respectively 2,60 and 2,46 for steep and flat slopes . The 
results, as shown on figure 8, represent the variations in the equivalent coefficient K 
obtained as a function of the damage index after 4 cycles of waves for a given Hs 

applied to the intermediate level for steep and flat slopes. After 4 cycles, or about 
5000 waves, the level of equilibrium was obtained, at least, up to a damage index 5=4 

or 5=6. For these conditions, a linear variation in the equivalent coefficient K can 
be noted for the same reference mass (minimum, median or maximum) as a function 
of the damage index. Similar results are obtained for different attack levels. 
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Steep slope   1,8:1 

15|- 
m$(DU< 
L2S(D2

nj. 
[HJ 
{HJ 

0 5 10 
Equivalent K coefficient 

Flat slope   2,25:1 

15 

«o   10 
x u 

1 
1) 
BO a 
B a 
Q 

U3S(D!
nJ {HJ 

{3,02] 

*fc m M. A/. 

ih—f-/    ^9} 

12,49] 

0 5 10 
Equivalent ^ coefficient 

Figure 8. Relation between K and S 

These results were obtained using a graded riprap with a tolerance for the rockfill 
of MmaJMmin = 2,4 and 2,9. In order to verify if this tolerance had an influence on the 
upper limit obtained for the coefficient K, similar tests with uniform rock equal to the 
minimum mass were performed. The data, obtained for the tests, was as follows: 

Test Slope Mm in Mso Mmax «Wmax*Mmin (*c'^n,min dJDn,so
n 

[H:V] |kR] [kRl [kR] 

CTRU 1,80 1499 1596 1681 1,12 2,6 2,6 

CTRUM 1,80 1499 1596 1681 1,12 2.1 2,0 

CTRU5 1,80 2342 2552 2913 1,24 2.2 2,1 

CTDU 2,25 1154 1252 1340 1,16 3,0 2,9 

CTDUM 2,25 1154 1252 1340 1,16 2.1 2,0 

Mean value at intermediate level. 
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Figure 9 shows the variation in the equivalent coefficient K obtained as a function 
of the damage index after 4 wave cycles for tests with uniform material and the 
equivalent test with graded material. 

Steep slope 1,8:1 Flat slope 2,25:1 

«*    10 

1 
u 
00 

M. * 

I 3 

jtd 

O 

Mt 

r~|CTD 

• CTDU 

• CTDUM 

0 5 10      °0 5 10 
Equivalent K coefficient Equivalent K coefficient 

Figure 9. Comparison between graded and uniform material 

The values obtained for K with tests on material with a uniform mass are com- 
parable to the corresponding values for the minimum mass for tests with graded 
material or slightly superior for low values of the damage index and a steep slope. 
These results indicate that the minimum mass controls the resistance of the riprap for 
these gradations. It can be noted that a uniform material test (CTRU5), on a steep 
slope, with a larger minimum mass (2342 kg in comparison to 1499 or 1515 kg) 
shows the same trend. In the same way, the apparent discrepancy of test CTDUM on 
a flat slope is explained by the influence of the riprap thickness (dc/Dn.mtn = 2,1 in 
comparison to 3,0 or 3,1). The results confirm that a thicker riprap is more resistant. 

Finally, in the field, it is difficult to keep a ratio Mmax/Mmin lower or equal to 3,0 
as specified. Experience has shown that a ratio between 4 to 6 can be readily 
obtained. So tests on steep slopes were conducted to verify the influence of such a 
ratio on the performance of riprap. 
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The data, as obtained for these tests, was as follow: 

Test Slope 
[H:V] [kg] [kg] 

Mmax 

[kg] 
MmaxJiVlmw f*c'L}n,min dc/Dn,s„m 

CTR3 

CTR4 

1,80 

1,80 

854 

543 

2498 

2606 

4323 

4725 

5,06 

8,70 

3,1 

3,6 

2,2 

2,1 

(,) Mean value at intermediate level. 

The results of these 
tests (CTR3 and CTR4) 
are shown on figure 10, 
along with the results 
of the other tests on 
steep slopes, as a 
function of equivalent 
coefficient K obtained 
with minimum mass to 
damage index S also 
according to a mini- 
mum nominal diameter. 
The K values obtained 
from tests with a ratio 
MnaJMnin up to 5,1 are 
almost identical, and 
superior for CTR4 test 
with a ratio equal to 
8,7. The higher value 
is due partly to a 
relative larger thickness 
(d</Dn,min = 3,6 in com- 
parison with a mean 
value of 2,6) and also 
due to the more severe 
conditions imposed on 
a well graded material using 
minimum mass. In fact, back 
calculations indicate that the 

0      1-75      3.5       5 10 
Equivalent K coefficient (MmJ 

Figure 10. Relation of K versus S for all tests 
(steep slope) 

performance of CTR4 corresponds approximately to the resistance of Mw. So the 
use of a minimum mass approach is a conservative approach and finer material of at 
least   10% can be tolerated without much effect on the required resistance. 
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It is generally accepted that a damage index, based on the median mass, of 2 or 3 is 
considered as no damage and that a value of 4 or 5 is a level of acceptable damage. 
Using the minimum mass approach, a damage index value of 2,5 and 5 respectively 
is recommended to define the limits of no damage and acceptable damage, which, 
in terms of median mass, translates into values less than to 2 and 4. 

Figure 10 represents the variation of the stability coefficient as a function of the 
damage index using the minimum mass approach for all the tests done on a steep 
slope with a minimum acceptable riprap thickness of two layers. The upper limit 
obtained for the coefficient K, which allows for the calculation of the minimum 
mass, is 3,50 (as predicted) for tolerable damage and 1,75 for no damage. The test 
results on flat slopes are quite similar and confirm the values for the coefficient K. 

To sum up, the riprap design for the tests was based on the coefficient K = 3,5 
for the minimum mass with a tolerance in the variation of mass MmaJMmin = 2,4 to 

2,9 and an acceptable damage (5 = 5). The results are: 

Tests Hs 

Design              Observed 
Steep slope (1,80:1) 
Flat slope (2,25:1) 

2,60                    2,61 
2,46                     2.59 

and confirm that these parameters are justified. 
In terms of design, the choice of the damage index should be related to the 

selected period of occurrence of the maximum wave attack. We recommend the 
tolerable damage for a return period of 1000 years and no damage for a period of 
100 years. 

Conclusion 

Tests results show good behaviour of the riprap layer designed according to the 
approach based on the minimum mass and even some reserve for flat slopes. Tests 
have indicated that protection should extend to 2 times the design wave height 
below the attack level. 

Uniform riprap is at least as resistant as graded riprap and for these gradations, 
stability is controlled by the minimum mass. 

Results of tests and performance of riprap are more easily explained in terms of 
the minimum mass concept. Using this concept, values of 2,5 and 5 are proposed 
for the damage index respectively for the start of damage and acceptable damage. 
Within these boundaries, evolution of the damage index is linear with respect to the 
stability coefficient. 

In accordance with Hudson's original work, the studies showed that a relatively 
uniform riprap performs best, so a ratio of 3,0 between the maximum and minimum 
mass is used for design purposes. In the field, however, it is difficult to preserve 
such a ratio. Experience has shown that a ratio between 4 and 6 can be readily 
obtained and is acceptable.   The Hudson formula is used to obtain the minimum 
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mass of the rock. For the design, the significant wave height is used with a return 
period of 1:1000 years and a stability coefficient equal to 3,5. These values 
correspond approximately to the no damage condition with a 100 year return period 
and a stability coefficient of 1,75. 

Resistance to wave action is a combination of both rock mass and permeability 
of the riprap. Sufficient void volume within the riprap allows for efficient wave 
energy dissipation. Rocks uniformly sized and uniformly graded with sufficient 
thickness achieve this objective. 
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CHAPTER 164 

GEOTEXTILE SYSTEMS IN COASTAL ENGINEERING- an overview - 

Krystian W. Pilarczyk, M.Sc.1 

Abstract 

Geosystems has gained popularity in recent years becau- 
se of their simplicity in placement and constructability, 
cost effectiveness and their minimum impact on the envi- 
ronment. An overview is given on application of the 
existing geosynthetic systems in hydraulic and coastal 
engineering. 

Introduction 

Various structures/systems can be of use in coastal 
engineering, from traditional rubble or concrete systems 
to more novel methods as geosystems and others. There is 
a growing interest both in developed and in developing 
countries in low cost or novel methods of shoreline pro- 
tection particularly as the capital cost of defence works 
and their maintenance continues to rise. The shortage of 
naturl rock in certain geographical regions can also be a 
reason for looking to other materials. 
The geotextile systems as bags, mattresses, tubes and 

containers filled with sand or mortar, and artificial 
seaweed and geotextile curtains, can be a good and mostly 
cheaper alternative for more traditional materials/sys- 
tems as rock, concrete units or asphalt. These new sys- 
tems were applied successfully in number of countries and 
they deserve to be applied on a larger scale. Because of 
the lower price and easier execution these systems can be 
a good alternative for coastal protection and coastal 
structures in developing countries. The main obstacle in 
their application is however the lack of proper design 
criteria. An overview is given on application of the 
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2114 



GEOTEXTILE SYSTEMS 2115 

existing geosystems and reference is made to the design 
criteria. 

Systems and applications 

Geotextile systems utilize a high strengt synthetic 
fabric as a form for casting large units by filling by 
sand or mortar, or as curtains collecting sand. At this 
moment there is a relative large number of products of 
this type on the markt provided by some specialistic 
companies all over the world. 
The following types and applications of geosynthetic 

systems can be distinguised: 
1. Closed forms/units filled with sand, gravel or mor- 

tar: bags, mattresses, tubes, containers 
2. Open-matting bags filled with stone or asphalt 
3. Geotextile forms/moulds sand-filled structures 
4. Geosynthetic sheets for dune reinforcement 
5. Geotextile curtains for shore erosion control 
6. Artificial seaweed mainly for scour prevention 
7. Silt fences with various applications (pollution) 
8. Geocells for surface (slope) erosion control 
9. Geocomposite mats for drainage/erosion control 
10. Traditional applications as geotextile filters 
11. Water- or air-filled dams 
12. Other (unclassified) systems (bearer for blockmats, 

temporary slope protection, landfill covers, cab- 
ling, pins, pipes, connections). 

More informations on these systems can be found in (Pilar 
czyk, 1995, Pilarczyk & Zeidler, 1996) and in references. 

Geosynthetic forms 

Mattresses are mainly 
applied as slope and bed 
protection. Bags are also 
suitable for slope pro- 
tection and retaining 
walls or toe protection 
but the main application 
is construction of groy- 
ns, perched beaches and 
offshore breakwaters. The 
tubes and containers are 
mainly applicable for 
construction of groyns, 
perched beaches and off- 
shore breakwaters. 

Figure 1. Application of bags 

They can form an individual structure conform some fun- 
ctional requirements for the project but also they can be 
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used complementary with 
the artificial beach nou- 
rishment to increase its 
lifetime.Especially for 
creating the perched bea- 
ches the sand bags and 
/or sand tubes can be an 
ideal (often low-cost) 
solution for constructing 
the submerged sill (with 
a low wave loading). 

Some coastal enginee- 
ring concepts are shown 
in Figure 2. Underwater 
breakwaters and sills 
(purched beaches) are not 
easy to construct with 
traditional materials. In 
this respect (sand)tubes, 
although based on the 
same principle, are more 
advanced even by compari- 
son with sandbags, which 
are only 1.0 to 5.0 m3 in 
capacity and are time-co- 
nsuming as concerns both 
manufacturing and instal- 
lation while hydraulic 
filling of tubes provides 
a few hunderds m3 of sand 
in few hours. 
The sand-filled bags and 
/or tubes can be of use 
for constructing of groy- 
ns. Up till now there is 
no reliable design metho- 
ds concerning the functi- 
oning of groyns. When the 
groyne will work satis- 
factorily such groyne can 
be strengthend addition- 
ally (if necessary) to 
get a permanent function. 
If not, the groyne can be 
easily demolished. In 
general, the sand-filled 
structure can be used as 
a temporary structures to 
learn the natural inter- 
actions/ responses, or as 
the permanent  structures 

bunds of sandtubes 
phased reclamation 

^63: ~ 

reclamation works 

sandtube 

original 
beach profile 

containment dike 

polluted dredged 
material 

(Bfi&Rwmw 
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Figure 2.  Coastal applications of geotubes/containers 
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at locations with relatively low wave attack (H<1.5m), or 
as submerged structures where direct wave forces are 
reduced by submergence. The units (if necessary) can be 
interconnected by bars or by creating a special interloc- 
king shape. 

These systems can also be applied in hydraulic/river 
engineering for constructing of spurdikes, guide dams, 
revetments, bottom groins, bottom protection, etc.. As 
other possible applications can be mentioned: containment 
dikes for storage of (contaminated) dredged material, 
dike or dune reinforcement, moulds for artificial sand 
structures, etc. 

The main advantages of these systems in comparison 
with more traditional methods (rock, prefabricated con- 
crete units, blockmats, asphalt, etc.) are: a reduction 
in work volume, a reduction in execution time, a reducti- 
on in cost, a use of local materials, a low-skilled 
labour and (mostly) locally available equipment. 
That means that in most, not too extreme cases/conditions 
the werk can be done by a local contractor under supervi- 
sion of the specialistic experts/company. 

Geocurtains 

There are a number of various applications of geocur- 
tains,  i.e.  silt-  and/or pollution curtains,  guiding 
screens for sediment control in rivers and harbours, fen- 
ces for surface erosion control, etc. 
Information on these systems can be found in references. 
An interesting application for shore erosion control 

is the geocurtain known under the name BEROSIN (Fig. 3). 

Figure 3.   Application 
of geocurtains (BEROSIN) 

The BEROSIN curtain 
is a flexible structure 
made of various woven 
geotextiles which after 
placing by divers near 
the shore and anchoring 
to the bed catches the 
sand transported by cur- 
rents and waves provi- 
ding accretion on a shore and preventing the erosion. The 
horizontal curtain (sheet) can be easily spread (at 
proper sea conditions) by a small workboat and two di- 
vers. The upper (shore-side) edge, equipped with some 
depth-compensated floaters, should be properly anchored 
at the projected line. The sea-side edge is kept in 
position by the workboat. By ballasting some of the 
outside pockets at the lower edge with sand or other 
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materials and with help of divers, the lower edge is 
sinking to the required position. The proper choice of 
permeability of geotextile creates the proper conditions 
for sedimentation of suspended sediment in front/or under 
the curtain and at the same time allowing the water to 
flow out without creating too high forces on the curtain 
and thus, on the anchors. In case of coast of Vlieland 
(NL) , some of the horizontal curtains placed in the in- 
tertidal zone have provided a growth of a beach/foreshore 
of 0.5 to 1.0 m within a week while others within a few 
weeks. It was also recognized that the sheets (curtains) 
can be easily damaged in vicinity of rock due to abrasion 
(one curtain was connected to the existing rock groyne). 
On the other hand, the heads of the existing groynes were 
badly damaged and the beach between the groynes was 
eroded during the storms while the area protected by the 
curtains remainded in proper condition. 

It seems that this system can provide a low-cost mea- 
sure for steering of the morfological processes. However, 
more prototype experiments in various wave climate are 
needed before the final conclusions on the effectiveness 
and durability of this system in various design conditi- 
ons can be drawn. 

The most recent development concerns the application 
of a number of (anchored) floating screens (grids), 
placed in a certain pattern along the sea bed (Huygens et 
al, 1995) . However, the first in site experiment has 
failed because of high wave induced forces and resulting 
anchorage problems. 

Artificial  seaweed 

The field observations provided that in some coastal 
areas the natural seaweed plays an important role in 
retaining sand along the coastlines due to the reduction 
of the shear stresses exerted by currents and waves on 
the seabed. This fact was the base of the idea to produce 
and apply the artificial seaweed for erosion control. 
The first users of artificial fibres for erosion control 
and/or to prevent marine scouring date back to the 60-ies 
(England, Denmark, Netherlands). The artificial seaweed 
was composed on polypropylene tape (having a specific 
gravity of less than one) , 3 to 10 mm wide, connected 
edge to edge to form a continuous serrated sheet. In some 
cases dozens of tapes were bundled together to form 
individual tufts of seaweed. Fronds varied from 1 to 2 m 
in length. In the Netherlands, research on artificial 
seaweed has been conducted in cooperation with the Shell 
Plastics Laboratory, Nicolon Geotextiles Company and the 
Rijkswaterstaat (Dutch Public Works), (Bakker et al, 1972) 
The unproper anchorage was the main reason of the fail- 
ures with this system . 

The experience from US and European projects indicate 
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that the artificial seaweed can be successfully applied 
for scour prevention around the legs of offshore plat- 
forms and around offshore pipelines when the anchorage is 
designed properly. Applications of artificial seaweed to 
beach erosion control were till now less successful. 
There were often no discernable differences between the 
shoreline protected with artificial seaweed and adjacent 
unprotected shorelines. The materials appear to be inade- 
quate to survive moderate to high wave activity. One of 
the main reason for that was again the problem with 
anchoring (Rogers, 1987) . Due to the high forces of 
breaking waves in a surf zone the necessary anchorage 
needs special expensive measures which makes this system 
less competitive with more conventional solutions. 

The past experience with the artificial seaweed indi- 
cates that the most promissing application for this 
product is prevention of localized scour at offshore 
structures (platforms, pipelines, etc.). The wave induced 
currents are there of a limited strength (less problems 
with proper anchorage), because of larger depths no 
problem with UV-resistance, and less problems with effect 
of fouling and debris. That also explains why the recent 
developments and applications are related (limited) to 
that area. 

The product which actually successfully operates on 
the markt for offshore applications has a form of a 
underwater artificial sea grass field/mats (developed in 
80-ies) , and is known as Seabed Scour Control System 
(SSCS, 1995). Based on the artificial seaweed concept of 
"arrested sedimentation" SSCS system (mat) suffers none 
of the drawbacks of similar previous systems. It has 
superb positional stability, it is not prone to phyllo- 
plankton colonisation, it requires no special tools or 
skills for installation and it actually serves to enhance 
its own effectiveness and that of other conventional sea 
defence forms. 
The functioning principles are straight-forward; buoyant 
fronds floating upright from the seabed act to reduce 
seabed and near-seabed current velocities, encouraging 
the deposition of transported (eroded) seabed material. 
In conjunction with this action, at relatively shallow 
water the fronds also interfere with wave-induced orbital 
forces, effectively causing waves to break early and thus 
reducing the impact on threatend shorelines, breakwaters, 
etc. 

This technique employs chemically inert materials to 
create a flexible barrier to retard the flow of water. 
The SSCS scour control mats are retained on the seabed by 
anchores hydraulically driven to a depth of 1 m. The 
system has been designed and tested for stability in 
current velocities in exess of 10 knots (> 0.5 m/s). The 
flexible fronds-mat can also be incorporated into flexib- 
le concrete block mats to provide added effectiveness in 
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stability and in wave dissipation. The main applications 
are in protecting fixed offshore platforms, mobile rigs 
and pipelines from the effects of scour. 

Stability of geosystems 

The main obstacle in application of geosystems is the 
lack of proper design criteria. However, from the litera- 
ture review it is possible to formulate some stability 
criteria based on small scale experiments. It can be 
concluded that the stability of the coastal structures 
composed of geosystems (bags, mattresses, geotubes) can 
mostly be expressed in the similar way as for rock, 
namely in term of HS/AD parameter. 

* Sand and mortar filled bags 
For the time being it can be concluded that the stabi- 

lity of sandbags with the width-length ratio not larger 
than 1 to 3 and properly filled (> 70%), can be computed 
in the similar way as riprap. It is recommended to calcu- 
late the stability ace. to Pilarczyk's formula (Pilarc- 
zyk, 1990) with stability coefficient c = 2.5, nl.: 

Hg/AD = c cosa r1/2  for £ <= 3 , 

(for £ > 3, the values calculated for £ = 3 can be used), 

where: HB = significant wave height, A = relative density 
of the bags, (p8 - p„)/p„, D = average thickness of bags, 
c = stability coefficient defined at £ = 1, cosa = slope 
angle (it can be neglected for slopes milder than 1 on 
3), £ = surf-similarity parameter equal to tana/ (HB/L0)

1/2, 
and L0 = wave length. The density of bags (pa) can be 
assumed 2 000 and 23 00 kg/m3 resp. for sand and concrete 
(A resp. 1 and 1.3). 
Note: Sand-filled units exposed to direct wave attack are 
applicable till He = 1.5 m  (max. 2 m). 

* Stability of foreshore protection mattresses incl. 
sand-sausage mattresses (ProFix-mats) 

For the first approximation of stability of sand- or 
mortar-filled mattresses (i.e. ProFix or Fabriform mats) 
of more or less uniform thickness the formula proposed by 
Pilarczyk (1990) can be used: 

Hs/ADeq. = c cosa r2/3  for £ <= 3 

(for £ > 3, the values calculated for £ = 3 can be used) 
where:  A = relative density of the mattress,  Deq. 
equivalent (average) thickness of mattress, c = stability 
coefficient defined at £ = 1  (definition of other para- 
meters is the same as above). 
The value of coefficient ' c'    depends on the failure 
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mechanism and the ratio between the permeability of the 
mattress and the permeability of the subsoil, k^/k^ 

c = 3 to 4 when k^/k,, < 1 with the uplift of mattress and 
deformation of subsoil as main failure mecha- 
nism, and 

c = 4 to 6 when k^/k., >= 1 with the deformation of sub- 
soil as the main failure mechanism. 

The range of c-values follows from the research projects 
of Delft Hydraulics with placed block revetments/block- 
mats and different type of mattresses. It should be noted 
that the uplift can already start at c = 2, but it is so 
small and of such short duration that it will no result 
in a serious damage to the mattress protection. Therefore 
c = 3 to 4 can be treated as a design value. 
In special cases as large mattresses of temporary use 
and/or when some deformation of the subsoil can be accep- 
ted or the subsoil is more resistant to deformation (i.e. 
clay) the higher values of 'c' can be chosen (max. 6) . 
The research described in (Delft Hydraulics, 1975; large 
mattresses on circular island) can be illustration of 
such case. Using these high c-values the structure should 
be controlled on sliding, and in most cases it will 
require a special anchoring of mattresses. 
Sand-filled units applicable till HB <= 1.5 m. 

* General stability criteria for geotubes filled with 
sand or mortar (Wouters, 1995) 

Based on small scale investigations by Delft Hydrau- 
lics ( Breakwater of concrete filled hoses, M 1085, 1973) 
and other literature informations, the following stabili- 
ty criteria for geotubes can be formulated: 

- tubes on the crest (at S.W.L. or submerged) lying 
parallely to the axis of breakwater 

H3/A B = 1 

where B is the width (horizontal ovality measure) of a 
tube,- one may roughly assume B = 1.1 D (original diameter 
of a tube). 
Note: when the crest layer is composed of two tubes 
connected artificially to each other (i.e. re-bars) the 
equivalent width is equal to 2B. 

- when the tube is placed perpendicularly to the axis of 
a breakwater the stability can be approximated by 

Hs/A L = 1 

where L is the length of a tube. 
Sand-filled units are applicable till Ha = 1.5m (max. 2m) . 
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Due to the absence of reinforcement in the mortar filled 
units it is very likely that for long tubes (say longer 
than 3D) also cracks will occur; some reinforcement 
should be recommended or an equivalent length should be 
taken equal to L < (3 to 4) D. 

Conclusions 

The geotextile systems can be a good and mostly cheaper 
alternative for more traditional materials/systems. These 
new systems were applied successfully in number of coun- 
tries and they deserve to be applied on a larger scale. 

In the past the design of these systems was mostly 
based on rather vague experience than on the general 
valid calculation methods. Actually, more proper design 
rules have been established based on some scale investi- 
gations and experience from realized projects. 
However, more research, especially concerning the large 
scale tests and evaluation of performance of already 
realized projects, is still needed. 

The technologies related to geotextile systems have 
been utilized extensively in Europe, Northern America, 
Mexico, Japan and Australia, producing often successful 
installations but only few technical details. Some manu- 
facturers and contractors are inclined to protect know- 
how to preserve market advantages. Therefore, to effecti- 
vely commercialize these technologies it is necessary to 
uncover the technical details. Technically the methodolo- 
gies have shown to be feasible but there are design and 
constructibility uncertainties that still must be addres- 
sed. 

A number of weak points of above reviewed systems can 
be omitted when the actual knowledge/experience will be 
applied in the design and technological improving of 
these systems including such aspects as fabric choice, 
fabric coating, filling method, installation techniques, 
stability criteria, and life-time. 

The intention of this literature search is to uncover, 
as far as possible, the technical informations on these 
systems and make them available for the potential users. 
It will help to make a proper choice for specific pro- 
blems/projects and it will stimulate the further develop- 
ments in this field. 

There are more applications of geosynthetic (geotexti- 
le) systems in coastal engineering than those mentioned 
above. It is going too far in the scope of this paper to 
review all of them. However, the main other applications 
can be found in the references. 

There is a rapid development in the field of geotexti- 
les and geotextile systems and there is always a certain 
time gap between new developments and publishing that in 
specialistic books. Therefore, it is recommended to 
follow the professional literature on this subject (Jour- 
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nal of Geotextiles and Geomembranes, Geotextiles Congres- 
ses, Coastal Engineering Congresses, etc.) and manufa- 
cturer's brochures for updating the present knowledge. 
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CHAPTER 165 

Groynes on the East Frisian islands: History and experiences 

Hans Kunz 1 

Abstract 

Groynes can be a valuable shore-protection structure. An example for this fact 
are the 'Strombuhnen' ('stream groynes') which have been constructed on most of the 
East Frisian islands throughout the last hundred years. These groynes are integrated 
in an engineering coastal protection system, which includes seawalls, dune revet- 
ments, 'Strandbuhnen' ('beach groynes') and artificial beach-restoration. The modern 
approach of society in Germany (and many other countries) towards nature pre- 
servation and integrated management of the coastal zone discourages use of 'hard' 
constructions. However, there are several demands of society, for which we have to 
concede, that properly designed 'stream groynes' can function effectively and econo- 
mically; under certain conditions; this can also be the case for 'beach groynes'. 
According to the stated demands, these constructions have, more or less, the target to 
govern natural processes; hence they are principally objectable from an environ- 
mental point of view. 

Introduction 

The seven East Frisian islands extend along the North Sea in the western part of 
Germany (Fig. 1). The chain of barrier-islands is broken by inlets and separated from 
the mainland by a tidal flat system (Fig. 2). The semi-diurnal tides and wave action 
generate a net littoral drift from West to East. With respect to hydrodynamical 
boundary conditions and sediment transport, the islands experience both, erosion and 
accretion. The processes at the spits of the islands are governed by the tidal inlet, 
associated with the sediment transport processes in the ebb delta-shoals and the tidal 

Director, Dr., Coastal Research Station (CRS) of the Lower Saxonian Central State 
Board for Ecology, An der Miihle 5, D-26548 Norderney/Germany 
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Fig. 1: The German, Dutch and Danish Waddensea - North Sea coast. 

Fig. 2: The East Frisian islands and tidal inlets. 

basin. The inlets are the most active part of the system; in the past they permanently 
changed their location as a reaction on structural changes within the 
sea/inlet/basin-system (naturally or man made). A migrating inlet can lead to erosion 
of an island, by the strong currents in the tidal channel and by effects on the 
ebb-delta shoals ('reef bow') which decrease the sand supply from the littoral system 
(negativ sand budget). The morphological development of the East Frisian islands is 
well recorded since 1650 (e.g. Homeier, 1962). 

Groynes on the East-Frisian islands 

Groynes are shore-perpendicular (normal) constructions. Professional terms in 
German literature distinguish 'Strandbuhnen' ('beach groynes') and 'Strombuhnen' 
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Fig. 3: Groyne-types (left). Stream-groyne (right). 

('stream groynes') - see Fig. 3. The definition of 'beach groynes' has stated the 
purpose, quite similar to SPM (1984), as trapping littoral drift, building a beach, 
defending the removal of sand from the beach. 'Stream groynes' are structures to 
withstand and to govern the eroding forces (currents) of migrating tidal channels - 
e.g. KFKI (1993), TAW (1995). 

The first solid construction (groynes, revetments) on the East Frisian islands 
were directed against dune and beach erosion. They failed in the beginning, because 
they could not stop migration of the inlets and they did not trap sand. The effects of 
scouring in front of the revetment and lee-erosion, prompted the extension of the 
protection means (expansion, displacement of the problems). Later on, the functional 
purposes of the groynes had been focused on the stabilization of the tidal inlet, 
leading to controversial discussions on the extension of groynes into deep water. The 
extreme high expenses for these 'Strombuhnen'finally had been justified by different 
targets (e.g. Witte, 1970): 

- protection of the settlements (residential, recreational, commercial purposes). 
- Preservation of the existing coastal protection constructions. 
- Stabilization of the Ems- and Jade-waterway (Borkum- and Wangerooge-island). 
- Stabilization of the tidal inlets and by this maintenance of the wadden-waterways 

to small harbors and of drainage channels. 
- Protection of the mainland (dikes, foreland) against the impact of stormfloods. 

The construction of 'stream groynes' started around 1900 and had been carried 
out on the western spits of four East Frisian islands. In every case these groynes had 
been constructed by extending existing 'beach groynes' into the deep water of the 
channel (response to the fact that the implemented groynes failed to stop erosion). 
Hence, these groynes are a combination of both types, depending on the crest-height; 
the lower part is addressed as 'underwater-groynes'. Since 1951/52 the technique of 
beach restoration has frequently applied to compensate sand losses by maintaining 
beaches within the groyne fields, which are heigh enough to protect the structures 
against failure caused by stormfloods. 
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Fig. 4: Groynes on the East Frisian islands and their different targets. 

The development of the groynes as part of the engineering coastal protection 
systems on the East Frisian islands is well known and described (e.g. Fiilscher 
(1905), Gaye & Walther (1929), Kurzack et al. (1950), Witte (1970)). 

Fig. 4 displays the groynes of the East Frisian islands (124); all are incorporated 
in protection structures (about 20 km length in total) which include shoreparallel 
constructions (seawalls, revetments). The different main targets with respect to the 
island/inlet are marked by signatures. The islands, tidal flats, forelands (saltmarshes), 
sea dikes (flood defence line) form one unit; hence the areas behind the islands 
benefit from the island protection means. The construction of groynes has rather 
based on a 'guidance on functional design', (e.g. Kraus et. al., 1994) than on 'roles 
of thumb'; adaptions derived from 'lessons learnt from experience' and from chan- 
ging hydrographic and morphological boundary conditions. The effects of groynes 
had been studied in physical models, especially for Norderney-island (hydrodynami- 
cal preinvestigations go back to the end of the last century; in the fourties of this 
century they had been combined with morphodynamics (movable bed using amber 
grains) - Pr. Versuchsanstalt, 1940. 

Examples 

Fig. 5 shows, as an example, the actual situation of Baltrum-island: the western 
spit is totally armored, the inlet (Wichter Ee) has been fixed by 'stream groynes', the 
shoals (littoral drift) feed only areas eastward of the exposed spit. This situation is 
comparable with Norderney-island (e.g. Fig. 2 in Kunz, 1993a) and the problems are 
principally the same (e.g. Luck 1976, Kunz 1987). 

The migration-history of the Wichter Ee inlet is shown on Fig. 6 by the develop- 
ment of: the Wichter Ee itself (AWT), the watersheds of the Wichter Ee tidal basin 
(to the West (AN) and to the East (AB)), the shore-line of Baltrum West. The de- 
finition of the terms is illustrated on Fig. 7. The construction of 'beach-groynes' 
started earlier on Norderney than on Baltrum (see (N) and (B) on Fig. 6); the exten- 
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Fig. 6: Migration of the Wichter Ee-inlet (AWI), of the watersheds (AN, AB), of the 
Baltrum-spit. Data from Homeier (1962), Luck (1975). 

Fig. 7: Situation of Norderney (N), Baltrum (B), Wichter Ee-tidal inlet (WI) arround 
1750 and in 1960. Illustration of the terms AWI, AN, AB (see fig.6). 

sion of the existing beach groynes into the tidal inlet (conversion into 'stream groy- 
nes') is marked by (N/B). The stabilization-effects are obious: the system lost it's 
dynamic behavior and became static. This happened to the East Frisian islands as a 
whole, as three more inlets (see Fig. 4) had been stabilized (e.g. Luck 1976). Society 
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Fig. 8: Groynes on Wangerooge-island. Forschungsstelle (1980). 
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Fig. 9 : Harle inlet and Wangerooge island in 1859 and 1943. Turning of the 
Harle-inlet-direction before and after the construction of groyne H - Liiders (1952). 

valued this result as a success; nowadays there are complains arising from the new 
targets of nature conservation, which society has more and more agreed on throug- 
hout the last decades (e.g. Kunz, 1993b). 

The western spit of Wangerooge-island and additionally about four more kilo- 
meters of the shoreline to the East are protected by groynes (Fig. 8). The history of 
the island-protection is closely associated with the Jade-waterway and the harbor of 
Wilhelmshaven (e.g. Kruger 1911, Witte 1970). The Harle-inlet migrated to the East 
and turned clockwise (Fig. 9), a trend which can be explained by natural and by man 
made reductions of the attached catchment area 'Harle tidal basin' - Homeier (1973). 
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Fig. 10: Development of the protection on Norderney west (1857 to 1877). 

Fig. 11: Proposed groyne-extensions and training dams into the Norderney-inlet: 
physical model with movable bed (Pr.Versuchsanstalt, 1940). 

The western spit of Wangerooge-island and additionally about four more kilo- 
meters of the shoreline to the East are protected by groynes (Fig. 8). The history of 
the island-protection is closely associated with the Jade-waterway and the harbor of 
Wilhelmshaven (e.g. Kriiger 1911, Witte 1970). The Harle-inlet migrated to the East 
and turned clockwise (Fig. 9), a trend which can be explained by natural and by man 
made reductions of the attached catchment area 'Harle tidal basin' - Homeier (1973). 
By the extention of groyne H from 290 m to 1460 m with a crest height of about 
MLW it was possible to close the secondary channel 'Dove Harle' and to restore a 
morphodynamic situation almost similar to the middle of the last century by returning 
the direction of the Harle-inlet (Fig. 9, right), which has been more favorable for the 
island with respect to the island stabilization-targets (Liiders 1952). 

The groynes and shore-parallel structures on the East Frisian islands have been 
implemented 'step by step' since the middle of the last century. In each case the first 
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Fig. 12: Spiekeroog West. Above: groynes and dune revetment. Below: Aerial 
view, May 1989, shortly before landing of an accumulated shoals. 

step had been a technical response to the respective problem: short stretch of dune 
revetment against dune-losses; a few short 'beach groynes' against beach-scouring; 
extensions against effects of lee-erosion etc.. Thus, the first 'volunteery step' had 
been followed by further steps which had been determined by the natural processes in 
interaction with the coastal defence-constructions (man made boundary conditions). 
This history is especially well documented for Norderney (e.g. Fulscher (1905), 
Gaye & Walther (1929), Kurzack et al. (1950), Peper (1956), Witte (1970)). Fig. 10 
describes this history for the first two decades after a short solid seawall had been 
constructed in 1957/58 (still in place!). Under the existing conditions (tidal channel 
is migrating towards the island, lack of sand supply by cross-shore transport, unfa- 
vorable balance between net and gross longshore transport, bypassing) the con- 
struction had to be adapted or given up. The adaptation by 'stream groynes' stopped 
the inlet movement, but it didn't solve the erosion-problems. Therefore the question 
had been investigated, how the morphological and hydrographical boundary condi- 
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Fig. 13: Time-Distance-Lines for profiles on Juist island. Profile 52: construction 
of groynes with seawall from 1913 to 1922. Data: Archive CRS, Norderney. 

had been investigated, how the morphological and hydrographical boundary condi 
tions could be changed by groynes and training dams in such a way, that a new tidal 
inlet (displacement to the West, anticlockwise turning of the direction up to 45°) 
could be established and maintained - Pr. Versuchsanstalt (1940), Kurzack et al. 
(1950). Fig. 11 gives an idea about the enormous dimensions of the discussed plans. 
Fortunately an especially established expert-group worked out an alternative (Kusten- 
ausschuB, 1952) and the decisionmakers followed their recommendations. Subse- 
quently the first large scale beach nourishment in Europe (1.25 Mio m3) had been 
carried out on Norderney-island in 1951/52 (see Fig. 14). 

The morphological development of Spiekeroog-island since the Middle Ages had 
been substantially affected by natural sedimentation in the related tidal basin (Har- 
le-bay) and by land reclamation means (poldering): persevering recession of the 
coastline in the West, accretion in the East - Homeier (1961). This let to a break 
through of the foredunes in 1832. The following construction of dikes (embankments) 
failed; consequently a solid construction work (groynes and dune revetment) had been 
implemented between 1873 and 1884, with supplements in 1912 and 1936/37 (Fig. 
12, above). The construction works were successful; the large scale morphological 
features fluctuated around a generally stable stage and, in average, the natural sand 
supply from the 'reef bow' (merging shoals) has been sufficient. Critical situations 
occur when approaching shoals accumulate in front of the shore line, creating a 
shore-parallel channel (last phase before merging). In this phase the groynes combine 
more or less stabilization functions of beach- and stream-groynes (Fig. 12, below). 
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Fig. 14: Combined coastal protection system on Norderney-island. 

The last groyne-seawall system on the East Frisian islands had been constructed 
on Juist between 1913 and 1922. Fig. 13 demonstrates long term trends of shore line 
developments: erosion in the West (prof. 15), accretion in the East (prof. 70), 
intermediate stages inbetween (prof. 25 & 52). The general trends are overlapped by 
short term aviations. The displayed trends can not be extrapolated without taking into 
account the possibility, that there may be a kind of cycle with a very long time-period 
(see prof. 52). Unfortunately we have only a few records on profile mapping availa- 
ble, which reach far enough back into the past, to work on this question. On Juist the 
settlement seemed to be endangered by dune-erosion in the first decade of this cen- 
tury. The construction of the protection-system coincidenced with the transition from 
an erosive to an accretional trend (see prof. 52). Subsequently the groynes and the 
seawall had been buried under sand (up to 10 meters). 

Groynes as part of a coastal defence strategy 

The groynes on the East Frisian islands are incorporated into an engineering 
coastal defence system. This system has been successful in stopping the migration of 
tidal inlets and it preserved endangered parts of the island. The groynes were not 
effective in reducing beach erosion; but they can stabilize artificially restored bea- 
ches, if approriately designed. Beach restoration is carried out as part of the mainten- 
ance. Fig. 14 demonstrates the strategy by the Norderney-example: 
- Stream Groynes to stop the eastward directed migration tendency of the tidal inlet. 
- Beach Groynes to stabilize the beaches in front of the shore-parallel structures. 
- Shore-parallel Structures to protect the fordunes against erosive forces. 
- Artificial beach nourishment of groyne fields to protect the existing structures 

against damage during storm floods. 
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Fig. 15: Crib groyne No. 33 on Borkum island. Aster et. al. (1989), KFKI (1993). 

The groynes need to be maintained and restored. A restoration-example is shown on 
Fig. 15 to give an idea about the dimensions - e.g. Aster et al. (1989), KFKI (1993). 

The existing coastal defence systems on the East Frisian islands demonstrate, that 
they are sound tools to fix the shoreline. On the other hand they show, how expensi- 
ve these systems are and how strongly they interfere with nature. There is an in- 
creasing demand by the island population to defend shoreline retreat with the 'hard' 
technique which has been proven as successful in the past. Fig. 16 deals with actual 
problems on Borkum-island. The western spit has been protected since the middle of 
the last century - e.g. Witte (1970), Aster et al. (1989). The north-eastern part of the 
island reacts (erosion, accretion) on structural developments of tidal channels and the 
foreshore (e.g. Kunz et al. 1996). The existing erosional trend and the expected 
development in future (szenario 2045) makes it understandable, that protection 
demands arise. However, if we take into account the aspects of an integrated coastal 
zone management, we should learn from history, that society has to take into account 
the problem as a whole, including the large scale processes (time & space). She also 
has to remember the fact, that an armoring of the existing intermediate stage is not 
favorable. The displayed hydro-morphological situation explains, together with the 
other examples, why proposed 'head-land' solutions (e.g. Silvester, 1978) provide no 
realistic alternatives for the East Frisian islands. 
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Fig. 16: Development (1874 to 1994) of the flood- and ebb-stream channels which 
impact the northern part of Borkum-island. "Szenario 2045" for erosion. 

Existing groyne-sea-wall system arround the western spit. 

Conclusions 

Man started to protect the islands against erosion by solid structures since the 
middle of the last century. Groynes had been proven as an essential part of the coastal 
protection systems. The groynes are incorporated into a system which consists of 
different types of groynes, seawalls & dune-revetments and of artificial 
beach/foreshore-nourishment. The system had been successful in stopping the migra- 
tion of tidal inlets and it preserved endangered western parts of the islands. The 
groynes were not effective in reducing beach erosion - but the existing groynes can 
stabilize artificially restored beaches, if the restoration is approriately designed. 

The existing groynes have to be maintained and enhanced, as far as they are 
essential to protect the historically developed situation. Beach groynes may be given 
up, instead of beeing reconstructed. This has to be investigated sitespecifically. 

If we combine the lessons learned from the groyne-history with the recently 
developed demands of society (environmental issues & cost-benefit-ratio) we can not 
recomment to continue with the strategy of the past. Future strategies for the coa- 
stal-protection of the East Frisian barrier-islands should not include the construction 
of groynes, except in special cases, where no shore-line-retreat is acceptable and no 
solutions are possible, which are less static. 
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CHAPTER 166 

PERMEABLE PILE GROINS 

Thomas Trampenau1, Frank Goricke2, Arved J. Raudkivi3 

ABSTRACT: Permeable pile groins have been built on the southern shores of the 
Baltic Sea in large numbers for the past century and a half, yet no detailed literature 
has been written on how these structures function. The study of the groin system at 
Warnemiinde, has shown that this type of groin causes a reduction of the littoral 
current and elimination of the local rip currents. This, in turn, causes underwater 
profiles to raise, a widening of the beach and a seaward movement of the shoreline. 

INTRODUCTION 

Groins are one of the oldest forms of coastal protection structures used in a multi- 
tude of forms and types of material the world over. Their expected effects, however, 
are still only loosely predictable. Groins are generally solid structures extending from 
the shoreline into the surf zone. These may be short or long, high or low groins, where 
the latter are frequently overtopped by waves. There are also groins that slope from the 
beach or revetment down to the sea bed at the seaward end. Groins may also be 
classified by the type of construction and materials used. Rubble-mound, concrete, 
steel or wood are examples of materials used in construction. Many groins are 
permeable, but mainly as a result of leakage rather than intention. For example, rubble- 
mound groins may become less pervious as sand and slit block the voids. 

The following discussion is restricted permeable pile groins. These are pervious 
by nature and built using piles rammed with predetermined spacing that may vary 
along the groin. Such a groin is illustrated in Fig. 1. 

1) Dipl.-Ing., LeichtweiMnstitut, Techn. Univ. Braunschweig, Beethovenstr. 
51a, 38106 Braunschweig, Germany. 

2) Dipl.-Ing., Staatl. Amt fiir Umwelt und Natur Rostock, Parkstr. 46, 
18119 Warnemiinde, Germany. 

3) Em. Prof., Dr.-Ing. Univ. Auckland, New Zealand, 7 Coates Road Howick, 
Auckland 1705, New Zealand. 
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Figure 1.  A permeable pile groin field in the test area Warnemiinde during low 
water (caused by wind set-down) 

The use of pile groins has been primarily confined to the southern coast of the 
almost tideless Baltic Sea, where over 900 pile groins have been built along the 
German coastline since 1843 (Weiss 1991) and about 950 along the Polish shores 
(Basinski 1963; Onoszko 1984). The permeabilities (the ratio of the pile diameter to 
the pile spacing) vary up to about 50%. 

Frequently, the food of the groin has been rammed tight (permeability = 0%). 
The groins typically protrude 0.5 m above the sea level. Unlike non-permeable groin 
fields which cause a saw-tooth shoreline to form, permeable pile groins fields reatin 
a continous, straight shoreline (Fig. 2). 

Consequently, the explanations of performance of groin, as expounded in 
literature, are not directly applicable to permeable pile groins. A discussion of the 
functioning of the permeable pile groins was published by Raudkivi (1996). The 
primary effect of permeable pile groins is the slowing down of wave induced 
longshore current in the groin fields and an elimination of rip currents along the 
groins (Fig. 3). This results in the raising of the profile within the reach of groin 
field and the development of a terrace. The following is a representation of field data 
from the groin system Warnemiinde near Rostock, Germany. 
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Figure 2.  Typical shoreline alignment of a permeable groin field at low water 
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Figure 3.  Schematic beach profile and wave-induced longshore current distribution 
with and without permeable pile groins 
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THE TEST AREA 

The coastline of the test area faces northward. The predominant wind direction 
is from west to northwest thats leads to a net eastward component of annual energy 
flux. An aerial view of the groin system is shown in Fig. 4. 

Figure 4.  Aerial view of the groin system at Warnemunde 

Although typical fluctuation of the water level due to wind setup/setdown is less 
than ±0.5 m, storm tides up to 2.8 m above MSL have been recorded. Severe storm 
tides are associated with weather systems of lows in the North Atlantic or Mediterra- 
nean that move to the Baltic area and meet with Northern European high pressure 
systems. This leads to severe winds from the northeast. These have a mean return 
period of about 6 years. The frequency of significant wave heights Hs higher than 
1.0 m is approximately 5%. The predominantly fine-groinded sediment of the coast- 
line has a narrow swash zone, followed by an upward concave slope (terrace) that 
ends with a steeper slope down to the trough landward of the first shore-parallel bar. 
The term "first bar" is used because in the tideless Baltic Sea frequently more than 
one shore-parallel bar is present (Fig. 5). 

Temporary bar-trough features (inner bar) occur on the nearshore slope due to 
local breaking of waves. In the swash zone the middle and coarse fractions of the 
local sand dominate. On the terrace about 90% are finer than 0.2 mm. The sand 
grain diameters increase down to the trough (0.35-0.63 mm). On the bar, though, 
about 90% of the sand is finer than 0.2 mm. 
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Figure 5.  Typical shoreline profile in the test area 
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Field data has been collected from the Warnerminde test area since 1989. 17 pile 
groins were installed during 1991-92 and extend 120 m seaward from a baseline that 
is about 20 m landward from the water's edge. They are spaced 80 m apart. The top 
of the piles are 0.5 m above mean sea level. The groin system Warnemiinde is 
shown in Fig 6. 

The permeability (P) of the groins varies. The groins in the centre of the groin 
system are rammed tight for the first 80 m of their seaward reach. The permeability 
of the remaning 40 m displays an increase of spacing between the piles. The 
permeability of the groins also decreases between groins in the field. The groins 
furthest east and west exhibity the lowest mean permeabilities. Groin 8 and 9 have 
the highest permeabilities. The dotted area on Fig. 6 delineates the area where the 
groins are rammed tight. Groins 2 and 3 have pile spacings up to 0.25 m compared 
with pile diameter of 0.22 m. Permeability increases from 30% up to 55% with a 
mean over the groin length of 40%. The groins 5 and 6 have permeabilities from 
nominal zero up to 40% with an average of 20%, and groins 7 and 8 have permea- 
bilities up to 40% with a mean of 13%. To verify the effecicacy of the permeable 
groin field after construction, a profile 140 m westward of the first groin was used 
for reference. Regular surveying along this profile as well as within the groin fields 
between groins 2-3, 5-6 and 7-8 have been carried out since 1991. 

RESULTS 

The bands of annual wave-induced profile variations at the groinless reference 
station are shown in Fig. 7 for the year 1990/91 superimposed onto the bands of the 
years 1992 up to 1995. Other years depict an essentially identical picture of small 
profile changes dependent on sea conditions. Changes between the underwater profile 
in the groin field 2-3, (of relatively high permeability) from that before the 
installation of groins, is illustrated in Fig. 8. 
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Figure 6.  Aerial photo of the test area Wamemiinde (enlargement) 

A time span of almost two years past before a change of the profile become 
noticable. In 1995 a significant widening of the beach and development of an under- 
water terrace is apparent. It is also noticeable that the terrace now extends beyond 
the end of the groins. The underwater profile development in the groin field 5-6 is 
shown in Fig. 9. Also to be noted is the seaward shortening of the terrace, a rise of 
the underwater profile near the shoreline and a widening of the beach about 20 m in 
seaward direction. 

The changes of underwater profile in the permeable groin field 7-8, with the 
lowest permeability (P=13%) over their entire length, is shown in Fig. 10. The 
comparison of the annual profile bands, before and after groin installation, were is 
informativ. The diferences in band variation (1990 and 1991) before groin instal- 
lation are relatively small and comparable with those at the reference station that 
shows no trends. After installation of the groins in autumn 1991, 1) the shoreline has 
moved steadily in seaward direction, 2) the terrace has narrowed considerably, 3) the 
beach level has been raised, 4) the underwater profile in the groin field has lifted 0.5 
m and 5) its slope at the groin toe has become steeper. 

At the reference profile (groinless coast) only small profile changes have been 
recorded. The results show that permeable groins with relatively high permeability 
over their entire length lead to a shift of the shoreline seaward (note groin field 2-3). 
A further reduction in permeability and a tighter inshore segment lead to a raising 
and seaward shift of the underwater profile, as seen in groin fields 5-6 and 7-8. 
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Figure 7.  Bands of profile movements at reference station from 1992 up to 1995 
compared with the band from 1990/91 
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Bands of profile movements in groin field 2-3 from 1992 up to 1995 
compared with the band from 1990/91 before groin installation 
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Figure 9.  Bands of profile movements in groin field 5-6 from 1992 up to 1995 
compared with the band from 1990/91 before groin installation 
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Figure 10.  Bands of profile movements in groin field 7-8 from 1991 up to 1995 
compared with the band from 1990 before groin installation 
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Significantly low permeability at the seaward end appears to concentrate the 
longshore current and erode the slope as seen from comparison of profiles of groin 
field 7-8. 

The development of the shoreline over the time is illustrated in Fig. 11. No 
changes in the location of the depth contours are indicated at the reference location 
(Fig. 11 A) since 1990. No trends are recognizeable in the groin fields before 
construction of the groin field. 

Response to groin construction was slow in groin field of relatively high 
permeability (e.g. 2-3). However, a slow movement of the shoreline and the -2 m 
contour line is apparent after installation of the groins (Fig. 11 B). In groin fields 5-6 
(Fig. 11 C) and 7-8 (Fig. 11 D) the shoreline and the -1 m contour line started 
moving steadily seaward soon after installation of the groins, whereas at 7-8 the 
-2 m contour line moved landward. 

Tests with tracer sands showed that sand placed at the edge of the seaward limit 
of the terrace moved predominantly along the slope to the trough. A small amount 
of the sand was carried in the direction of wind into the groin field. Tracer sand 
placed in the swash zone was transported partly into the corner of the groin field. 
However, the sand suspended in the swash zone was transported in a narrow band 
seaward normal to the beach. The width and alignment of this transport path indicate 
that the sand was transported in suspension by the return current. 

DISCUSSION 

It is apparent from the field data that pile groins have reduced the wave-induced 
longshore current without creating rip currents. This has lead to two beneficial 
effects: 

widening of the beach, and 
raising the level of the terrace. 

The more gradual slope of the underwater profile and the shallower water over 
the terrace distributes the conversion of wave energy over a broader area and reduces 
the energy loading per unit area. This leads to a reduction of the erosion potential of 
the shoreline breakers and hence increases the stability of the beach. Groins with 
insuficient permeability, cause increased velocities past the ends of the groins and 
erosion of the seaward slope from the terrace to the trough. The groins should, 
therefore, be accordingly permeabile (even in the swash zone) to eliminate local rip 
currents. 
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CHAPTER 167 

THE EFFECT OF GROUND WATER ON SCOUR NEAR STRUCTURES 

John H Loveless , Geoffrey T Grant2 and Robert I Karlsson2 

ABSTRACT 

A previously unreported mechanism which is believed to be a key process in 
the formation of shingle beaches is identified. It is proposed that this mechanism be 
called "winnowing". 

Several new considerations relating to the selection of appropriate model 
sediments for shingle beach models are discussed. It is shown that lightweight 
sediments are subject to a significant scale effect and a compromise solution is 
suggested. 

The results of some experiments, never previously performed, of beach scour 
in front of sea walls resulting from various combinations of wave attack and 
groundwater flow in the beach are presented. These show that the presence of 
groundwater flow in the beach has a significant impact on the amount of toe scour to 
be expected. 

INTRODUCTION 

A thorough understanding of all the major mechanisms involved in the 
formation of beaches is necessary if effective remedies to coastal erosion problems are 
to be established. This paper suggests that the study of the movement of sediment on 
beaches has until recently tended to ignore or misjudge the effects of flow into and 
out of the beach. It has only recently been discovered that under-drainage can be used 
as an effective method of beach accretion and it would be highly surprising if we have 
nothing more to learn about how beaches behave. 

Beach or seabed scour in front of and around coastal structures is possibly 
their most frequently occurring failure mechanism. However, the reliability of the 
advice that coastal engineering researchers can provide is dependent on how well 
these processes can be modelled. 

1) Senior Lecturer, Dept of Civ. Eng. Univ. of Bristol, Bristol BS8 1TR 
2) Research Asst, Dept. of Civ. Eng. Univ. of Bristol, Bristol BS8 1TR 
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The spectacular failure of several large breakwaters around the world and the 
discovery that scour is occurring near to many of them has led to increased interest in 
this area of research. Scour predictions are still usually derived from physical model 
studies with length scales of 1:20 or less. It is impossible to satisfy all the criteria for 
similarity in these models which are therefore subject to scale effect errors. 

HOW SHINGLE BEACHES FORM 

Coarse Material Transport 

Broadly speaking the creation of a shingle beach is usually explained by 
reference to two mechanisms. First the movement of coarse material to the upper 
beach is explained on the assumption that coarse material moves as bed load and the 
peak bed velocity over each wave cycle is greater inshore than offshore. Also, since 
there is significant percolation into a shingle beach, the energy of the backwash is less 
than the energy of the swash. For example (Muir Wood, 1970) described this process 
admirably as: 

"Whereas sand is moved by the sea predominantly in saltation and, near and 
inshore of the breaker line, in suspension, shingle is shifted by sliding and rolling along 
the bottom. The significance of this difference is that, whereas sand will tend to be 
moved in the direction of the vector representing residual wave velocity plus tidal 
velocity, shingle is only moved during that part of the wave cycle in which a certain 
threshold value is exceeded". 

Beach Slope 

He also showed that the local slope of a beach is given by; 

o-c)    j. tan a - — -tan® 
(1 + c) 

where oc is the local beach angle, <j> the angle of repose of the local beach material 
and c the ratio of the energy flux E2 of the backwash to the energy flux E\ of the 
upwash.   This equation results in the limiting conditions of c = 0 at the top of the 
beach giving a = <f> and far offshore where c = 1 giving a = 0 between these limits 
the equation results in the prediction of a parabolic beach form. 

Fine Material Transport 

The second mechanism which has been adduced to explain the formation of shingle 
beaches is the well known theory of Dean (Dean 1973). The theory has been shown 
to give extremely good correspondence with field results and it is highly probable 
therefore that it is essentially correct. However, the theory starts with an assumption 
for which no explanation has yet been given, viz. "It is assumed that the action of 
breaking waves is sufficient to place sand into suspension over at least a portion of the 
water column". 
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Dean then goes on to explain how the relative fall times of the sediment lifted 
into suspension when compared to the wave period determines whether the sediment 
will move onshore or offshore. 

Thus the analyses of both Dean and Muir Wood while both being clear and 
highly plausible do not provide a complete explanation. There is one piece missing 
from the jig-saw. How is the fine sediment carried into suspension not only from the 
surface, but also from within the beach? The jet caused by plunging waves creates a 
scour trench an associated bar and turbulence which could be deemed sufficient, but is 
there something else at work? 

Winnowing 

It is now suggested that there is a third mechanism at work which operates 
rather like the process of winnowing. As a wave approaches the breaking point the 
hydraulic gradient in the surface layers of the beach just in front of the wave reach a 
maximum. A number of experiments were carried out to investigate the nature and 
magnitude of these hydraulic gradients and to predict their possible consequences on 
sediment transport in the beach. 

In one experiment dye was injected into a model shingle beach (D50 = 5.6 mm) 
near the breaker line. The movement of the dye indicated the direction of the 
instantaneous seepage velocity within the beach. The motion was seen to be rotary 
and in phase with the wave with the maximum velocity in the horizontal (onshore) 
direction just beneath the breaking wave. Just in front of the breaking wave the 
percolation velocity is vertically upwards and this was clearly visible as shown in 
Figures 1 & 2 as a jet of dye ejected into the flow. When the wave passes the dye 
cloud is swept forward up the beach. 

Further experiments were carried out using a small probe inserted into the bed 
on which a cruciform of wire was fixed. Using electrolysis the wires were made to 
emit hydrogen bubbles as the waves passed and their movement was recorded on 
video. These experiments showed similar results and, because the probe could be 
moved about easily it was possible for a complete flow net to be constructed showing 
the hydraulic gradients in the beach beneath the breaking wave. Although these 
experiments proved that just in front of a breaking wave the upward direction of the 
seepage velocity in the bed is capable of squirting dye into the flow above the bed, it 
did not explain why this should preferentially eject the fine sediments. 

In a third set of experiments some small pressure transducers were immersed 
in the bed. These showed that the hydraulic gradient in the bed frequently exceeded 
1.0 in front of the breaking wave. This is the hydraulic gradient usually thought of as 
necessary to fluidise a soil sample. 

Permeameter Tests 

To investigate the hydraulic gradients needed to start soil migration a series of 
experiments was carried out using combinations of gravel and sand in a permeameter. 
These were reported briefly (Loveless & Grant, 1995) and showed conclusively that 
for gap-graded sediments the fine particles will start to migrate at very low hydraulic 
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Dye plume emerging from a shingle beach (DJQ = 4.0 mm) under a 
breaking wave (f= 0.5 Hz). 
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Figure 2: Detail of dye plume emerging from shingle beach under a breaking 
wave(/'=0.5Hz). 
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gradients, as low as 0.2 or 0.25. The results of these (and other) experiments are 
shown on Figure 3. The Stability Index is a measure of how gap-graded the soil is. It 
is defined as the percentage of a soil sample passing at a diameter 4D minus the 
percentage passing at a diameter D all divided by the percentage passing at a diameter 
D. A Stability Index less than 1.0 is a potentially unstable soil. Where the soil is gap- 
graded, as in a shingle beach, the hydraulic gradient required to initiate fine soil 
migration is only around 0.2 not 1.0 as for a normal soil as shown in Figure 3. 

The Dynamics of the Swash Zone 

Finally, it is readily observed in the field and laboratory that the swash zone is 
a very dynamic environment for the sediment. During storm events the face of the 
beach, to a considerable depth, is being reworked and this reworking it is suggested 
provides the final element in the process which leads to marked size segregation 
which is the hallmark of a shingle beach. 

Thus to summarise it is suggested that fine sediments are ejected from the bed 
just in front of breaking waves by a winnowing like process as vertical hydraulic 
gradients in excess of 0.5 act on a bed which is effectively being fully fluidised at the 
same time by peak horizontal hydraulic gradients in excess of 1.0. The finer particles 
are more mobile and are moved both upwards and downwards. The process naturally 
strengthens as segregation causes the beach to become more and more permeable. 

The fine material carried to the surface can be carried both inshore and 
offshore. This leaves the part of the beach subjected to the highest hydraulic gradients 
to protect itself with a shingle beach and what nature chooses to defend itself may 
not be able to be bettered by man, 

SEDIMENT SELECTION AND SCALING FOR MODELS OF SHINGLE 
BEACHES 

Since laboratory models of shingle beaches are still the ultimate source of 
design guidance for both physical and mathematical models it is very important that 
the best possible physical models should be constructed and the greatest care be taken 
to identify the various mechanisms at work. 

It has recently been shown (Loveless 1994), that for normal wave approach, 
there are nine separate mechanisms which can produce scour near to the toe of a 
coastal structure. It has also been shown (Loveless & Grant 1995) that certain 
aspects of model sediment selection are commonly misunderstood or ignored. 

Lightweight sediments 

In the UK lightweight sediments have been used for over 30 years to construct 
models of shingle beaches. It has been shown however (Loveless 1994) that this 
means that one of the important forces is in error by a factor of six for an upward 
hydraulic gradient in the beach. Figure 4 is a diagram (not draw to scale) of the main 
forces acting on a particle on a beach under the trough of a wave. The upward 
percolation force is significant when the upward hydraulic gradient is large as it is just 
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Figure 4: Forces on a sediment particle beneath a wave trough. 
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in front of a breaking wave. For similarity the ratio of the submerged weight and the 
upward percolation force should be the same in model and prototype. The ratio is 
given by, 

F . 

where /' is the hydraulic gradient, n is the porosity of the soil and s is the specific 
gravity. If i and n remain the same, but s (model) equals say, 1.27 then a scale effect 
error of 6.1 would result if the prototype sediment had a specific gravity s = 2.65. 
Hence lightweight sediments will grossly overpredict scour at the toe of coastal 
structures. 

If however a lightweight sediment is not used it is not possible to model the 
rate of percolation into the beach correctly for a sediment which satisfies similarity of 
the threshold of motion condition. In recent research we have found that a sediment 
having a specific gravity of about 2.0 would give scale effect errors not exceeding 3.0 
for both percolation rate and percolation force. This may be the ideal compromise if 
such a material can be obtained at a reasonable price. 

Angle of Repose 

Another factor which appears to be ignored by researchers, but which is nevertheless 
important is the angle of repose of the sediment in model and prototype. To obtain 
similarity of the threshold of motion between model and prototype it can be shown 
that the following condition must be satisfied. 

where X is the scale factor, Ub the near bed velocity, Ws the fall velocity of the 
sediment and <f> the angle of repose. Hence <j> directly affects one of the key similarity 
parameters and therefore must not be ignored. 

A further important aspect of the variable <j> is that it is reduced when a finer 
material is added to a gravel even when only 50% of the sample is sand. This effect 
was measured in the laboratory and a typical result is shown in Figure 5. 

SCOUR EXPERIMENTS WITH GROUNDWATER FLOWS 
SUPERIMPOSED 

A sea wall that is subjected to waves breaking near the toe of the structure, may at the 
same time experience a seaward groundwater flow under it. The experiments reported 
here show that the severity of scour is dramatically increased when these two scour 
mechanisms are combined. Similarly, if on the other hand the groundwater flow is 
reversed, accretion can be made to occur even under storm wave conditions and 
where, with no groundwater flow, a considerable scour hole would be formed. 
Although an experiment of this kind, with ground water flow being taken into 
account, is obviously a more realistic one than one which only considers waves we 
have not been able to trace a report of any such experiment having been performed 
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before. Figure 6 shows the arrangement that was used to test these conditions for 
both shingle and sand beaches. The experiments were conducted in a large 1.5m wide 
wave flume at the end of which there was a test section of 0.5m width. The 
dimensions of the shingle beach were as shown in Figure 6, giving an initial beach 
slope of 1:7. The sand beach however was arranged with a gap beneath the sea wall 
of 70 mm and a depth above this of 230 mm giving a total depth of sand of 300 mm at 
the sea wall. The beach extended for 800mm giving a beach slope of 1:26.7. The 
gravel used in the model had a Di0 = 4.0 mm and a <j> = 36°. It was selected to model, 
at a scale of 1:20, a shingle beach having a Di0 =14 mm. The reasons for this 
selection have been reported earlier (Loveless & Grant, 1995). The sand used in the 
model had a D50 = 0.33 mm and <j>= 30°. It was used to model a beach sand having 
D5o=l .5mm and <|> = 32°. 

The beaches were subjected to regular waves except that, for the sand beach 
only, the beach was exposed to a JONSWAP Spectrum with the following 
characteristics for two hours: fp = 0.7 Hz, Hs = 7.4 cm, ols left = 0.7, CJI, right = 
0.09; water level, h0 = 0 or 170 mm above datum at the flume floor level. 

The groundwater flows in the beach were created by means of a small 
submersible pump. To create an offshore flow the pump was placed in the main flume 
and water was pumped to the back of the sea wall. To create an onshore flow the 
pump was instead placed behind the sea wall. The maximum capacity of the pump 
was 2.0 (Is and with the gravel beach this flow created a difference in mean water 
levels of 80 mm in both directions. The sand beach was exposed to an increasing 
hydraulic gradient until at a difference of 280 mm it failed by boiling. During the tests 
it was subjected to water level differences of+20, +10 and -20 cms. These 
corresponded to pumping rates of+0.30, +0.15 and -0.30 IIs. 

The range of tests completed is shown in Tables 1 & 2. In these tables, h0 

represents the mean sea level at the sea wall above the level of the beach. The scour 
depth, Y is measured at the structure and H, is the offshore wave height incident on 
the beach and structure. 

Figure 7 is a summary of the gravel beach results and shows clearly that the 
presence of a groundwater flow in the beach has a significant impact on scour at the 
structure. The most dramatic difference was obtained with Test 15 and the resulting 
profiles for this test are shown in Figure 8. 

The toe scour occurring with offshore flow was much greater than the no flow 
case and the onshore flow actually caused accretion. Figure 9 again shows the 
significant difference in the resulting beach profile. The results for sand beaches, 
while not showing such dramatic changes in scour near to the toe of the structure 
nevertheless resulted in very different beach profiles as shown in Figure 10. 

CONCLUSIONS 

The paper has identified a new mechanism which it is believed is a fundamental 
mechanism in the formation of shingle beaches. It is proposed to call this mechanism 
"winnowing". 
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Test Freq. Hydraulic Toe Incom. Steep- Rel. Rel. No. of 
difference water 

depth 
wave 
height 

ness depth scour waves 

f(Hz) Ah (cm) h0 (cm) Hi (cm) H/L VHi Y/Hj 

4 0.7 +8 0 5.5 0.017 0 0.41 - 
4 0.7 0 0 5.5 0.017 0 0.69 1260 
11 0.7 +8 +5 9.0 0.028 0.56 -0.25 - 
11 0.7 0 +5 9.0 0.028 0.56 -0.21 1092 
12 1.0 +8 -3 12.5 0.080 -0.24 -0.32 - 
12 1.0 0 -3 12.5 0.080 -0.24 0.15 - 
15 0.7 +8 +5 18.4 0.058 0.27 -0.43 - 
15 0.7 0 +5 18.4 0.058 0.27 -0.24 - 
15 0.7 -8 +5 18.4 0.058 0.27 0.14 - 
18 1.0 +8 +10 11.5 0.074 0.87 -0.36 - 
18 1.0 0 +10 11.5 0.074 0.87 -0.26 - 
21 0.7 +8 +10 18.7 0.059 0.53 -0.21 - 
21 0.7 0 +10 18.7 0.059 0.53 -0.11 812 
21 0.7 -8 +10 18.7 0.059 0.53 -0.03 - 

Table 1 Comparator scour test results for a gravel beach (<j> = 36°). 

Test Freq. Hydraulic Toe Incom. Steep- Rel. Rel. No. of 
difference water 

depth 
wave 
height 

ness depth scour waves 

f(Hz) Ah (cm) h0 (cm) Hi (cm) H/Lo VHi Y/Hj 
5 1.0 +10 +5 7.0 0.045 0.71 0 1500 
5 1.0 +20 +5 7.0 0.045 0.71 -0.43 3300 
5 1.0 0 +5 7.0 0.045 0.71 -0.61 2820 
8 0.5 +10 +8 10.5 0.017 0.76 -0.95 1500 
8 0.5 +20 +8 10.5 0.017 0.76 -1.29 1500 
8 0.5 0 +8 10.5 0.017 0.76 -1.27 1500 
8 0.5 -20 +8 10.5 0.017 0.76 -0.95 1500 
14 1.0 +10 +10 11.0 0.070 0.91 -0.50 2100 
14 1.0 +20 +10 11.0 0.070 0.91 -0.73 1800 
14 1.0 0 +10 11.0 0.070 0.91 -0.70 1800 
14 1.0 -20 +10 11.0 0.070 0.91 -0.45 1800 

Table 2: Comparator scour test results for a sand beach (</>= 30°). 
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Figure 8: Resulting beach profiles after Test 15 (gravel beach). 



2164 COASTAL ENGINEERING 1996 

500 

B a 400 
(1) s 
3 300 
(1) > 
% 200 
a 

X! 

a, 100 

500 1000 1500 
Distance from wall (mm) 

- -. Offshore Flow    — No Flow • Original 

Gravel Bed 
f=1.0Hz 
H = 12.5 cm 
MWL = 370 

-•~~^^=^^-^ 

 1 1 1 1 1        |                     '1       '—  

2000 

Figure 9: Resulting beach profiles after Test 12 (gravel beach). 

> 

3 
t3 
73 
0) > 
O 

•a 

u 
Q 

500 

^   400 •• 

S    300 

200 

100 ••'• 

Sand Bed 
f = 0.5 Hz 
H= 10.5 cm 
MWL = 250 

500 1000 
Distance from Wall (mm) 

1500 

. Offshore Flow    — No Flow . Original 

2000 

Figure 10:       Resulting beach profiles after Test 8 (sand beach). 



SCOUR NEAR STRUCTURES 2165 

The paper has also suggested that aspects of the selection of model beach sediments 
which have tended to be ignored, such as the percolation force and the angle of 
repose of the sediment, should be taken into account when designing models. 

The paper has reported on experiments which have shown how toe scour and beach 
profiles in the vicinity of coastal structures are affected by groundwater flows in the 
beach. 
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CHAPTER 168 

Abrasion of Steel Pipe Piles by Sediment Motion 
in Coastal Zones 

Gaku Matsuoka1, Shinichi Ito2, Toshihiko Yamashita3 

Hiroshi Saeki4, Yoshihisa Kariya2ono5, and Koichi Sato6 

ABSTRACT 

In the outer coastal zones, where wave conditions are severe, steel-pipe piles often 
undergo abrasion due to the collision of sand particles. The abrasion characteristics 
of steel-pipe piles were clarified from the results of full-scale experiments. The abrasion 
rate of steel-pipe piles was found to be approximately proportional to the second 
power of the amplitude of flow velocity. The larger the ratio of sand particle diameter 
to pile diameter was, the higher was the abrasion rate. As the collision energy of 
sand particles obtained by numerical analysis was nearly proportional to the measured 
abrasion rate, it was considered that the abrasion rate can be estimated from the 
collision energy. 

INTRODUCTION 

Large amounts of sand particles sometimes drift around pipe piles due to the action 
of waves, especially in outer coastal zones. Steel-pipe piles exposed to these drifting 
sand particles undergo abrasion due to the collision of sand particles with the piles. 
Durability is an important consideration in the construction of steel structures in 
coastal zones. Culbertson W. Ross (1949) reported severe abrasion and corrosion of 
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steel-pile groins at Palm Beach, Florida. There have also been reports of large 
decreases in the wall thickness of steel-pipe piles (more than lmm/year) due to abrasion 
and corrosion in other outer coastal zones. The reported rates of decrease in the wall 
thickness are more than 10 times greater than the allowable corrosion rate of steel in 
sea water (0.lmm/year). However, except for our previous studies (Yamashita et al., 
1989, 1990, 1991, 1992; Kariyazono, 1992), there have been very few experimental or 
theoretical studies on the abrasion of steel piles due to sediment motion. The behavior 
of sand particles during collision with the surface of piles and the resulting abrasion 
of the surface have not yet been clarified . 

In the present study, full-scale experiments were carried out to investigate the 
abrasion characteristics of steel-pipe piles from the viewpoint of the effects of flow 
velocity, diameter of sand particles and diameter of piles. Also, from numerical analysis 
of the motion of suspended sand particles, the characteristics of the collision energy 
of sand particles against steel piles were investigated, and the relationship between 
collision energy and abrasion rate was clarified. 

EXPERIMENTS 

A series of abrasion tests on steel-pipe piles were carried out in the laboratory 
using a large-scale U-shaped tube that could generate a strong oscillatory flow with 
sand drift (Fig. 1). The tube is 10m in horizontal length,5m in height and lm in 
width. The horizontal part of the apparatus, which is 500mm in height, was filled 
with sand to a height of 400mm. Thus, the flow took place in the upper 100mm of the 
horizontal part. The experimental flow conditions were as follows: the period of 
oscillatory flow was 7.1 or 7.4 sec and the amplitude of velocity (u0) was 2.0m/s ~ 
4.0m/s. Three sizes of pipe piles ( 267, 140 and 76mm in diameter( 4>)), and four 
grades of sand (0.75, 1.5, 4.0 and 7.0mm in diameter(d) ) were used. The specific 
gravity was 2.65 in all sand particles. The steel piles, which were made of 392N/ mm2 

carbon steel, were fixed securely to the bottom of the horizontal part of the apparatus 
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Fig. 1 Large-scale U-shaped tube that can generate 

a strong oscillatory flow with sand drift. 
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by steel caps and bolts. Rubber bands were wrapped around both ends of each steel- 
pipe specimen to prevent abrasion of the surface during the test. Most of the tests 
were carried out under conditions in which the period was 7.4 sec and the amplitudes 
of flow velocity were 2.0 or 3.0m/s. Flow velocity of 2.0 and 3.0m/s are equivalent to 
strong waves of 5.4 and 8.1m in height, respectively, which occur in coastal zones 
with a water depth of 10m. 

Fig. 2 shows a schematic diagram of the apparatus used to measure the surface 
profile of each specimen. The surface profiles were measured in the longitudinal 
direction by a dial gage before and after each abrasion test. Surface profile 
measurements were carried out at intervals of 15 degrees to the main flow direction. 

Dial gage 

Pipe pile specimen 

Fig. 2 Measurement of the surface profile of a 
pipe pile specimen. 

RESULTS and DISCUSSION 

Fig. 3 shows an example of the surface profiles of a steel pipe pile before and 
after the abrasion test. The Z-axis is the distance from the upper standard line of the 
pipe (see Fig. 4). The upper and lower parts of the pile were covered with rubber 
bands to prevent abrasion during the test. The amount of abrasion was obtained from 
the difference between surface profiles before and after the test. 

Fig. 4 shows an example of the profile of the sand bed around a steel pipe pile 
after the test at a flow velocity of 3.0m/s. The diameter of the steel pipe pile was 267 
mm. The depth of the sand far from the pile was about 440mm, while but sand around 
the pile was scoured to a depth of about 120mm. The degree of scouring was greater 
at a flow velocity of 3.0m/s than at 2.0m/s. 

Fig. 5 shows an example of the distributions of the amount of abrasion. The 
dotted lines indicate the surface of the sand bed at the pile surface. The solid lines 
indicate the surface of the sand bed far from the pile. At the upper part of sand bed 
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surface from the dotted line, the amount of abrasion was largest at 15 or 30 degrees 
and smallest at 90 degrees. The maximum amount of abrasion was observed at about 
50mm above the sand bed and at 15 or 30 degrees to the main flow direction. In the 
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l-*Saiid 

Fig. 5 Distributions of the amount of abrasion of 
the pile along the distance from the top standard 

line. 

case where the sand particle diameter was 7mm and the flow velocity was 3.4m/ 
sec, the maximum amount of abrasion was 0.2mm/3days. This value corresponds to 
2mm/month. Thus, it was confirmed that a serious loss of lmm/year in wall thickness 
was expected in coastal zones with severe sand motion. At the lower part of the sand 
bed surface, the amount of abrasion was rather small and was independent of the 
angle. At the upper part of the sand bed surface, abrasion occurred due mainly to the 
collision of suspended sand particles against the pile surface. At the lower part of the 
sand bed surface, however, the pile underwent sliding abrasion caused by sand 
particles in a state of liquefaction. 

The results of the experiments indicate that the collision energy of suspended 
sand particles affects the maximum amount of abrasion on the surface of a steel pile. 
To determine the collision energy of sand particles against the surface of the pile, 
numerical analysis of the motion of suspended sand particles was performed. 

Fig. 6 shows a sketch of sand particle motion. It was assumed that the fluid flow in 
the front of a pile was a two-dimensional, steady, potential motion. The sand particle 
motion was determined by Eq. 1. 

dU   „      d(U- 
M — + C M m —  

dt       M dt 
2) du    1 i      -i 

:m — + -CDpwAu-U(u-LO- 
ut     2 ' ' 

(1) 

where M and m are the mass of the sand particle and the mass of water displaced by 

the sand particle, respectively; fj and u are the velocity vectors of the sand particle 

and fluid particle, respectively; A is the cross-sectional area of the sand particle; Pw 
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is the density of the fluid; and CM and CD are the virtual mass coefficient and the 
drag coefficient, respectively. From the study of Sawamoto (1979), we assumed CM 

to be   0.5, and CD was determined by Eq. 2. 

CD = 0.4 + 
24 

Re' 
(2) 

where Re is Reynolds number. As we assume that abrasion of a pile occurs due to the 
collision energy of sand particles against the pile, dimensionless collision energy is 
defined as follows: 

Dimensionless collision energy = 
CVn|U| 

(3) 

where Q is the collision velocity vector of sand a particle; Vn is the normal component 
of (j to the pile surface; u0 is the amplitude of main flow velocity; and C is the 
dimensionless number of collision particles, defined as the ratio of the volume flux of 
sand particles at a point far from the pile to the volume flux when sand particles 
collided with the surface of the pile. 

sand particle path 

Vs: tangential component of U 

lollision velocity vector 

alVomponent of U 

 > 

steel pile 

Fig. 6 Sketch of sand particle motion. 

Fig. 7 shows the relationship between sand particle diameter, the calculated 
dimensionless collision energy, and the measured abrasion rate around a pile. 
Numerical analysis was carried out under the following conditions: flow velocity u0 and 
diameter of pile 4> were 3.0m/s and 30cm, respectively, and the diameters of sand d 
were 1, 4 and 10mm. Fig. 7 also shows the measured abrasion rates of steel piles of 
267mm in diameter in a large U-shaped tube with sand of 7, 4, 1.5 and 0.75mm in 
diameter at a maximum flow velocity of 3.0m/s for 3 days. The horizontal axis 6 is 
the angle of the pile surface. The collision energy increased as the sand particle 
diameter increased. The collision energy of large sand particles was distributed over 
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a wider range of angles 6 compared with that of small sand particles. The rate of 
abrasion also increased as the diameter of the sand particles increased. The abrasion 
rate of large sand particles was distributed over a wider range of angles 6 than that 
of small sand particles. The collision energy distributions obtained by numerical 
analysis almost coincide with the distributions of measured abrasion rates. 

CVniOl 
M,2 

£B 0.15 

u0=3.0m/s 
0 =30cm 

o d= 7 mm 
D d = 4 mm 
• d =1.5 mm 
• d =0.75 mm 

5 
(mm/day) 

90 
9 (degree) 

Fig. 7 Relationship between sand particle diameter, 

collision energy, and rate of abrasion around a pile. 

Fig. 8 shows the relationship between sand particle diameter, maximum 
dimensionless collision energy, and maximum abrasion rate obtained from Fig. 7. 
The maximum collision energy of sand particles increased with increases in the sand 
particle diameter. The maximum collision energy was nearly proportional to the 
measured maximum abrasion rate. 

Fig. 9 shows the relationship between pile diameter, dimensionless collision energy, 
and the rate of abrasion of the pile. The conditions for calculation were as follows: 
flow velocity is 3.0m/s, sand particle diameter is 8mm and pile diameters are 7.5, 10, 
15, 30 and 100cm. Fig. 9 also shows measured rates of abrasion of the steel piles of 
diameters of with 7.6, 14.0 and 26.7cm under conditions in which the sand particle 
diameter is 7mm and the amplitude of flow velocity is 3.0m/s. The collision energy of 
the sand particles increased with decreases in the pile diameter. The collision energy 
of a small pile was distributed over a wider range of angles 6 compared with that of 
a big pile. 

Thus, the larger the sand particle diameter and the smaller the pile diameter are, 
the higher the abrasion rate and the wider the abrasion area become. The reason for 
this is as follows. Fig. 10 shows an illustration of the collision behavior of sand particles 
and the streamlines of fluid near a pile without sand particles. When the diameter of 
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the sand particles is small, most of the sand particles tend to follow the fluid particles 
and do not contact with the surface of the pile because they have low inertia. Thus, 
the collision energy at the surface of the pile is very small. When the diameter of 
sand particles is large, however most of the particles collide with the surface of pile 
regardless of the flow of fluid around the pile, and thus the collision energy is very 
large. On the other hand, when the diameter of the pile is large, streamlines begin to 
curve at a point far away from the pile because of the pile's wall effect. When the 
diameter of pile is large, most of the sand particles closely follow the streamlines and 
do not contact with the surface of the pile due to the large wall effect. 

-<i 
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\      ) -\ V     J 
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Fig. 10 Illustration of the collision behavior of sand. 

Fig. 11 shows the relationship between the ratio d/ 4> of sand particle diameter to 
diameter of the pile and dimensionless maximum collision energy. The maximum 
collision energy is a function of only the ratio 61 <t> approximately. The larger d/ 4> is, 
the larger the maximum collision energy becomes. 

Fig. 12 shows the relationship between d/ 4> , maximum dimensionless collision 
energy, and maximum abrasion rate. The maximum abrasion rate is also a function 
of only the ratio d/ <t> approximately. The collision energy obtained by numerical 
analysis is nearly proportional to the measured abrasion rate. This relationship is as 
follows. Dimensionless collision energy of 1.0 corresponds to an abrasion rate of 
0.21mm/day at a flow velocity of 3.0m/s. 
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Fig. 13 shows the relationship between flow velocity, dimensionless maximum 
collision energy, and maximum abrasion rate. If flow velocity is larger than l.Om/s, 
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the dimensionless maximum collision energy is nearly constant. The maximum 
abrasion rate is roughly proportional to the maximum collision energy. The rate of 
abrasion of a steel pile is roughly proportional to the second power of flow velocity. 
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Fig. 13 Relationship between flow velocity and 
dimensionless maximum collision energy. 

CONCLUSIONS 

The distributions of abrasion rate around and along steel pipe piles were clarified. 
The maximum abrasion rate was observed about 50mm above the sand bed and 15~30 
degrees in the main flow direction. It is confirmed that an abrasion rate of lmm/year 
can be expected in coastal zones with severe sand motion. 

The abrasion rate of a steel pipe pile is roughly proportional to the second power of 
the amplitude of flow velocity. 

The larger the sand particle diameter is and the smaller the pile diameter, the 
higher the abrasion rate becomes and the wider the abrasion area. This reason for 
this is as follows. When the diameter of sand particles is small and the diameter of 
the pile is large, more of the sand particles tend to follow the fluid particles and do 
not contact with the surface of the pile due to their low inertia and the large wall 
effect, respectively. The collision energy of sand particles obtained by this numerical 
analysis is nearly proportional to the measured abrasion rate. 

The maximum collision energy is approximately a function of only the ratio d/ <i> 
(sand particle diameter to pile diameter). The larger Al <t> is, the larger the maximum 
of abrasion rate and the maximum collision energy become. 

As the relationship between collision energy and measured abrasion rate has been 
clarified, the abrasion rate can be estimated from the collision energy. 
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CHAPTER 169 

A Viscous Rotational Model for Wave Overtopping over 

Marine Structure 

Fei ZhuangJ Jiin-Jen Lee2 

Abstract 

Wave overtopping problems continue to require more attention due to 
the complexity of the physical process and the lack of available predictive 
models. In a recent experimental study on the kinematics of wave overtop- 
ping on marine structure by Lee, Zhuang and Chang (1993), it was found 
that the overtopping wave constitutes a jet-like water mass impacting the 
shoreward region of the breakwater. This jet-like water mass induces strong 
vortices and large water particle velocities in both the horizontal and ver- 
tical direction in the shoreward region behind the marine structure. The 
large rotational velocity field is capable of removing the armor units of the 
breakwater and scouring the bed in the shoreward region of the breakwater. 
In the study of Zhuang, Chang and Lee (1994), a numerical model capable 
of generating the rotational velocity field in the vicinity of the shoreward 
face of the breakwater was proposed. This paper presents the computation 
results from a refined viscous rotational model and their comparisons with 
newly acquired experimental data. 

1. Introduction 
1 Postdoctoral Research Associate, Department of Civil Engineering, University of 

Southern California, Los Angeles, CA 90089-2531 
2Professor of Civil Engineering, University of Southern California, Los Angeles, CA 
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Overtopping of ocean waves over marine structures has been an important 
problem for ocean and coastal engineers due to the fact that it may severely 
damage the marine structure. The overtopping process may transmit signif- 
icant wave energy toward the coastal zone which the marine structure (such 
as breakwater) is supposed to protect. 

In a recent experimental study on the kinematics of wave overtopping on 
marine structure by Lee, Zhuang and Chang (1993), it was found that the 
overtopping wave constitutes a jet-like water mass impacting the shoreward 
region of the breakwater. This jet-like water mass induces strong vortices 
and large water particle velocities in both the horizontal and vertical direc- 
tion. Moreover, the overtopping wave also generates waves in the shoreward 
region possessing significant wave energy with oscillatory wave trains. These 
two major conclusions have significant practical implications: The large rota- 
tional velocity field can remove the armor units of the breakwater and scour 
the bed. The generated waves could induce significant basin oscillations in 
the shoreward basin with resonant frequencies which are different from the 
incident wave frequencies. Such experimental results deviated significantly 
from the potential flow theory in certain regions. Thus, computational results 
based on the potential flow theory can not fully explain the experimental data 
without incorporating additional features. In the study of Zhuang, Chang 
and Lee (1994), a numerical model capable of generating the rotational veloc- 
ity field in the vicinity of the shoreward face of the breakwater was proposed. 
This paper presents the computation results from a refined viscous rotational 
model and their comparisons with newly acquired experimental data. 

2. Experiments 

Experiments involving propagation of solitary waves over various sub- 
merged breakwater configurations are conducted in a wave tank 37.73 meter 
long, 39.4 centimeter wide, and 61 centimeter deep. A programmable piston 
type wave generator is installed at one end of the tank and a sloping beach is 
installed at the other end of the tank to aid the wave dissipation for the pur- 
pose of reducing the waiting time between experimental runs. Three different 
breakwater configurations are used in the experiment. Three resistance type 
wave gauges are installed at desired locations to make simultaneous wave 
profile measurements. 

The water particle velocities are measured using a portable four-beam, 
two-component, fiber optic Laser Doppler Velocimeter (LDV) manufactured 
by TSI Inc.. Titanium Dioxide powder (TiC^) is used in the experiments as 
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a seeding agent. 

3. Numerical Models 

The refined viscous rotational flow model consists of two basic elements: 
The velocity field generated by using the potential flow theory and the ro- 
tational velocity field generated by the separated flow (vortices) of the over- 
topping waves as they leave the breakwater site. For the potential flow 
theory, the Boundary Element Method has been used. The nonlinear bound- 
ary condition at the free surface is satisfied in the numerical model to allow 
simulation of large amplitude waves. The transient non-rotational flow field 
obtained by the potential flow theory is combined with the time dependent 
rotational flow field due to vortices generated in the separation zone. 

The potential flow theory formulation using boundary element method 
has been presented in Lee, Chang and Zhuang (1992). The problem of wave 
overtopping on marine structure is formulated as a two-dimensional bound- 
ary value problem. The fluid in the solution domain is assumed to be in- 
compressible and the flow is assumed to be irrotational. Viscous force is also 
neglected. Application of potential theory leads to the governing Laplace's 
equation for the velocity potential function <f>: 

V2cf>{x,t) = 0 x 6 H(t) (1) 

with the kinematic and the nonlinear dynamic free surface conditions as the 
boundary conditions on the free surface Ts: 

g = (| + u-V)r = u = W (2) 

m = ~gy+2m - ~r (3) 

where r is the position vector of a free surface fluid particle, g the acceleration 
due to gravity, y the vertical coordinate, pa the pressure at the surface, p0 a 
reference pressure and p the fluid density. 

The solution to the boundary value problem is expressed as a boundary 
integral using the free space Green's function C(x,-,Xj) = — ^log|x,- — Xj\ 
and Green's theorem: 

(x,-)^(xO =  / 
d<l> ,    dG(x,Xi) 

G{x,Xi) - </>(x^ 
dn dn 

dT(x) (4) 
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where X; and x are position vectors for points on the boundary (x,- can also 
be any where within the domain), T(x) is the boundary of the fluid do- 
main fl, n the unit outward normal vector and a(x,) a geometric coefficient. 
The boundary integral equation is then solved using the Boundary Element 
Method. 

A time marching procedure which was first suggested by Dold and Pere- 
grine (1986) has been used in the present analysis to update both the new 
position of the free surface and the potential value <j> on the free surface at 
the next time step: 

v(t + At) = r(t) + ± ^-^}P- + 0[(At)-+M 
*=i    *1      W 

(5) 

• ^(,(f + At),t + AO = ^(r(<)1t) + f:(A*)  ° +WW + 0[(Atn  (6) 

The Boundary Element Method together with the time marching procedure 
form a unique solution technique for solving transient nonlinear wave prob- 
lems. 

The rotational flow field in the vicinity of the shoreward breakwater is 
simulated with the governing equations for the vorticity stream function for- 
mulation of incompressible laminar flow. Figure 1 shows the computational 
domain for this rotational flow field (ABCDE). The governing equations are: 

du>       dio       du>        (d2co     d2u>\ 

m+u-^ + v^^'/W + W) (7) 

w+-df=UJ (8) 

where to is the vorticity vector; u,v are the horizontal and vertical components 
of the velocity vector, and v is the kinematic viscosity of the fluid.   The 
boundary conditions in conjunction with the governing equations (7) and (8) 
are listed as follows: 

A-B and A-E: 
u = 0,   v = 0,   ?/> = 0 

B-C: 
dt(> du     dv 
—- = U, U = -£- - — 
ay ay     ox 
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Figure 1: Sketch of the computational domain. 
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D-E: 

dxl> du     dv 

dx ' dy     dx 
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For each time step, the particle velocity solution is collected along B-C and 
C-D from the computational results based on the boundary element method 
(potential flow theory). These are used as the boundary conditions for the 
vorticity stream function formulation, hereafter we refer it as combined ro- 
tational model. Equation (8) is solved using Successive Over Relaxation 
method. Equation (7) is then solved using Alternating Direction Implicit 
method. The same computational procedure is repeated over the successive 
time steps. For detailed description of the numerical model, the reader is 
referred to Zhuang (1996). 

For the two dimensional wave overtopping problem, potential theory with 
boundary element method has shown to have the following advantages: (1) 
the boundary element method can reduce the dimension of the original prob- 
lem by one, thus reduce the computer storage requirements and speed up 
the computation. (2) the boundary element method is especially suitable for 
problems where the variables of primary interest are mainly located on the 
boundary, such as wave-related problems. (3) it has been proved by previous 
study (Lee, Chang and Zhuang (1992)) that potential theory results agree 
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well with the experimental data for the region near the free surface and the 
region far away from the separation zone near the breakwater. But, it is also 
shown through the present experimental data that in the separation zone 
(where vortex generation and large induced flow velocities are prevailing) 
potential theory can not be valid. 

As for the vorticity stream function formulation with finite difference 
method, it includes elements of rotationality and viscous effect, and it can 
be used to describe flow separation and vortex generation. However, this 
formulation is difficult in dealing with free surface calculation and is not eco- 
nomical in terms of computational cost compared with the boundary element 
method. 

In order to make the numerical model capable of simulating the whole 
wave overtopping process, and to take advantages of both the potential flow 
theory and the vorticity stream function formulation, the present study pro- 
poses a combined numerical model. In this model, potential flow theory with 
boundary element method is used to obtain the wave profile and flow field 
information in the region where the flow can be assumed inviscid and irrota- 
tional, i.e. the region near the free surface and the region far away from the 
separation zone. In the region near the shoreward breakwater, where flow 
separation and vortex generation are dominant, vorticity and stream func- 
tion formulation is employed to capture the rotational flow motion in this 
region. 

It is reasonable to expect that the computational results from the bound- 
ary element method based on the potential flow theory would fail at the 
separation zone due to its imposed assumption of inviscid fluid and irrota- 
tional condition. However, the computational results should be reasonably 
valid in the region far away from the separation zone. Therefore, our mod- 
eling strategy for the region near the separation zone is adopted as follows: 
As the incident wave propagates over the breakwater, the computed veloc- 
ity field from the boundary element method in the regions BC and CD are 
used as input boundary condition for the rotational flow simulations based 
on equations (7) and (8). In this approach, the domain of computation is 
fixed thus the computational effort is greatly simplified. 

4. Results and Discussion 

During the experiment we have observed flow separation and vortex gen- 
eration near shoreward face of the breakwater.  These observed phenomena 
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and the inability of the potential flow theory to describe the flow phenomena 

motivated the development of the present combined rotational flow model. 

In this section, the focus will be in the separation zone. Flow patterns, de- 

tailed particle velocity time history obtained from both the experiments and 

the present combined rotational flow model will be presented. 

Figure 2 and 3 present a series of four photographs taken during one ex- 

perimental run of H/d=0.3 solitary wave overtopping on submerged Break- 

water C (hight=4.5in and width=15in) with water depth d=9in. The blue 

dye is injected in the shoreward region of the breakwater before the wave 

is generated. The solitary wave propagates from left to right direction in 

the pictures. The breakwater can be seen at the lower left corner of the 

pictures. From Figure 2(A), we can see a vortex is starting to form at the 

shoreward edge of the breakwater while the wave crest is approximately on 

the top of the edge. The following three pictures show a complete process 

for the generation of a vortex. It is observed that a strong rotational flow 

field has been generated in the vicinity of the shoreward breakwater. Since 

this is a transient process, the vortex will grow bigger and bigger after the 

wave has passed and eventually move downstream and become disintegrated. 

A practical point to remember is that the rotational field so generated will 

induce more scouring capability in the shoreward region of the breakwater. 

The velocity time history comparisons between the model results and the 

experimental data are presented in Figures 4 and 5. Figure 4 shows the ve- 

locity time history at a location P-825. The location P-825 is at the vertical 

position -0.825d from the still water surface and 0.15d from the breakwater 

shoreward surface. Included in the figure are the results of the potential flow 

theory (solution from boundary element method) shown in solid line. The 

results from the combined rotational flow model are shown in dotted line. 

The velocity time history obtained by using the Laser Doppler Velocime- 

ter measurement are plotted using the star symbols. The ordinates in both 

figures are the velocity components normalized with respect to y/gE (the 

wave celerity in water depth d). The abscissa is the real time normalized as 

tJg/d. Examining both the horizontal and vertical velocities, it is seen that, 

at location P-825, both the combined rotational flow model and experimen- 

tal data reveal that the horizontal velocity changes direction from positive 

to negative and the vertical velocity changes the direction from negative to 

positive. That means the flow direction at that point changes from forward 

and downward to backward (seaward) and upward. It clearly shows that 

a vortical motion has been generated during the wave overtopping process. 
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Figure 2: Pictures (A) and (B) of an experimental observation of vortex 
generation for solitary wave overtopping submerged breakwater. H/d=0.3, 
d=9in, Breakwater C. 
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Figure 3: Pictures (C) and (D) of au experimental observation of vortex 
generation for solitary wave overtopping submerged breakwater. H/d=0.3, 
d=9in, Breakwater C. 
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The present combined rotational flow model predicts this feature of particle 
movement and agree well with the experimental data. As expected, the po- 
tential theory predicts only positive horizontal velocity and negative vertical 
velocity. The results from the potential flow model deviate significantly from 
the experimental data beyond a very short time after the arrival of the waves. 
Thus, according to the potential flow theory, the particles are always going 
forward and downward directions during the overtopping process, represent- 

ing no rotational motion. It is reasonable to expect that the computational 
results from the boundary element method based on the potential flow theory 
would fail in the separation zone due to its imposed assumption of inviscid 
fluid and irrotational condition. 

Another noticeable feature to be observed from this time history graph 
is the magnitude of the positive vertical velocity and negative horizontal ve- 
locity, both are much greater than the particle velocities associated with an 
unmodified solitary wave. This feature of increased particle motion could 
contribute to the destabilization of the breakwater armor units in the shore- 
ward face. 

Figure 5 shows horizontal and vertical velocity time history comparisons 
between the present model and the experimental results at location P-75 
for 0.3 solitary overtopping on Breakwater C. Location P-75 is -0.75d from 
the still water surface and 0.15d from the breakwater shoreward surface. 
It is 0.075d above location P-825. As observed from Figure 4, velocity at 
location P-75 also shows the reversal of horizontal velocity from shoreward 
to seaward direction and the reversal of vertical velocity from downward to 
upward. Although location P-75 is very close to location P-825, we can see 
the velocity time histories from the two locations have significant differences. 
It indicates that there is a rapidly changing velocity field in this region. 
Notice that the vertical velocity reached the maximum when the horizontal 
velocity becomes small, indicating location P-75 is in the middle left portion 
of the clockwise rotating vortex, where the flow is basicly going up. Again 
Figure 5 shows the results from the present rotational flow model agree quite 
well with experiments. 

5. Conclusions 

The major conclusions drawn from this study can be summarized as fol- 
lows: 

1. A numerical model has been developed to simulate wave induced vis- 
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Figure 4: Comparison of particle velocity results from the present model, 

potential flow theory and experiment at x* = 0.15 and y* = -0.825 for 
solitary wave overtopping on breakwater C, H/d = 0.3, d = 9in; • • • present 
model; — potential flow model; * * * experiment. 
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Figure 5: Comparison of particle velocity results from the present model and 
experiment at x* = 0.15 and y* = —0.75 for solitary wave overtopping on 
breakwater C. H/d=0.3, d=9in; • • • present model; * * * experiment. 
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cous rotational flow in the separation zone near shoreward breakwater 
surface. This model is referred as the combined rotational flow model 
because it combines two distinct theories and corresponding solution 
methods and it is capable of evaluating rotational separating flow field. 
It is seen that the combined rotational flow model describes the flow 
field quite well when compared with the experimental data. It offers a 
tool for modeling the flow field in the vicinity of the shoreward region 
of the breakwater. It is also seen that the potential flow results deviate 
from the experiments significantly. This demonstrates the importance 
of incorporating the rotational feature for modeling the flow field in the 
vicinity of the shoreward region of the breakwater. 

2. Based on both the numerical and experimental results it is found that 
there is a vortex generated by the overtopping of solitary wave in the 
vicinity of the shoreward breakwater. The vortical motion remains 
there even when the wave has traveled to the region far away from the 
breakwater. This vortical motion produces a velocity field which could 
cause significant scouring in the region close to the breakwater. 

3. Because of the vortex motion, there is a relatively large velocity com- 
ponent in the upward and seaward direction. This velocity component 
could produce a lifting force which could destabilize the armor units in 
the shoreward face of the breakwater. 

4. The present combined rotational flow model can be easily implemented 
because of its time-saving feature. It only computes rotational flow 

field in a relatively small local domain, while the efficient potential 
theory using boundary element method offers the information away 
from the separation zone, where the irrotationality assumption is valid. 
Furthermore, this model can be extended to solve other wave-structure 
interaction problems. 
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CHAPTER 170 

Overtopping of waves at a wall: 
a theoretical approach 

M. Jervis x and D.H. Peregrine 2. 

Abstract 

The flow of water due to the overtopping of a vertical wall by waves is mod- 
elled. The waves are computed with an accurate irrotational flow solver. The 
case where a jet of water is projected up the face of the wall is considered. A 
simple estimation is made from the computation of the amount of water that can 
pass over the crest of a wall of finite height. The results for overtopping volume 
per wave show a roughly exponential decaying dependence on the height of the 
wall above the still water level. Results are given for waves of differing height and 
also for various sizes of berm in front of the wall. The effects of surface tension 
are included to investigate the possibility of errors in scaling experimental results 
to prototype scale. These are larger than expected. 

Introduction 

In many locations sea walls and breakwaters are built to prevent water from 
the open sea spreading inland, or disturbing harbours and their installations. 
There are many reasons for estimating how much water may overtop a wall of 
given height in given wave conditions. With sea walls, erosion of the back side 
may be the greatest danger, whereas damage to people and port installations 
may be of concern behind a breakwater. 

Previous study of overtopping at vertical walls has been almost entirely based 
on small scale experiments (e.g. Franco 1994, Juhl & Sloth 1994). This is a 
theoretical study of wave overtopping. We focus on the case where waves slosh 
against a vertical wall sending a jet of water up to a height which may be as much 
as three times the height of the incident wave. Numerically accurate irrotational 
flow computations model the upward jet, then a simple model described in the 
next section is used to estimate how much of the water in the jet would overtop 
a wall of given height. 

The results we present here are all for steep solitary waves meeting a wall. 
The solitary wave is the largest wave that can propagate on water of a given 
depth. As well as considering a vertical wall, bounding water of constant depth, 
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2192 



OVERTOPPING OF WAVES AT A WALL 2193 

cases of walls with berms are also presented. There is interest in several aspects 
of the hydrodynamics of such flows, but we concentrate on the overtopping. The 
effect of a berm depends on both its horizontal extent and height. Small low 
berms have little effect. Larger berms change the wave behaviour. 

There are two types of behaviour characteristic of extreme standing waves, or 
waves reflecting (Thais & Peregrine, in preparation). One is the thin sheet like 
jet that we see in figure 1, but a berm can also give the other almost "table-like" 
elevation as in figure 6, or wave breaking at or before the wall. The computations 
show strong variation of overtopping depending on the berm size, but are not 
capable of dealing with the cases of wave breaking. 

A further variation is introduced to give an indication of scale effects. Often, 
experiments are performed on rather shallow water, e.g. 0.1m or less especially 
when a three-dimensional wave field is being modelled. In such cases surface 
tension is likely to have a significant influence on the tip of wave jets. By including 
surface tension in the program to calculate the incident wave and jet this scale 
effect is quantified and found to be more important than originally expected. 

Overtopping model 

The program used is that of Cooker, Peregrine, Vidal & Dold(1990) which 
is based on the accurate irrotational flow solver of Dold & Peregrine(1986). 
The computation assumes inviscid, irrotational and incompressible flow, solving 
Laplace's equation with a boundary-integral method, and using the fully non- 
linear boundary conditions to time step the computation. High-order numerical 
approximations are used. 

The reflection of waves by a vertical structure such as a breakwater means 
that the waves in front of the structure are well modelled by standing or near- 
standing waves if no breaking occurs. Breakwaters are sometimes designed so as 
to guarantee the formation of standing waves in front of the structure. In this 
way the chances of the occasional very high impact pressures which might lead 
to structural failure are reduced. The appearance of the standing waves becomes 
more like a reflecting solitary wave as water depth is decreased. The largest 
waves that can approach any structure are shallow water waves whose crests are 
very similar to solitary waves. Thus we use solitary waves as incident waves for 
the examples here. 

Impact on a vertical wall is modelled by considering the symmetrical colli- 
sion of two steep solitary waves. That is, the initial condition in the computation 
corresponds to two accurate solitary waves heading towards each other, but suf- 
ficiently far apart that there is no initial interaction between them. An initial 
solitary wave of any height can be accurately modelled using Tanaka's (1986) 
method. The program can include simple deformations to a flat bed, such as 
beaches and half ellipses. A berm of quarter-elliptical shape in front of the wall 
is modelled by placing a semi-ellipse on the bottom directly below the line of 
symmetry of the surface, where the two solitary waves collide. Results for such 
cases are also reported. For sufficiently steep waves a vertical jet forms at the 
wall (see figure 1). 

We are not able to explicitly model a wall of finite height using the present 
code. Substantial changes would be needed to do this. However, we make use of 
a feature of common to all jets arising from unsteady waves. That is once the jet 
forms the pressure field within the jet is very weak. This means that almost all 
the motion of water in the jet is close to purely inertial. Thus we assume that 
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Figure 1: Solitary wave collision with vertical wall. Wave height, H = 0.75d 

once the jet has formed, the motion of any fluid particle in the jet is governed by 
its initial momentum and gravity. Portions of fluid are modelled by considering 
their motion once above the crest of the wall as if they are a free particles moving 
under gravity, that is 

V (t) =yo + v0(t- T0) - gt2/2 (1) 

: (t) =X0 + U0(t- T0) (2) 
at a time T0 where the fluid particle has position (x0,yo) and velocity (u0,v0) 

when it passes the crest of the wall. 
As a jet ascends a wall there is some slight pressure against it. This is due 

to motion towards the wall as each portion of the jet stretches and thins. As the 
water passes the top of the wall this slight pressure drops to atmospheric, but 
the motion towards the line of wall continues. This means any portion of fluid 
passing the top of the wall has some momentum in a direction towards the wall 
which can carry it over the wall face and cause overtopping. Thus our model is 
as follows: 

• Take horizontal slices of water as they pass the level chosen to represent 
the top of the wall. 

• Work out their horizontal momentum. 
• Treat each slice as a particle moving under gravity as in equations (1) and 

(2). 
• Consider each slice as it returns to the level of the top of the wall. Use 

the position of its centre of mass to decide how much, if any, of the wa- 
ter has moved horizontally past the face of the wall and hence counts as 
overtopping. 

• Add the contribution from all the slices that flow past the top of the wall 
to give an estimate of the total volume of water overtopping due to that 
wave. 
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This calculation could be further refined by allowing for the contraction of 
each slice under its initial velocity field. However, such contraction is influenced 
by the slight pressures exerted by adjacent slices, so that to try and include it 
would mean going beyond the simple modelling we wish to present here. 

Slices were identified by stepping in time. The length of each time step and 
the vertical velocity together determining the thickness of each slice. Too short 
a time-step means good resolution but long computation times, too long a time 
step gives poor resolution. A time step size was chosen such that the thickness 
was always less than 10-4d, where d is the undisturbed water depth. 

Limitations of simple model 

In these calculations it is assumed that solitary waves are an accurate rep- 
resentation of the likely steepest incoming waves (see previous section). For the 
collision of solitary waves only the case of no surface tension and constant depth 
has been previously studied. When the waves are steepened by interaction with 
the berm a range of motions can develop, including flip-through motions as de- 
scribed by Cooker & Peregrine (1990). Flip-through motion is very sensitive to 
wave shape and can produce very violent jets. The present model is only applied 
to situations in which the free surface calculated by the potential flow solver has 
reached or passed the time of maximum run-up before breaking down. Thus we 
cannot model overtopping from breaking waves such as in figure 2, or the strong 
'flip-through' impacts described by Cooker & Peregrine since in such cases we 
cannot compute up to the time of maximum elevation. On the other hand these 
give very thin jets. If the wave has already broken any resulting jet is small 
and mostly fails to overtop the structure. Thus the cases to which our model is 
restricted are those which happen to be responsible for a significant amount of 
overtopping. 

Our model is inaccurate for wall heights below the height of jet formation, 
or for waves where no significant jet is formed, i.e. where the force due to 
internal pressure on a fluid particle is not negligible compared to gravity. Thus for 
example it does not apply to surging over low walls. In practice this means that 
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Figure 2: Solitary wave steepening over wide berm. 

only solitary waves of steepness greater than 0.5d were used, and the results are 
restricted to the higher end of the dimensionless freeboard range (approximately 
to above R/H=1.8 in the calculations presented here). 

Results with gravity waves. 

Since these calculations assume two-dimensional waves the overtopping vol- 
umes calculated are volume per unit length of the wall, Q. The undisturbed 
water depth, d, is used as the unit of length in computations, so for example 
the wave height, H, is a dimensionless ratio of wave height to that water depth. 
Following the presentation of results in previous papers on overtopping rates, 
the quantities presented in the following section are in terms of the overtopping 
volume Q/H2, and dimensionless wall crest free board R/H, where R is the 
height of the top of the wall above the undisturbed water level. Note, for these 
solitary wave computations the undisturbed level corresponds to trough level in 
a periodic or irregular wave train. 

Figure 3 shows the results of dimensionless overtopping against dimensionless 
crest free board for the case of a horizontal bed. The dimensionless overtopping 
volume is plotted on a logarithmic scale. For solitary waves of amplitude 0.5 or 
less, no significant jet is formed at the wall. Thus our model is less accurate for 
the wave of lower amplitude for which it is only likely to give a rough indication of 
overtopping volumes. The variation with wave height reflects the greater height 
of run-up at wall for the highest waves. This is described in Cooker et al. (1997). 
Dimensionless overtopping volume increases with wave height. 

For the case of a berm in front of the wall figures 4 and 5 show the results 
of dimensionless overtopping volume against dimensionless crest free board for 
a solitary wave with amplitude 0.7d for berm widths d and 2d. These include a 
range of results for berms of different heights.   Rather suprisingly, for berms of 
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Figure 3: Solitary wave overtopping on water of constant depth; different wave 
heights, H 

width d, 2d, the overtopping decreases with increasing berm height. For these 
short berm widths, the higher berm interferes with the water motion near the 
wall. The influence on the shape of the resultant jet shape is small in the case of 
length d, but strong for the berm of length 2d (see figure 6 for example), making 
it increasingly wide and short. 

It can be seen in figure 6 that the berm forces the water level at the wall up 
earlier than in the case with no berm. The result is that the strong accelera- 
tions normally seen at this time are reduced and the water just sloshes smoothly 
against the wall. In this case the reduction in the violence of the collision also 
corresponds to a reduced impact pressure at the wall. However, since the motion 
of the water is directed up by the berm at the wall this may give larger overtop- 
ping volumes at low crest free-boards. This is beyond the scope of our current 
model. For berms of width 3d, the effect seen with the 2d berm and that of 
wave steepening appear to cancel each other. The overtopping predicted is very 
close to that with no berm. For wider berms still, wave steepening is the dom- 
inant effect, which increases the violence of the motion and the corresponding 
overtopping volume. 

Figure 7 shows the dimensionless overtopping volume against dimensionless 
crest free board for berms of fixed height but different width. For dimensionless 
free-boards up to 2.5 there is little difference; it is only in the free-boards near 
the maximum run-up height that the influence of the berms can be clearly seen. 
Results show that a berm of width less than 3d decreases Q, compared to the 
no berm case. Over wider berms, the wave steepens giving a stronger jet on 
impact. A roughly exponential relation between individual dimensionless over- 
topping volume and dimensionless free-board (i.e. a straight line on the graph) 
can be see over much of the valid range. 
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Figure 6: Vertical wall with berm width 2d, height 0.5oL H = 0.75<i 

10 

10 

10 

1      '      ' 
: 

^^^fltoki 
~= 

:         berm widths/d:         ^^ 
+ no berm 

~E 

r    * I.O ~ 
:        o   2.0 

A 3.0 
I        • 4.0 0*lA 

* A 

on 
• 

1 

r +A D 1 

 i 
  l " 

2.0 2.5 3.0 
dimensionless freeboard, R/H 

Figure 7: Solitary wave overtopping; berm height = 0.2c!, H = 0.7d. 



2200 COASTAL ENGINEERING 1996 

Comparison to existing experimental data 

To the authors' knowledge there are no experimental results for individual 
overtopping volumes for a vertical breakwater in which the required geometric 
and hydraulic characteristics are all given. Indeed, the purpose of this study 
is partly to fill that gap. We can however draw some parallels between the 
calculations presented here and experimental results. From the knowledge of 
wave steepnesses (defined in related experimental work as wave height/distance 
between crests) and the nondimensional wave speed in our model, we can work 
out a rough overtopping rate. Values for wave heights are given in terms of a 
significant wave height, defined as the mean height of the 1/3 highest waves. In 
conversion to approximate rates we use this as equivalent to the height of our 
test wave. Where a range of significant wave heights is given our test wave is 
chosen equal to the mean of the range. 

The overtopping rate is defined as the overtopping volume divided by the 
time between overtopping events. The time between overtopping events usually 
differs from the wave period as only a limited percentage of the incident waves 
produce overtopping. 

A series of model test are carried out by Juhl (1995). Results for dimensionless 
overtopping rates are presented for differing angles of wave attack and wind 
velocities. Our model is only applicable to the results with zero wind velocity 
and normal wave attack. Again, we have to be careful when comparing our 
model to results with overtopping rates. Suppose we assume that only 10% of 
waves produce overtopping, a likely figure from various experimental results. Our 
model thus only gives a rough approximation to the experimental data. 

Figure 8 compares the rate of overtopping found with zero wind velocity and 
0° angle of wave attack to that predicted by our simple model over its range of 
validity. The period between overtopping events used to find the rate is derived 
by assuming the a periodic train of solitary waves which give a steepness equal 
to the average used in the tests, multiplied by the probability. We see that our 
model produces results that are of the same order of magnitude over most of the 
range. However there is a tendency for under-prediction at higher dimensionless 
free boards. This is explained earlier. The non-dimensional overtopping rate 
compares well to that of Juhl for dimensionless free boards in the range 2 to 3. 

Overtopping with gravity-capillary waves 

Surface tension plays an important local role where-ever the surface curva- 
ture is sufficiently high. In the calculations above, extremely thin jets are often 
produced which have a region of very high curvature at the tip. Surface tension 
can have a significant effect on the shape of the jet at this tip. This in turn might 
effect the predicted overtopping volumes. There are two ways in which surface 
tension is likely to effect overtopping - by affecting the profile of the incident 
wave, and by affecting the resulting jet shape. We ask, at what scale would sur- 
face tension become significant in overtopping experiments? The lack of data on 
scale correction factors to date has been reported as substantially hindering the 
application of research results to practical engineering analysis or design. Our 
model permits the inclusion of surface tension in the evolution of the surface. 
There are, of course, other scale effects not included in our model. These include 
the break up of jets into water drops and the effects of any wind. There may 
also be problems including any air entrainment effects. 
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Figure 8:   Comparison of estimated overtopping rates with Juhl (1995) (wind 
speed=0, angle of attack=0°) 

The results are described in terms of the properties of clean water. Hence the 
description of water depth is used to specify scale of motion and thus the rela- 
tive strength of surface tension. In our symmetric approximation we implicitly 
assume a contact angle 6 = 90°. In practice the contact angle may differ from 
this, and the water is not usually clean. 

Run-up of solitary type waves with surface tension 

Figure 9 shows the jet at the time of maximum run-up for a solitary waves 
of a = 0.7d with d =5cm. In Jervis (1996), it was found that for the particular 
case of a solitary wave with a = 0.7d, propagating on depths 5cm and larger 
no noticeable capillary waves formed. Experimenters might then expect surface 
tension to play no measurable role in experiments. The main effect of the inclu- 
sion of surface tension is to modify the shape of the jet produced in the solitary 
wave collision. The jet is generally broader and shorter due to surface tension. 
A decreasing non-dimensional run-up height with increasing surface tension (i.e. 
decreasing scale) is found. For the d =5cm case for example, the decrease in 
non-dimensional run-up height is approximately 10%. 

Overtopping volumes with surface tension 

Figure 11 shows the dimensionless overtopping predicted by our model for a 
solitary wave of amplitude a = 0.7d. Resulats for depths of 5cm, 10cm, 20cm 
and 50cm are shown alongside the result for no surface tension. Results for depth 
2cm are not shown: at this scale surface tension restricted the formation of a jet 
too much for our overtopping model to be valid. For small dimensionless free- 
boards we see that the results coincide. At higher dimensionless free-boards the 
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Figure 9: y/d against x/d at time up to maximum run-up for a solitary wave 
a=0.7d, d=5cm, berm width=4d, berm height=0.1(£ 

difference in jet shape shown in figure 10 is affecting overtopping volumes. At 
smaller scale (higher nondimensional surface tension values) the run-up height is 
less, and the average velocity towards the wall is reduced. Even for the calculation 
for d=50cm there is a noticeable underprediction. 

We can then see that even experiments carried out on depths of the order 
20 to 50cm there is an underprediction at the upper limits of dimensionless 
free-board. For experiments where the incident wave is only 5-10cm relatively 
large underpredictions of overtopping volume and wave run-up can occur when 
scaling results back to full scale for use in breakwater design for R/H > 2.6. Of 
course here we are modelling only the non-breaking waves. More violent impacts 
produce jets beyond the scope of this simple model. 

Figure 12 shows dimensionless overtopping for a wave on 5cm depth where 
the wave is steepened by a berm of width 4d. As with no surface tension, wave 
steepening increases the strength of the jet produced. This can be seen in the 
trend towards a straight line for much of the range on figure 12 for higher berms. 
Without surface tension, overtopping is recorded for dimensionless crest free- 
boards of over 3.6, compared to only 2.85 with the corresponding 5cm calculation. 
It is clear then that extrapolating experimental results from such a small scale 
can give misleading values at high relative crest free-boards. 
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Figure 10: y/d against x/d at time of maximum run-up for a solitary wave 
a — 0.7<i, for d=2cm, 5cm, 10cm, 20cm, 50cm and with no surface tension. 
(Surfaces have been shifted vertically for clarity). 
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Further work and conclusion 

It appears that this simple theoretical approach gives plausible results for 
overtopping volumes per wave for non-breaking solitary waves. When strong jets 
are formed, particularly in calculations were the wave is steepened by interac- 
tion with a long berm, it is found that the overtopping volumes have a roughly 
exponential dependence on run-up for waves of a given height. Such an exponen- 
tial relationship is similar to experimental results on overtopping rates (Franco, 
1994, Juhl and Sloth, 1994, for example). The method predicts the same trends 
as previously reported in measurement of overtopping rates. A comparison of 
the results to measured overtopping volumes per wave is needed to validate the 
method however. Quantitatively, overtopping rates compare well with experi- 
mental results of Juhl (1995), allowing for the expected underprediction at high 
relative crest free boards. 

From the results it appears that for the parameter range studied the short 
high berms decrease overtopping perhaps by interfering with the water motion 
near the wall, whereas wider berms steepen the incoming wave and make its 
encounter with the wall more violent and increase overtopping. Wide berms 
act to steepen the incident wave. In case where the flow was calculated up 
to the maximum run-up, wide berms tended to increase overtopping volume. 
Cases where the flow could not be computed up to the time of maximum run-up 
involved wave steepening often to the point of breaking before impact with the 
wall. In this case the likely impact pressures can be considerably higher (see 
Cooker 1990 for example). For the higher berms the shape of the jet can vary 
significantly, as can be seen in figure 6. 
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Wind can also play a role in overtopping. A wind force can break jets into 
spray above wall height. It can thus act to significantly increase or decrease over- 
topping, according to direction. Such a wind force could easily be incorporated 
into the simple mathematics of this overtopping model. 

Most experiments are carried out at scales where surface tension plays a role 
in the jet dynamics. The effect of surface tension is generally not taken into 
account when extrapolating experimental results to full scale. Results here show 
that for overtopping rates that the effect of surface tension cannot be ignored 
for high crest free-boards. The action of surface tension on the tip of the jet 
leads to a considerable reduction in overtopping volume at relative crest free- 
boards greater than 2.6 for wave on depths up to the order of 20cm, and a 
corresponding reduction in non-dimensional run-up height. Since our model fits 
the most common mode of overtopping, we expect experimental results to be 
affected also, even though they generally include other modes of overtopping not 
covered here. 
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CHAPTER 171 

Wind Effects on Runup and Overtopping 

of Coastal Structures 

by Donald L. Ward1, Assoc. Member, ASCE; Jun Zhang2, Assoc. Member, ASCE; 
Christopher G. Wibner3; and Charles M. Cinotto4 

ABSTRACT 

Effects of strong onshore winds on runup and overtopping of coastal 
revetments were studied in a wave flume with wind-generating capabilities. Runup 
and overtopping were measured during tests with onshore wind blowing over 
mechanically-generated waves. The addition of a constant wind over 
monochromatic waves added substantial energy to the wave field but the energy 
spectrum remained single peaked if the generated wave period was short (one 
second). These single-peaked incident spectra of the combined wind/wave tests 
were then reproduced mechanically using just the mechanical wave generator, with 
runup or overtopping again being measured. Runup and overtopping were both 
found to be considerably higher with similar incident spectra under the influence of 
onshore winds. Results are presented for a range of structure slopes, wind speeds, 
wave periods, and wave heights. Both smooth and rough revetments were tested. 
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I. INTRODUCTION 

Design storm conditions for coastal structures typically include strong 
onshore winds that play an obvious role in transport of splash and spray, and may 
have a significant effect on wave runup elevations and overtopping rates. Design for 
runup and overtopping on coastal structures, however, typically ignores wind 
effects. Traditionally, runup distances and overtopping rates have been calculated 
from empirical equations determined from series of small-scale physical model tests 
(e.g., Weggel 1976, Ahrens and Martin 1985, Ahrens and Heimbaugh 1988, de Waal 
and van der Meer 1992, Ward 1992, Yamamoto and Horikawa 1992, van der Meer 
and Janssen 1994) that were conducted in the absence of wind. Numerical models 
currently available for runup and overtopping also neglect effects of onshore winds 
(e.g., Kobayashi and Wurjanto 1989, Wurjanto and Kobayashi 1991, van der Meer 
et al. 1992, Kobayashi and Poff 1994). 

Because of the importance of accurate estimates of runup heights and 
overtopping rates, the Coastal Engineering Research Center (CERC) of the US 
Army Engineer Waterways Experiment Station has initiated a joint research project 
with Texas A&M University (TAMU) to investigate effects of onshore winds on 
runup and overtopping of coastal structures. Using a wave flume with wind- 
generating capabilities at TAMU, a series of tests were conducted on model 
revetments using a range of structure slopes, incident wave conditions, and wind 
speeds. Runup elevations or overtopping rates were measured, along with changes 
in the incident wave spectra due to influence of the wind. 

II. TEST FACILITY 

The two-dimensional wind/wave flume at TAMU is a glass-walled flume 
36.0-m-long by 0.6-m-wide and 0.9-m-deep (Figure 1). Wave generation was by a 
pair of Seasim Ltd. (presently Commercial Hydraulics) dry-back hinged-flap 
wavemakers. Wave generation was controlled by an IBM personal computer 
interfaced to the wavemaker through an analog output card using software 
developed at TAMU. 

Air   Intake 
Wave           Manifold Wave 
Generator cm Gages 

J_               IT '. 12 3                    4    Hasm JL HT    ^T   -      - I-I bl 
T\      \~ 4.00- 

Collection„ n. Blower 
Unit 
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Notes:     Distorted   scale      1H   =   2V 
All   units   are   meters 

Figure 1. Wind/wave test facility at Texas A&M University 
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Wind generation was provided by an exhaust blower connected to the end of 
the flume away from the wavemakers. Air was pulled into the flume through a 
vertically-adjustable intake manifold equipped with horizontal vanes to help 
introduce a uniform flow field into the flume. 

Runup tests were conducted on plywood test structures with slopes of 1:1.5 
(V:H), 1:3, and 1:5. Each slope was tested both as a smooth slope and as a rough 
slope. Rough slopes replicated riprap revetments and were covered with a filter 
layer and two-layer-thick riprap armor layer designed in accordance with 
Engineering Manual EM 1110-2-1614, Design of Coastal Revetments, Seawalls, and 
Bulkheads (1995). 

Data inputs included twin-rod resistance-type wave gauges, resistance-type 
and capacitance-type runup gauges on the test structures, and a three-cup 
anemometer for measuring wind speeds. In addition, visual observations of runup 
elevations were recorded, wind speeds were measured by a pitot-static tube 
connected to an oil-filled manometer with wind speeds being visually observed, and 
overtopping rates were determined by measuring water surface elevations in an 
overtopping basin located behind the test structures at the beginning and end of each 
test run. 

III. TEST PROCEDURE AND RESULTS 

A. Determination of Incident Wave Conditions 

All tests were conducted with monochromatic waves produced in short 
bursts such that wave generation would cease before waves reflecting off the test 
structures could reach the wave board and contaminate the incident wave train. 
Selection of wave heights was limited by the capabilities of the wavemaker. Wind 
speeds selected were 50%, 75%, and 100% of blower capacity (providing wind 
speeds of 6.5 m/s, 12 m/s, and 16 m/s, respectively), as well as the no-wind 
condition. Tests were conducted at a constant depth of 0.5 m; all wave tests 
conducted were classified as intermediate waves. 

To determine incident wave spectra under the influence of wind, a 1:5 
plywood slope was placed in the flume and covered with a wave absorber comprised 
of several layers of rubber matting ("horse hair") to a thickness of approximately 30 
cm near the toe and 23 cm near the crest. A wave gauge placed near the toe of the 
structure (26 m from the wavemaker) recorded the incident wave train. The method 
of Goda and Suzuki (1976) was used to examine the recorded signals from a set of 
wave gauges centered 23 m in front of the wavemaker to separate incident and 
reflected wave trains and confirm that reflection was minimal. Each of the test 
conditions was run with the wave-absorbing slope to establish incident wave 
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conditions. Energy spectra showing the effects of wind are given in Figure 2 for 
generated waves with a 1-sec period and wave heights of 5, 7, and 10 cm. 
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Figure 2. Wave energy growth for 1-sec mechanically-generated monochromatic 
waves of wave heights (left to right) 5 cm, 7 cm, and 10 cm. 

During tests of wind-wave energy growth and tests to establish incident 
wave conditions for the combined wavemaker/wind generator tests, the amount of 
wind-induced setup at the revetment was measured. It was found that the wind- 
induced setup remained constant for each wind velocity, virtually independent of 
incident wave conditions or structure slope. Observed wind-induced setup 
elevations were 1 cm, 3 cm, and 5 cm for wind speeds of 6.5 m/s, 12 m/s, and 16 
m/s, respectively. 

The addition of wind energy to the generated wave train clearly adds energy 
to the wave spectrum. Earlier tests with mechanically-generated wave periods of 
1.75 and 2.5 sec had demonstrated that the majority of the energy increase due to 
wind produced a second peak in the spectrum at a frequency of about 2 Hz. This 
second peak is missing in Figure 2 for wave spectra with mechanically-generated 
wave periods of 1.0 sec, where the additional energy is shown as an increase in the 
single peak of the mechanically-generated wave. There are two reasons the spectra 
of the one-second waves remain as a single peak. First, as the wind-wave field 
developed during the first several meters of fetch, the wind-wave field was 
characterized by a high-frequency, short wave length wave field. As the steep one- 
second mechanically-generated waves propagated down the wind-wave flume, high 
frequency wind waves were blocked at the forward face of the steep mechanical 
waves and the wind waves were not allowed to form. This phenomenon of 
capillary/gravity wave blockage was described by Phillips (1984), Shyu and Phillips 
(1990) and Zhang (1995). Phillips (1984) noted that while this phenomenon is not 
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of great significance in the field, it can significantly affect the wave spectrum in 
laboratory wind-wave flumes with short fetches. 

The second factor restricting development of the second peak in the wave 
spectra was the significant growth of the mechanically-generated waves due to 
modulation of the air pressure field. Because the crests of the large mechanically- 
generated waves were closer to the top of the flume than were the troughs, airflow 
was constricted by the reduction in cross-sectional area above the crests, resulting in 
higher local wind velocities at the crests. The opposite, of course, was true at the 
troughs. This modulation of wind velocities resulted in modulation of the air 
pressure field according to the Bernoulli equation. The modulated air pressures were 
in phase with the mechanically-generated waves and led to the growth of the 
mechanically-generated waves. The modulation of air pressure was not as 
significant for the longer wave lengths due to the smaller heights used due to 
limitations of the wave generator. 

B. Runup Tests 

For the runup tests, the wave-absorbing slope was removed and test slopes 
of 1:1.5, 1:3, and 1:5 were installed. Each slope was tested both as a smooth slope 
and built as a typical riprap revetment. 

As was seen in Figure 2, the addition of wind to a mechanically-generated 
wave period of 1 sec remained as a single-peaked spectrum. For these single-peaked 
cases, it is possible to determine wind effects on runup by mechanically reproducing 
the combined wind/wave spectra. That is, the stroke of the wave generator can be 
increased to produce a similar spectrum to that obtained by a lesser stroke under the 
influence of wind. 

Figure 3 plots runup on smooth slopes of 1:1.5, 1:3, and 1:5; Figures 4 plots 
runup on rough slopes. In both Figures 3 and 4, the abscissa is significant wave 
height (average of one-third highest waves) recorded near the structure toe, 
regardless of the height of the mechanically-generated wave. The ordinate is 
"equivalent" runup, that is, maximum runup adjusted for the increase in still water 
level due to wind setup. Symbols used in the figures indicate wind velocity used 
during each test. Figures 3 and 4 clearly illustrate the wind effects: for waves of 
similar wave height, the runup is considerably greater when the wave height is 
obtained by a small mechanically-generated wave plus influence of a strong wind, 
than when the wave height is purely mechanically driven (in the absence of wind). 

Overtopping occurred in all tests conducted on the smooth 1:1.5 slope with 
wind speeds of 12 m/s and 16 m/s, and on the smooth 1:3 slope with wind speeds of 
16 m/s and all but one test at 12 m/s. If overtopping occurred, maximum runup is 
not defined and no data are presented in the figures. On tests with smooth slopes 
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(Figure 3) and rough slopes (Figure 
4), the 6.5 m/s wind is seen to have 
negligible effect on runup elevations. 
Wind speeds of 12 m/s and 16 m/s 
cause significant increases in runup 
elevations on the smooth slopes, and 
on the rough 1:1.5 slope. For flatter 
rough slopes, the 12 m/s wind has 
little effect and only the 16 m/s wind 
significantly increases runup 
elevations. 

Runup under the influence of the 
12 m/sec wind and 16 m/sec wind is 
seen to increase linearly with incident 
wave height, then the runup tapers off 
or even decreases with increasing 
incident wave height. This is due to 
wave breaking under the influence of 
the wind prior to the wave reaching 
the test structure. 

C. Overtopping Tests 

In cases where the crest 
elevation was lower than the wave 
runup, overtopping was collected and 
measured in a basin behind the 
revetment. Different crest elevations 
on the revetment were tested, 
therefore a given incident wave 
condition may appear both in the 
runup figures (high crest elevation) 
and in the overtopping data (lower 
crest elevation). 

Figure 5 plots overtopping on 
smooth slopes of 1:1.5, 1:3, and 1:5. 
The abscissa is "equivalent" crest 
elevation (crest elevation adjusted for 
wind-induced setup) divided by 
significant wave height measured near 
the structure toe. Ordinate of the 
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figure is overtopping rate per cm of revetment width. 

Overtopping results were similar to the runup results: higher wind speeds 
produced higher overtopping for similar wave heights, and wind effects were more 
pronounced on steeper slopes. 

For no-wind conditions, measurable overtopping was only obtained on the 
smooth 1:1.5 slope and 1:3 slope. On the smooth 1:1.5 slope, winds of 6.5 m/s are 
seen to have negligible effect over the no-wind tests, but winds of 12 m/s and 16 m/s 
produced significant increases in overtopping rates. On the smooth 1:3 slope, winds 
of 6.5 m/s and 12 m/s appear to have little effect on overtopping rates, and only the 
16 m/s winds show an appreciable effect. 

IV. DISCUSSION 

Physical model studies of prototype locations will typically reproduce certain 
parameters of a design storm wave environment, but do not reproduce storm winds 
associated with the design storm. Selected design storm wave heights are 
reproduced in a wave flume by a mechanical wave generator in the absence of wind. 
The study reported herein examines the effects on wave runup elevation and 
overtopping rates of reproducing a given wave height by purely mechanical means 
and failing to include the associated onshore winds. 

Strong onshore winds have been to shown to produce appreciably higher 
wave runup elevations and overtopping rates for waves of similar heights at the 
structure toes. Wind speeds of 6.5 m/s (23 km/hr) showed little effect on runup or 
overtopping, but wind speeds of 12 m/s (43 km/hr) and higher greatly increased both 
runup and overtopping. The significance of the wind effects, however, requires a 
consideration of the scaling effects involved. 

Wind effects on runup and overtopping include wind energy input into the 
wave energy spectrum and wind induced setup. Both of these factors have been 
fully accounted for in the study reported herein. However, mechanically 
reproducing a wind/wave spectrum does not necessarily reproduce the shape of the 
individual waves. Different wave shapes due to wind forces acting on the waves, 
and changes in wave breaking due to wind effects, may change the wave kinematics 
at the structure causing the observed increases in runup and overtopping. 
Additionally, wind effects on the wave upwash on the structure slope may affect 
runup not only by helping "push" the upwash up the slope but possibly by reducing 
the effects of downwash on the subsequent wave. Wind advection of splash and 
spray has an obvious affect on overtopping rates. Each of these factors is currently 
being further studied. 
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CHAPTER 172 

Wave Overtopping of Vertical Structures including Wind Effect 

Johannes P. de Waal1, Patrick Tonjes2, Jentsje W. van der Meer3 

ABSTRACT 

The influence of both wave breaking and wind on the wave overtopping 
discharge of vertical sea-walls were assessed. In a qualitative way the influences 
of wave breaking agreed with the trends as pointed out by Goda (1985). The 
influence of wind on overtopping appears to be only relevant in specific 
conditions related to wave breaking. Even in these conditions the influence 
appeared to be smaller than expected. 

1 INTRODUCTION 

Intuitively, the influence of wind on wave overtopping is regarded to be 
relevant, but it is not clear to what extent. There are several types of possible 
wind influences. In this study the possible influence of wind on wave overtopping 
was subdivided as follows: 
• Wind may cause overtopping of the part of the breaker spray which would 

have fallen back into the sea in a situation without wind; 
• Wind may cause the breaker type to change by deforming the incident waves; 
• Wind may cause overtopping by so-called "basic" spray, that is, spray which 

is generated by the wind at open sea. 
Wind influence on the water level at the structure is assumed to be accounted for 
in the assessment of the design water level. A problem which is closely linked to 
the different (though coupled) wind influences is the measurability, especially the 
appropriate interpretation of measurements in a small scale model. 

Project engineer, Rijkswaterstaat, Institute for Inland Water Management and 
Waste Water Treatment RIZA, PO Box 17, 8200 AA Lelystad, The Netherlands 
(formerly project engineer at Delft Hydraulics) 
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Box 5044, 2600 GA Delft, The Netherlands 
3Manager and senior engineer, Delft Hydraulics, PO Box 177, 2600 MH Delft, 
The Netherlands 
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2 SET-UP OF THE INVESTIGATION 

Due to the large number of relevant parameters and the very complex 
water motion at the structure, a theoretical approach to the wave overtopping 
problem is hardly feasible. Therefore, it was decided to perform physical model 
tests in a wave flume in order to develop a set of empirical formulae for 
overtopping. However, in a physical scale model one should be aware of the 
following scale effects: 
• Water drops in the air are not to scale: they are far too big in the model. 
• The drop transport capacity of wind is not known. 
• The influence of wind on the wave-form depends on the shear stress on the 

water surface, therefore the shear velocity of the wind should be to scale. 
• The "flip-through" breaker type (see Section 4.4) probably occurs more often 

than in prototype, because the air entrainment is not to scale. At this point also 
the salinity of water is of significance, which makes the problem very 
complicated. 

Due to these scale effects the three possible wind influences could not be 
modelled at one time in a physical scale model. For this reason, it was decided 
to focus the physical model investigation on an accurate modelling of the 
influence of wind on the breaker-spray transport only. The other two wind effects 
were studied theoretically. 

The following basic dimensionless parameters are identified: 

Mean overtopping discharge Q = q/JgH0
3
s (2.1) 

Relative crest height R = Rc/Hos (2.2) 

Wave steepness S = Hos/Lop (2.3) 

Relative local water depth D = dt/Hos (2.4) 

With: 

g = acceleration due to gravity (= 9.81) (m/s2) 
dt = water depth at the structure (m) 
HM = significant wave height at deep water (m) 
Lop = wave length in deep water, based on Tp (m) 
q = average overtopping discharge per metre structure width (m2/s) 
Rc = crest level with respect to SWL (m) 
Tp = wave period at the peak of the spectrum (s) 

These dimensionless parameters will provide a basis both for the set-up of 
test programmes and for the development of (empirical) overtopping formulae. A 
generally applicable form of the wave overtopping formula is the basic 
relationship between the dimensionless overtopping discharge Q and the relative 
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crest height R: 

Q = c,exp(c2R) (2.5) 

The coefficients c, and c2 are also dimensionless and may be dependent 
upon all parameters except Q and R. A common way to present a measured or 
computed relationship between Q and R is a plot of log(Q) (or Q on a logarithmic 
scale) against R. Formula (2.5) implies that this type of presentation yields a 
straight line. In some other approaches the lines are curved very slightly 
downward, as indicated by Battjes (1974, for slopes) and Goda (1985, for vertical 
walls). However, the proposed straight line has proven to be a very good 
approximation and is fairly comfortable in computations. 

The wave height Hos is very important in the basic overtopping formula 
and should be accurately assessed. If overtopping data are available in which the 
value of the wave height is uncertain within a band between plus and minus 10%, 
then the overtopping data lie within a band of which the maximum values are 3 
to 6 times the minimum values, even when all other measured parameters are 
exact! 

3   ANALYSIS OF GODA's GRAPHS 

Goda (1985) presents six separate graphs for wave overtopping of a 
vertical wall at specific combinations of the foreshore slope and the wave 
steepness. Compared with other information on wave overtopping in literature 
these graphs have proven to be very well applicable. The dimensionless 
overtopping discharge is plotted on a logarithmic scale against the relative local 
water depth, identifying lines for constant values of the relative crest height. Note 
the small difference between the definition of the dimensionless overtopping 
discharge used by Goda and the one used in this paper: 

Goda: Q* = q/^gH^;     this paper: Q = q/^gi] 

The information in the graphs was tabulated for D ^ 1.0. This table 
provided the opportunity to analyze the influences of the relative crest height R, 
the local water depth D, the wave steepness S and the foreshore slope cotaf on 
the dimensionless overtopping discharge Q. These aspects are discussed below in 
a qualitative way. 

For constant values of cotaf, S and D the relation between Q and R is 
well approximated by an exponential relation. A linear regression analysis has 
yielded the coefficients c, and c2. The value of q appeared to be almost 
independent of cotoef, S and D: Cj « 0.045. This result proves to be very 
convenient, because the analysis of Goda's graphs may now be restricted to c2 as 
a function of cotaf, S and D. The optimum values of c2 have been calculated 
again, but now with the assumption that c, = 0.045. The resulting c2-values have 
been plotted against D, identifying the different combinations of S and cotaf, see 



WAVE OVERTOPPING OF VERTICAL STRUCTURES 2219 

Figure 1. 

In this Figure the following trends may be identified: 
• The influence of S and D are approximately independent of cotaf if D > 3.0. 

In other words: the influence of the foreshore slope on wave overtopping is 
negligible for relatively deep water. This seems quite reasonable. 

• If 1.0 <. D < 3.0, the c2-values (read: overtopping discharges) for 
cotaf = 10 are greater than those for cotaf = 30. This also seems reasonable 
because at a steeper foreshore the waves have less time and space for 
breaking. For milder foreshore slopes more wave energy is lost on the 
foreshore before the waves reach the wall. 

• With increasing D the c2-values decrease. This is probably caused by the 
decreasing peakedness of the wave crests, but this effect is intuitively expected 
to be smaller than Goda's graphs suggest. 

• The influence of S decreases with an increasing D. However, even at very 
deep water this influence seems fairly significant in Goda's graphs, whereas 
the influence of the wave steepness is expected to vanish at already 
intermediate relative water depths. 
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Figure 1.   Influence of wave steepness, relative water depth and foreshore slope 

4 TESTS ON THE INFLUENCE OF BREAKER SPRAY TRANSPORT 

4.1      Model set-up 

The objective of this model investigation was to assess the maximum 
possible influence wind can have on the mean wave overtopping discharge. The 
experiments were carried out in the Scheldt Flume of DELFT HYDRAULICS, De 
Voorst location in October 1993. 

The foreshore was 8 m long and had a slope of 1:20. The vertical 
structure was 0.40 or 0.60 m high and had a sharp crest. Five vertical plates were 
installed perpendicularly to the structure in order to prevent or reduce transverse 
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oscillations in the flume. In order to prevent the loss of spray out of the flume the 
side walls of the flume were heightened after which a sort of a tunnel was created 
by covering this part of the flume with a horizontal board. 

Scale effects in the total volume of water rising above the crest are 
intuitively considered to be small and the essential assumption in this investigation 
is that these scale effects may be neglected. In the second half of the test 
programme all spray rising above the crest was mechanically transported over the 
crest by means of a rotating paddle wheel, whose dimensions are presented in 
Figure 2. The optimum rotation speed is the maximum speed at which there is 
still enough time for all the water collected by a paddle to drain from the paddle 
and be collected behind the crest. This rotation speed appeared to be 21.4 
revolutions per minute, which implied that the average number of strokes (paddles 
passing the crest) was 4.3 per second. 

fcrarowra 

Figure 2.        Paddle wheel for mechanical breaker spray transport 

Irregular waves were generated according to a JONSWAP spectrum. Two 
wave gauges at deep water were used for the wave analysis. The signals of the 
wave gauges were sampled at 25 Hz. The test duration was 30 minutes. 

The wave overtopping was characterized by the average overtopping 
discharge only. The storage capacity of the reservoir was about 300 litres. In 
addition, pumps with a constant discharge were used at intervals when this was 
necessary in order to prevent the reservoir from overflowing. The total pumping 
time was measured with a stopwatch. A water level gauge was installed at the 
reservoir for the measurement of water levels before and after each test. 

The test programme consisted of two series. In the first series the 
overtopping was measured without the paddle wheel. Table 1 presents the target 
values of the dimensionless parameters. However, not all the possible 
combinations were tested. The first test series consisted of 18 tests. After 
installation of the paddle wheel this series was repeated, yielding the second test 
series. During the four tests with D = 1.5, video recordings of the water motion 
at the structure and of the performance of the paddle wheel were made. 
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Parameter Notation Values in test programme 

Relative local water depth D 1.0  1.5  2.0 3.0 

Relative crest height R 1.4  1.7 2.0 2.3 

Wave steepness S 0.02 0.04 

Table 1.    Target values of dimensionless parameters in overtopping tests 

4.2 Analysis method 

In order to describe the influence of a specific dimensionless parameter, 
such a parameter should have been varied while keeping all other relevant 
dimensionless parameters unchanged. Although the test programme was set up to 
account for such series, the actually measured wave conditions were not exactly 
equal to the desired values. Interpolation techniques were applied in order to 
obtain representative test results at the target values of the dimensionless test 
conditions. 

For the quantitative analysis of the influence of spray transport we 
introduced a so-called "spray transport factor" Ws, defined as: 

•yj    __      ^with spray transport {A ~\\ 

^without spray transport 

Ws is calculated on the basis of the test results at the target values of the 
dimensionless parameters. 

In the analysis the definition of the significant incident wave height was 
based on spectral analysis. The incident and reflected wave energy (m,,; and m^) 
were calculated from a cross-spectrum analysis of the recordings of the two wave 
gauges. The significant incident wave height was defined as: 

H• = 4,/mT (4.2) os V      01 

4.3 Observations during tests 

The water motion at the structure and the process of wave overtopping 
vary strongly, even during a single test: 
• Ordinary overtopping occurs when the crest of a standing wave reaches higher 

than the crest of the structure: so-called "green water" flows over the crest. 
• Collision of a steep wave crest with the wall results in an upward accelerating 

compact body of water, which spurts up moderately high and almost 
completely overtops the crest. 

• When air entrainment at the wall is about to occur, the collision of the wave 
crest with the wall will result in a so-called "flip-through". The sound of the 
collision is still more like "zip" instead of a bang. A thin water sheet spurts 
up extremely high, almost vertically. The water sheet rapidly disperses into 
drops. About half of the upspurting water volume falls back into the flume. 
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• Wave slamming together with a loud bang will occur when a wave crest hits 
the wall about horizontally and some air is entrained. The water spurts up 
high, in big drops, in a great variety of directions. 

• When the wave crest tip is already moving downward as it collides with the 
wall and much air is entrained, there is no clear "bang" heard any more. 
There is a lot of turbulence and the water spurts up chaotically and moderately 
high. 

• When the wave is already broken as it reaches the wall almost no "bang" will 
be heard any more, partially due to the fact that the breaking wave itself 
already produces noise. The water does not spurt up very high and most of 
the big drops fall back into the flume. 

The sequence of the phenomena described above corresponds with the 
transition from relatively deep local water to relatively shallow local water at the 
structure. In a single test with irregular waves this development corresponds with 
the transition from relatively small waves to relatively large waves. In tests with 
an intermediate relative local water depth (D = 1.5 to 2.0) this whole variation 
of phenomena could be observed. 

The effectiveness of the mechanical spray transport was assessed by means 
of extensive visual inspections during the tests. These inspections led to the 
estimation that at least 90% of the volume of water which should have been 
transported by the paddles actually was transported. (Of course one can see some 
water falling back into the flume but it is very hard to conclude whether or not 
this water actually had risen higher than the crest). This estimated effectiveness 
is considered to be amply sufficient for this investigation. 

4.4     Tests results 
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Figure 3.  Comparison of test results with values based on Goda's graphs 

Figure 3 shows the comparison between the measured overtopping and the 
calculated overtopping on the basis of Goda's graphs. The calculated values were 
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based on the measured hydraulic conditions. Most of the measured overtopping 
discharges appear to be considerably greater than the values according to Goda's 
lines. 

The results for tests without spray transport are presented in Figure 4 and 5. 
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Figure 4.  Influence of relative local water depth and relative crest height without 
mechanical breaker spray transport for S = 0.02 
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Figure 5.  Influence of relative local water depth and relative crest height without 
mechanical breaker spray transport for S = 0.04 

From these Figures the following conclusions may be drawn: 
• The overtopping discharge clearly decreases with an increasing relative crest 

height. The four measurement points from the test series with D = 2.0 are 
at equidistant positions. This confirms the assumed linear relationship betweenlog(Q) 
and R for tests without spray transport. (From a closer analysis it is 
concluded that the ct and c2 values are not constant for the different values of 
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D. The C[ values may be approximated by a single constant of about 0.050 
for D = 2, which agrees with the value based on Goda's graphs, but for 
D = 1 the measurements show a different tendency.) 

• The overtopping decreases with increasing wave steepness, which agrees with 
Goda's graphs. This influence is the most obvious for tests with D = 2.0. 

• The overtopping discharge seems to reach a maximum at D = 1.5 to 2.0, 
which agrees with Goda's graphs. For S = 0.02 this maximum is clearer than 
for S = 0.04. 

Figure 6 and 7 show the results for the spray transport factor. 
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Figure 6.  Measured spray transport factor for S = 0.02 
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Figure 7.   Measured spray transport factor for S = 0.04 

All tests with spray transport resulted in more overtopping than the corres- 
ponding tests without spray transport (Ws > 1). This seems a trivial conclusion, 
but a greater scatter in the measurement results could have caused less 
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consistency. The maximum value of the spray transport factor was about 3.2. The 
overtopping discharge in tests with spray transport still decreased with an 
increasing relative crest height, but the linear relationship between log(Q) and R 
appeared to be no longer valid. 

From Figure 6 and 7 it may be concluded that the influence of spray 
transport increases with increasing relative crest height. This may be explained 
by the fact that the horizontal velocity of the water rising above the crest is 
smaller for a higher crest. This implies that for a higher crest a larger portion of 
the water falls back into the flume and the effect of spray transport may therefore 
be larger. 

The spray transport factor sharply decreases with increasing relative local 
water depth. The explanation of this trend is similar to the explanation of the 
relative crest height influence. In shallower water, more waves have already 
broken when they reach the structure. The spray, resulting from collision of 
broken (or breaking) waves and the wall, has a great variety of directions. A 
relatively large portion of the water volume (spray) rising above the crest of the 
structure falls back into the flume. The influence of spray transport is 
considerable. 

A comparison between Figure 6 and 7 leads to the conclusion that the 
influence of spray transport hardly depends on the wave steepness. In only a few 
tests the spray transport factor appears to be greater for the steeper waves. 

5 INFLUENCE OF WIND ON WAVE OVERTOPPING 

5.1 Additional breaker-spray transport due to wind 

The physical model investigation has yielded fairly accurate quantitative 
information about the maximum additional breaker-spray transport due to wind. 
The upper limit of this wind occurs for breaking or broken waves and appears to 
be about 3 times the overtopping discharge for a vertical wall without wind. This 
factor may be regarded to be relatively small; it is of the same order as the scatter 
in overtopping data from other investigations. Therefore, the assessment of the 
relation between the actual wind speed and the additional portion of transported 
breaker spray is not considered to be very useful. The relatively small factor also 
implies that the error in past investigations due to the absence of additional spray 
transport was small. 

5.2 Influence of wind on the wave breaker type 

The effect of wind on the wave height at the structure should be accounted 
for in the substitution of the significant wave height term in the overtopping 
formula. However, wind may also change both the wave shape and the wave 
breaker type at the structure. As yet, there are no computation methods to assess 
this effect. Qualitatively, the influence of onshore wind on wave breaking can be 
summarized as follows (Douglass, 1989): 
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• Waves tend to break earlier (in deeper water). 
• The type of wave breaking tends towards a spilling breaker type. 

Douglass (1989) discusses only waves breaking on a mild slope, such as 
a beach. By a first approximation, the above tendencies may also be assumed to 
be valid for a mild slope ending in a vertical wall. However, the wave reflection 
with a vertical wall differs completely from that without a wall. The influence of 
wave reflection on the wave deformation by wind may be significant but is as yet 
unknown. 

The wind effects on wave breaking are similar to the influences of a 
decrease in local water depth together with a decrease in foreshore slope. A 
decrease in local water depth causes the wave-breaking location to change: a 
decrease in foreshore slope the wave breaker type to change. This implies that an 
approximation of the influence of wind on wave breaking may consist of a 
reduction in both the local water depth and the foreshore slope in the overtopping 
formulae. This approximation is first roughly quantified and substituted afterwards 
into the overtopping formula. 

On the basis of information from literature, Douglass suggests that the 
water particle velocity in the wave crest be increased by 3% of the wind speed 
to account for the onshore wind. The wave is assumed to break as soon as this 
water particle velocity exceeds the wave phase velocity. The reduction of the 
water depth at which wave breaking occurs may be approximated by: 

dK (with wind) u ,n , b (1 + 0.03-^_)2 (5.1) 
db (without wind) /jTJ" 

with: 

db     = water depth at which wave breaking occurs     (m) 
uaio   = wm<* sPeed at 10 m height (m/s) 

For a numerical example of this wind effect a situation is considered in 
which waves break at a water depth of 5.0 to 10.0 m if there is no wind. Now a 
heavy onshore storm is considered in which the wind speed reaches 30 m/s. From 
Equation (5.1) it is concluded that the wind effect causes the same waves to break 
in 1.27 to 1.19 times deeper water than without wind. This change in location of 
wave breaking would also be caused by a reduction in water depth by about 20%. 

The wave breaker type is characterized by the breaker parameter ? , 
which is in this case determined by the slope of the foreshore instead of the slope 
of the structure: 

5op = tanaf/v^ (5.2) 

However, the type of wave breaking is very difficult to quantify and the 
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influence of wind on the breaker type is only qualitatively described. For a first 
indication, the influence of wind on the breaker type is approximated arbitrarily 
by a reduction in foreshore slope by 20%. This effectively decreases the value of 
the breaker parameter, thereby representing a transition towards a more spilling 
breaker type. In view of this arbitrary decision, the small influence of the 
reduction of the foreshore slope on the wave-breaking location has been 
neglected. 

In order to estimate the order of magnitude of this wind effect on 
overtopping the influence of the representative changes in the foreshore on 
overtopping is assessed using Goda's lines. Figure 8 presents the wave- 
deformation factor due to wind, defined as: 

wd = ^with wave deformation due to wind 

^without wind 

(5.3) 

From this Figure it can be concluded that due to this wind effect, the 
overtopping discharge increases by a factor of about 3.0 for a relatively high crest 
and an intermediate relative local water depth (D « 3). On the other hand, the 
overtopping discharge decreases for a smaller relative local water depth 
(1 <; D s 2). 

Wd (-) 

1.5   2.0  2.5  3.0   3.5  4.0  4.5  5.0 
D (-) 

Figure 8.  Wave deformation factor due to wind for cotaf = 20 and S = 0.03 

The wind effect in question seems to have the same order of magnitude as 
the influence of wind on the breaker-spray transport, although it reaches a 
maximum under different circumstances. However, the verification tests showed 
that the influence of the relative water depth on overtopping is less pronounced 
than Goda's graphs suggest. This implies that the maximum factor of increase in 
overtopping due to wave deformation is probably less than 3. Still, one should be 
aware of the rough approximations which form the basis of this conclusion. This 
wind effect requires further investigation before it can be quantified accurately. 
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5.3      Contribution of basic spray to overtopping 

In storm conditions the air above the sea surface is filled with spray. This 
spray is called "basic spray" in this paper. There is a dynamic equilibrium of the 
spray distribution over the height above the sea surface. This equilibrium is 
maintained by spray generation and turbulence in the air on the one hand and 
gravity on the other hand. The equilibrium is disturbed at the transition from sea 
to land, where the spray starts to be deposited. The amount of this type of 
overtopping was compared with the overtopping by waves (including breaker 
spray) and rainfall. 

The following simple exponential equation for the spray concentration is 
applied: 

c = c0exp{-^(z-z0)} (5.4) 

With: 
c = volumic spray concentration (-) 
c0 = average spray concentration at z = z0 (-) 
t = time (s) 
z = vertical coordinate, positive upward and z=0 at mean sea level (m) 
z0 = reference level for spray concentration distribution (m) 
w = average fall velocity of spray (drops) in air (m/s) 
Dt = turbulent diffusion coefficient (m2/s) 

We introduce a horizontal coordinate x, being zero at the structure crest 
and negative at the open sea. We assumed a stationary situation. We assumed that 
the vertical distribution of spray concentration is transported with the horizontal 
wind velocity ua, which was assumed to be uniform (independent of z). The total 
spray discharge (per m crest width) over the crest level R<. is given by: 

% =  /cua d2 (5-5) 
Re 

As soon as this spray distribution passes the structure crest (at x = 0), the 
production of basic spray at z = 0 stops. For x > 0 we neglect the influence of 
diffusion and simply assume that all spray falls down, having a velocity w. The 
total discharge of basic spray falling on the first L metre behind the crest (per 
metre crest width) is now given by: 

qb = ^uac0exp{-^(Rc-z0)}(l - exp{-^L}) (5.6) 

The governing parameters in this formula were chosen as follows. The 
amount of spray strongly depends on the wind velocity. In the calculations a wind 
velocity ua of 30 m/s is applied, representing wind force 11 on the Beaufort scale. 
The spray fall velocity w strongly depends on the drop size. Since the variety of 
drop sizes in the spray is very great, the representative fall velocity is difficult to 
assess. Therefore, two values have been applied, namely 0.5 and 2.5 m/s, 
representing a low and a high estimate respectively. The turbulent diffusion 
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coefficient D, is unknown but is at first approximation regarded to be related to 
the average wind velocity. Two values have been applied, namely 5.0 and 50 m/s. 
The average spray concentration c0 at the reference level z = z0 is based on a 
rough estimation. The concentration of water in air during intensive rainfall is 
estimated at 10 ml/m3. This yields c0 = 10"5. The level of z0 is assumed to be 
equal to the level of R.. For the length L behind the structure crest in which basic 
spray is deposited two values were applied: 50 m and 100 m. 

An estimation of the contribution of rainfall to the average overtopping 
was based on an intensity of 10 mm/hr. A representative value for the wave 
overtopping discharge was based on Hos = 5 m, S = 0.04, D = 2.0 and R = 
1.7. This yields Q « 0.001, which results in q = 0.035 m2/s. The results of the 
computations are presented in Table 2. 

w 
(m/s) 

Dt 
(m2/s) 

q (1/m/s) 

L = 50 m L = 100 m 

Basic 

Spray 

0.5 5 0.2 0.5 

0.5 50 0.2 0.5 

2.5 5 0.5 0.6 

2.5 50 1.1 2.0 

Rainfall 0.1 0.3 

Wave overtopping 35 
Table 2.    The contribution of basic spray to overtopping 

From these results we concluded that the contribution of basic spray to the 
overtopping discharge is only slightly greater than the contribution of rainfall and 
is still negligibly small in comparison with representative wave overtopping 
discharges. 
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CHAPTER 173 

Bridge Pier Scour Assessment for the Northumberland Strait Crossing 

CD. Angling Associate Member, R.B. Nairn1, 
A.M. Cornett2, L. Dunaszegi^ , J. Turnham^, G.W. Annandale^ 

Abstract 

In 1997, the Northumberland Strait Crossing will form a 13 km fixed link (bridge) 
between New Brunswick and Prince Edward Island in the Canadian Maritimes. 
This $800 million project has presented many engineering challenges, one of which 
has been the assessment of scour protection requirements for the 65 bridge piers. A 
multi-faceted coastal engineering investigation was undertaken by Baird & 
Associates to assess the potential for scour, and, where required, to design scour 
protection. Key activities included geotechnical investigations to define the seabed 
characteristics, numerical modelling to define the wave, current and water level 
conditions at the crossing site, physical modelling of wave-current interaction with 
the bridge piers, and the development of a new methodology to estimate the erosion 
potential of the seabed under extreme wave and current conditions. 

The direct application of standard scour prediction techniques was not possible for 
this project due to the combination of complex flow conditions (waves and 
currents), complex pier geometry (conical base, with some piers located in dredged 
pits), and complex seabed conditions (highly weathered and fractured bedrock). A 
new methodology to estimate the potential for scour, considering these complex 
conditions, was developed using the empirical erodibility approach of Annandale 
(1995). Measurements of actual scour around one of the first four bridge piers 
installed early in the project were used to calibrate/verify the methodology. Using 
this new methodology, scour protection was recommended at approximately one- 
quarter of the bridge piers. The protection system consists of a 10 m wide band of 
either armour stone or tremie concrete placed around the base of the piers. 

1 - Baird & Associates, 1145 Hunt Club Rd., Suite 1, Ottawa, ON, Canada Kl V 0Y3 
2 - Canadian Hydraulics Centre, National Research Council, Ottawa, ON, Canada Kl A 0R6 
3 - SLG Stanley Consultants Inc., Suite 400, 1122 - 4th St. SW, Calgary, AL, Canada T2R 1M1 
4 - Strait Crossing JV, Trans Canada Hwy at Dickie Rd., Borden-Carleton, PEI, Canada COB 1X0 
5 - Golder Associates, 200 Union Blvd., Suite 500, Lakewood, CO, USA 80228 
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Overview of Project 

The Northumberland Strait separates Prince Edward Island (PEI) from the mainland 
provinces of New Brunswick (NB) and Nova Scotia (NS), as shown in Figure 1. 

Figure 1 - The Northumberland Strait 

At the crossing location, the Strait is approximately 13 km wide, with water depths 
ranging from 0 to 30 m (typically in the order of 15 m). Under extreme design 
conditions, this site (and the bridge) may be exposed to 120 kph winds, 4.5 m/9 s 
waves (Hs/Tp) and 2.5 m/s currents (the latter generated by the combined effects of 
tides, surges and wave-driven longshore currents). In addition, the Strait has a very 
dynamic ice environment, with ice present two to three months per year, level ice 
thicknesses of up to 1.2 m, and first year pressure ridges with keel depths of up to 
15 m. 

Ice forces on the bridge, and the effect of the bridge on ice breakup in the Strait, 
were the dominant design considerations for the bridge. The bridge structure 
consists of the east (PEI) and west (NB) approach bridges (93 m spans) and the 
main bridge (250 m spans). There are 7 approach piers on the PEI side and 14 on 
the NB side, and 44 main piers in between. Figure 2 provides a schematic 
illustration of one of the main piers, and shows the conical pier base, the conical ice 
shield and the pier shaft. For the approach piers, which are located in shallow 
water (depth < 8 m), the conical pier base is also the ice shield. 
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Figure 2 - Typical Main Bridge Pier 

In order to meet the very tight project schedule, the primary bridge components 
(pier bases, ice shield/pier shaft, approach spans, main spans and drop-in spans) 
were all pre-cast in two production yards. Simultaneously, the pier foundations 
were prepared, including dredging/excavation to the founding elevation, and the 
placement of "hardpoints" to provide a level surface on which to place the pier 
bases. The main bridge components were then transported and placed using the 
heavy lift vessel (HLV) "Svanen" (see Figure 3), followed by connection of 
individual components. Construction began in the middle of 1994, and the final 
main bridge component was placed by the "Svanen" in November 1996. The 
bridge is scheduled to open in May 1997. 

Figure 3 - Bridge Under Construction and HLV "Svanen" (view from PEI) 
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Overview of Development of Scour Assessment Methodology 

Initially, an extensive literature survey was undertaken in an attempt to identify 
scour assessment techniques that could be applied to the Northumberland Strait 
Crossing Project (NSCP) (Baird, 1996). After reviewing all of the available 
information, including the HEC-18 manual of the U.S. Department of 
Transportation (1993), it was concluded that there was no acceptable technique to 
define scour potential for the NSCP bridge piers due to the following unique 
features/conditions associated with the project: 

• combined waves and currents; 
• conical shape of the pier bases; 
• location of some pier bases in dredged pits (up to 7 m deep); and 
• highly weathered/fractured and variable bedrock seabed. 

An initial laboratory study was undertaken (Cornett et al, 1994) in an attempt to 
characterize and quantify the erosion potential of the various seabed materials at the 
crossing location. This investigation was completed in a tilting flume, and 
consisted of exposing intact samples (both slabs and cores) of various materials 
(glacial till, mudstone, siltstone and sandstone) to both open channel flows and 
submerged jet flows. The erosion process was found to be quite complex, and it 
was not possible to reliably quantify erosion of these materials as a function of 
either near bed velocity or shear stress. 

Following these tests, the literature review was updated (Baird, 1996), leading to 
the identification of a promising new approach (Annandale, 1995) to estimate the 
erosion potential of "complex materials" (such as weathered and fractured 
bedrock). In general terms, Annandale's (1995) approach relates the driving force 
for scour, as defined by the "stream power" parameter, P (which provides a 
measure of the rate of energy dissipation in the near bed flow), to the resistance to 
scour, as defined by the "erodibility index" parameter, El (which provides a 
measure of the in-situ strength of the material based on data derived from borehole 
logs). Annandale's (1995) database, and his relationship between stream power 
and erodibility index (which defines the threshold for scour) is based on 
observations of scour (or no scour) in spillways downstream of dams. In order to 
develop and apply this methodology to the NSCP, it was necessary to not only 
define the stream power (driving force for scour) and erodibility index (resistance 
to scour) for the unique conditions associated with the NSCP, but also to calibrate 
and verify the methodology for the assessment of scour potential around conical 
bridge piers exposed to combined waves and currents. 
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Driving Force for Scour 

Two general issues must be addressed with respect to quantifying the driving force 
for scour for the NSCP bridge piers. First, the ambient flow conditions (waves and 
currents) at the crossing location must be defined, and second, the local influence of 
the bridge piers on these flow conditions must be defined. 

Ambient Flow Conditions 

Numerical modelling techniques were utilized to define the ambient flow 
conditions at the crossing location. A parametric wind-wave hindcast model was 
used to estimate the wave height, period and direction at four points along the 
crossing alignment on an hourly basis between 1960 and 1995. This 36 year period 
corresponded to the duration of available wind data in the vicinity of the 
Northumberland Strait. The hindcast model was calibrated (through modification 
of the overland wind data to represent overwater winds) against recorded wave data 
(five months) available in the immediate vicinity of the crossing, and excellent 
agreement was obtained for both wave height and period. Weekly composite ice 
charts were also reviewed, and wave conditions were set to zero during periods of 
significant ice cover on the Strait (typically two to three months per year). 

The MIKE21 hydrodynamic model, developed by the Danish Hydraulic Institute, 
was used to estimate water levels and currents throughout the Strait on an hourly 
basis for the 23 year period between 1973 and 1995. The model utilized a 2.5 km 
grid spacing, and covered a total area of 95 by 208 km. The model boundary 
conditions were defined by recorded water level data at the model boundaries 
(Pictou, NS, and Pt. Escuminac, NB), thereby incorporating the effects of both tides 
and surges. The model was calibrated using recorded current data in the vicinity of 
the crossing location, and was verified against recorded water level data at locations 
on either side of the crossing (Charlottetown, PEI and Shediac Bay, NB). The 
model provided excellent agreement with the recorded current data, and also 
provided a good simulation of the very different tidal conditions at the two 
intermediate water level stations. The model results (hourly estimate of water level 
and current speed and direction) were extracted for the same four points as used in 
the wind-wave hindcast analyses. A sample output (vector plot of currents) for the 
hydrodynamic model is provided in Figure 4. 
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(Gud spacing 2500 m) 

45 50 55 60 65 70 75 

Figure 4 - Sample of Hydrodynamic Model Results (vector plot of currents) 

A combined database (23 year hourly time series) was then developed for the four 
points along the crossing alignment, including wave height, period and direction, 
current speed and direction and water level. Shallow water processes, including 
refraction, shoaling, breaking and wave-driven longshore currents, were then 
estimated using the COSMOS model of coastal processes (Southgate and Nairn, 
1993) in order to estimate the wave conditions at the shallow water approach piers 
(depth < 8 m). The stream power parameter, P, which defines the rate of energy 
dissipation in the flow, was then calculated as the product of the near bed shear 
stress and the near bed velocity, considering the combined effect of both waves and 
currents. The combined near bed shear stress was calculated using the method of 
Myrhaug and Slaatelid (1990), as presented in Soulsby et al (1993). The combined 
near bed velocity was calculated as the vector sum of the maximum wave orbital 
velocity and the depth-averaged tidal/surge current. Stokes second order wave 
theory was used in "deep" water (Ursell number < 26.3), while Cnoidal wave 
theory was used in "shallow" water (Ursell number > 26.3). Given the importance 
of water depth on wave orbital motions, these calculations were completed for a 
range in water depths representative of the 65 bridge pier locations. 

Based on these calculations, a 23 year hourly time series of stream power was 
developed for a range in representative water depths. Severe stream power events 
were identified and extracted for each water depth, and extreme value analyses 
were completed to define the stream power parameter as a function of return period. 
The 100 year stream power event (considering the combined effect of waves and 
tidal/surge currents) was selected as the ambient design event for this project. 

Local Influence of Bridge Piers 

The presence of the piers in the Strait will result in accelerated flows and vortices in 
the immediate vicinity of the piers, leading to an increase in the driving force for 
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scour around the base of the piers. The influence of the various pier shapes and 
dredged pit depths (0 to 7 m) on the local flow conditions around the base of the 
piers was investigated for a representative range of water depths using a 1:70 scale 
model in a test flume at the Canadian Hydraulics Centre (Cornett, 1996). Figure 5 
shows a photograph of typical model approach and main piers. 

: 

Figure 5-1:70 Scale Models of Bridge Piers 
(L - West Approach Pier, C - Main Pier, R - East Approach Pier) 

The test flume was connected to a 0.2 m3/s pump and flow circulation system to 
generate unidirectional currents, and a wave generator at both ends of the flume 
cabable of generating both regular and irregular wave conditions. As such, it was 
possible to test waves with both following and opposing currents. The test section 
was located on a raised floor in the center of the flume. The flow patterns around 
the base of the pier were defined with the aid of a laser doppler velocimeter, 
acoustic velocity meters, flow visualization and tracer materials. Figure 6 presents 
a schematic diagram of the test flume. 

Beach module 

Raised test 
section with Wav6 

1:20 slope gauges 3D Velocimeter Beach SOUTH 
module |   |   |    Pier     j /       moauie 

Wave 
machine Pump 

& valves 

- 5.4 m - 
-7.4 m — 

Xr   wave 
machine 

Flume Length = 64 m 

Flume Width = 1.2m 

Figure 6 - Schematic Diagram of Test Flume 
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Stream power magnification factors were developed for the various water depths 
and pier geometries encountered at the 65 bridge piers through a comparison of the 
stream power required to initiate the scour of a tracer material (coarse sand or fine 
gravel) with and without the pier in place. The stream power magnification factors 
varied from 1.5, for a deepwater main pier founded in a 7 m dredged trench (Figure 
7), to approximately 6, for a shallow water approach pier founded directly on the 
seabed (Figure 8). The product of the local 100 year ambient stream power and the 
local pier influence factor (stream power magnification factor) defined the design 
driving force for scour at each of the 65 bridge piers. 

Figure 7 - Scour in Tracer Material for Main Pier Founded in a Dredged Pit 

Figure 8 - Scour in Tracer Material for Approach Pier Founded on Seabed 
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Seabed Resistance to Scour 

Estimating the erodibility of the various highly weathered bedrock materials was 
one of the most challenging aspects of this project. As noted earlier, the laboratory 
tests in the initial phase of the investigation revealed that the erosion process was 
very complex, and was not a direct function of either near bed shear stress or near 
bed velocity. Ulitmately, the empirical erodibility approach developed by 
Annandale (1995) was adopted. In this approach, the erosion resistance of the 
material is quantified by the "erodibility index", El, which characterizes in-situ 
strength of the material, considering the mass strength of the material, the typical 
"particle" size, and the interparticle "friction". This parameter is calculated as the 
product of four dimensionless variables, all defined from information derived from 
standard geotechnical borehole logs, as summarized below: 

El = Km * Kb * Kd * Js 

where El   = Erodibility Index 
Km = Mass Strength Number 
Kb = Block Size Number 
Kd = Joint Roughness Number 
Js    = Joint Structure Number 

As part of the geotechnical investigation undertaken to support the design of the 
NSCP bridge piers and foundations, between two and ten boreholes were drilled at 
each of the 65 bridge piers locations. For the scour assessment study, erodibility 
indices were calculated by the geotechnical engineer (Golder Associates) for each 
core run (approximately 0.3 m lengths) for each of these boreholes (approximately 
300 in total). In general, the erodibility indices showed considerable variation 
(orders of magnitude) in both the horizontal and vertical dimensions. This variation 
reflected the highly variable nature of the materials on which the bridge piers are 
founded. In addition, it is noted that all of the boreholes were located under the 
pier bases, and not in the zone surrounding the pier bases where scour would 
initiate. This variability and uncertainty in the strength (erosion resistance) of the 
seabed materials was a primary consideration in the incorporation of a factor of 
safety in the assessment of scour potential for the bridge piers. 

Calibration of Methodology 

The NSCP represents the first application of Annandale's (1995) approach to 
bridge piers, waves and currents, or design of any kind. As such, calibration and 
verification of the methodology was a key component of the investigation. 
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Fortuitously, observations of actual scour experienced around one of the first four 
approach piers installed early in the project provided valuable information for 
calibration of the new methodology. More specifically, scour around one of these 
approach piers (Pier E7) was noted following a storm event (in November 1994) 
during construction of the piers. Figure 9 provides a schematic illustration of the 
observed scour, which extended up to 5 m out from the base of the pier, with 
undermining up to 1 m in and 1.5 m below the base. Scour was not observed 
around the other piers in place at the time of this event. 

Figure 9 - Scour in Bedrock Observed Around and Under Pier E7 

The wave and current conditions which caused the scour during this event were 
hindcast using the numerical models described earlier, and indicated that the event 
had a return period (based on the stream power parameter) of approximately five 
years. The flow patterns around the pier were modeled for this event in the 1:70 
physical model investigation. Based on this information, along with the 
geotechnical data describing the seabed conditions in the vicinity of the four 
approach piers, an attempt was made to calibrate Annandale's (1995) methodology 
for this project. The key calibration parameters were the wave height (ie. Havg, Hs, 
Hl/10, Hmax), the wave period (ie. Tavg, Tp, Tmax), the shear stress (ie. Tmean, 
Tmax) and the bottom roughness (ks). Ultimately, the best comparison between 
estimated and observed scour at Pier E7 was obtained using Hmax, Tmax, Tmax 
and a bottom roughness of 0.3 m. The use of the maximum wave height, period 
and shear stress values can be qualitatively justified by the hypothesis that the 
erosion of the highly weathered and fractured bedrock materials present at this site 
is a threshold process, and that once a rock fragment has been dislodged and 
removed from the matrix, the remaining material can be readily eroded. The lack 
of scour at the other three piers in place at the time of the November 1994 storm 
event can be explained by the presence of stronger materials (ie. higher El values) 
on the seabed at these pier locations. 
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A qualitative confirmation of the scour assessment methodology was also made 
through consideration of the morphological development of the sea bed across the 
Strait. Through the application of the erodibility index approach, it was possible to 
explain the existence of a glacial till (soft clay/silt/sand) over the underlying 
bedrock for areas with depths greater than about 13 m. More specifically, in these 
areas, the 100 year stream power was less than the stream power required to erode 
the till material according to Annandale's (1995) approach. Together, the 
quantitative and qualitative observations of scour substantiated the methodology for 
the assessment of scour potential for the Northumberland Strait conditions. 

A detailed review of Annandale's (1995) database, in particular the critical data 
points which describe the threshold condition for scour for erodibility indices 
similar to those encountered at the pier bases for the NSCP, was also undertaken in 
order to assess the compatibility of Annandale's database to the hydrodynamic and 
geotechnical conditions associated with the NSCP. In general, it was found that the 
critical data points which define the threshold condition for rock and complex earth 
materials represent similar rock conditions to those encountered in this project. 
Further, the hydrodynamic conditions for these data points, although not generated 
by wind-waves and tidal/surge currents, were associated with high velocities and 
turbulent flow conditions. As such, it was concluded that Annandale's (1995) 
scour threshold relationship could be applied to the NSCP. 

Requirement for Scour Protection 

A pier by pier assessment was undertaken in order to assess the requirement for 
scour protection at each of the 65 bridge piers. In general, this assessment 
consisted of the following steps: 

• define the "critical depth zone" beneath the foundation of each pier (considering 
the allowable scour, which varies from 0 to 0.5 m the various approach and 
main pier foundation designs); 

• define erodibility indices (based on available borehole data) within the critical 
depth zone, and estimate the corresponding threshold stream power for scour; 

• compare local design stream power (100 year ambient value times pier 
magnification factor) to local threshold stream power; 

• recommend protection if factor of safety is less than two to four. 

The factor of safety was incorporated to address uncertainties associated with the 
driving forces, resisting forces and scour threshold relationship. The key 
uncertainty was the highly variable seabed conditions. A higher factor of safety 
was applied at piers with greater variation in seabed conditions, and/or where the 
tolerance for scour was lower. Ultimately, scour protection was recommended for 
approximately one quarter of the 65 bridge piers. 
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Design of Scour Protection 

The design of the scour protection system around the base of the piers was 
developed and optimized using a physical model investigation. The test facilities 
and setup were very similar to that described earlier for the tracer tests undertaken 
to quantify the pier magnification factors. In general, these tests indicated that the 
influence of the piers on flow conditions extended approximately 7 to 9 m out from 
the toe of the conical pier bases. As such, a 10 m wide band of scour protection 
was adopted. Scour protection designs were initially developed using either one or 
two layers of armour stone. For the shallow water approach piers, these armour 
stones were in the order of 2 to 7 tonnes. Smaller armour materials were adequate 
for deep water piers. Figure 10 shows a picture of a scour protection test in 
progress. 

Figure 10 - Scour Protection Test at Shallow Water Approach Pier 

Subsequently, construction considerations led to the development of a scour 
protection system using tremie concrete. Again, this system extended out 10 m 
from the base of the pier. The key design details associated with the tremie 
concrete solution were careful cleaning of the seabed prior to concrete placement, 
and construction and monitoring operations adequate to provide a minimum 0.5 m 
thick mat of concrete over the seabed. 

Monitoring Program 

An extensive monitoring program has been recommended in order to quantify 
potential scour events over the design life of the Northumberland Strait Crossing 
Project, and to document scour which may occur around the base of the bridge 
piers. This monitoring program has been recommended for several reasons, as 
noted below: 
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• the scour assessment methodology utilized for this project is new, and has never 
been applied to bridge piers, waves and currents, or design of any kind; 

• there are uncertainties associated with the estimation of both the driving forces 
for scour and the seabed resistance to scour; 

• there is a desire to minimize seabed survey requirements around the base of the 
bridge piers associated with the monitoring program. 

The monitoring program will consist of a near real-time wave and tide prediction 
system installed at the site. The prediction system will utilize numerical models 
similar to those used to develop the design database for this project. This system 
will run continuously, and will quantify the magnitude of potential scour (ie. stream 
power) events to which the bridge is exposed. Over time, a data base will be 
developed for each pier documenting the conditions to which the pier has been 
previously exposed (based on the prediction system) and the response of the seabed 
to these conditions (ie. scour or no scour, based on detailed surveys of the seabed). 
The database will be updated on a regular basis, and the system will identify any 
requirement for action by the bridge operation and maintenance staff. For example, 
additional surveys of the seabed around any particular pier will be required if the 
pier has been exposed to an event greater than any prior event, or if a certain period 
of time has elapsed since the last survey. 

Conclusions 

A multi-faceted coastal engineering investigation has been completed to support the 
assessment of scour around bridge piers for the Northumberland Strait Crossing 
Project. The application of conventional scour design techniques to this project 
was precluded by the unique conditions associated with this project, including 
complex flow conditions (combined waves and currents), complex pier base 
geometry (conical pier bases, with some located in dredged pits), and complex 
foundation materials (highly weathered and fractured bedrock). 

The investigation has led to the development of a new methodology to assess scour 
potential around bridge piers which can address the unique conditions noted above, 
but can also be applied to more conventional/less complicated scour design 
problems. The new methodology is based on the empirical erodibility approach of 
Annandale (1995), and has been developed, calibrated and verified, to the extent 
possible, for this project. A detailed, long-term monitoring program will be 
implemented upon completion of the project in 1997, and will be used to verify this 
new scour design methodology. 
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Photograph of Bridge Nearing Completion 
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CHAPTER 174 

WAVE SETUP AT RIVER ENTRANCES 

David J Hanslow1, Peter Nielsen2 and Kevin Hibbert1 

Abstract 

Detailed mean water level measurements from the Brunswick River on the NSW North 
Coast have, to date, suggested that the contribution of wave setup to the super-elevation of 
river entrance water levels is quite small. Data indicate that the over heights inside the area 
of wave breaking in rivers are typically smaller than at the same depth in a beach surf zone 
with the same waves. It is thought that difference between beach surf zones and river 
mouths is due to the momentum flux of the river current and the current's influence on the 
wave breaking process. Nevertheless, tidal anomalies of the order 0.5m are measured once 
or twice a year by tide gauges just inside river entrances along the east coast of New South 
Wales. These anomalies are thought to be mainly due to freshwater outflow and/or oceanic 
phenomena. 

Introduction 

The largest part of disaster relief in Australia is related to flooding by river systems. In 
New South Wales alone the cost of flooding from coastal rivers is of the order M$50 per 
annum. Hence, realistic modelling of flood flows and water levels in the rivers is a national 
concern. The State of the art of flood modelling is however unsatisfactory because the 
interaction between the ocean and the river systems is poorly understood. 

A flood model of a river system will have two main inputs namely rainfall over the 
catchment and tail water level, i.e., the water level where the river meets the sea. The 
present paper addresses the estimation of these tail water levels. 

The tail water level at a river mouth is influenced by several processes not all of which are 
well understood. The most predictable component is the astronomical tide. Its origin 
relating to the gravitational influence of the sun and the moon. In most places this 
component is quite predictable based on long tidal records. 

Differences between the astronomical tide and the actual tide level are often referred to as 
tidal anomalies.    In the deep ocean anomalies occur due to barometric pressure variations 

Coastal Management Program, NSW Department of Land and Water Conservation, Sydney, NSW, 
Australia 
2 Department of Civil Engineering, University of Queensland, St Lucia, Queensland, Australia 
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and to temperature variations in the water. In coastal areas additional anomalies can be 
caused by winds and waves, and in estuaries the water levels may be increased due to fresh 
water outflow. 

The following contains a review of available theory and recent observations of tidal 
anomalies in the lower parts of a few rivers on the east coast of Australia, and the 
contribution of wave setup to these anomalies. 

The main emphasis is on the Brunswick River in Northern New South Wales which is 
trained by almost parallel breakwaters that are approximately 40m apart at the seaward end. 
It has a catchment of 200 km and a (spring) tidal prism of 4.8*10 m (Figure 1). The 
Brunswick River has a fairly shallow bar where even the smallest waves tend to break, and 
was therefore considered ideal for studying the contribution of wave setup to river tail water 
levels. The "ocean tide gauge" on the Brunswick River is situated at the confluence of 
Simpson's Creek with the River approximately 640m upstream from the ends of the 
breakwaters (Manly Hydraulics Laboratory, 1993). 
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Figure 1. The Manometer tube system at the Brunswick River. 
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Anomaly Statistics for the Brunswick River 

In the period 1986 to 1995 there were eight events during which the Brunswick Ocean tide 
gauge recorded water levels greater than 0.5m above the predicted astronomical tide level. 
The largest of these tidal anomalies was 0.87m occurring on April 11 1988. Of these major 
anomalies, all except for 17/3/1993 (Cyclone Roger), were associated with very large daily 
rainfalls on the catchment (more than 65 mm at Mullumbimby). 

An example of two different anomaly events is shown in figures 2 and 3. In these figures 
anomalies recorded at the Brunswick tide gauge and at an offshore pressure gauge located in 
26m of water offshore of Tweed Heads (30 km north of Brunswick Heads) are presented for 
the periods 24-29 April 1989 and 7-11 March 1990. Also presented are the offshore root 
mean square wave height (Horms) recorded at the Byron Bay wave rider (located 
approximately 10km south of Brunswick Heads in 80m water depth) and the hourly rainfall 
recorded at Huonbrook in the Brunswick hinterland. As seen in these figures both events 
saw similar wave conditions with maximum RMS wave heights of around 4m in each event 
(5.8m significant wave height). Rainfall patterns were however very different for each event 
with a total of 369mm of rain being recorded over the period 24-29 April 1989, but only 35 
mm recorded over the period 7-11 March 1990. 

During the March 1990 event maximum anomalies recorded at both the offshore gauge and 
the Brunswick River entrance were of similar order (0.38m and 0.42m at the offshore gauge 
and the Brunswick river entrance respectively). The similarity of anomalies recorded 
between the two locations during this event suggests the absence of any effects of wave 
setup within the Brunswick River Entrance. During the April 1989 event however, 
maximum tidal anomalies measured at the two sites are significantly different with the 
Brunswick River site being elevated approximately 0.44m above the offshore water level. 
(0.33 and 0.77m were measured at the offshore site and the Brunswick River gauge 
respectively). Given the similar wave conditions during each of these events the difference 
between the offshore anomalies and that recorded in the river entrance between these two 
events appears to be related to the effects of rainfall and the resulting flood gradient. 

The correlation of tidal anomalies with daily rainfall is indicated in figure 4A. For a few 
major events 24 hourly anomaly values have been plotted against the same daily rainfall 
total. This leads to the "vertical clusters" where the lower anomalies would have occurred 
before the bulk of the rainfall is felt at the tide gauge. 

The incorporation of more detailed (spatially and temporally) rainfall information combined 
with the cumulative effect of rain on previous days would enable closer correlation to be 
obtained. 

In contrast to this obvious correlation between tidal anomalies and rainfall, there is virtually 
no correlation between tidal anomalies and offshore wave height. This is shown by figure 
4B where the tidal anomalies at the Brunswick "ocean tide gauge" are plotted against the 
root mean square wave height Horms off Cape Byron. Both gauges are operated by the 
Manly Hydraulics Laboratory. The plot shows no significant correlation between tidal 
anomaly and wave height. An explanation for this lack of correlation may be found in the 
following discussion of wave set up in surf zones. 
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Figure 2. The tidal anomalies measured at the Brunswick River gauge and the Tweed 
offshore aanderaa, hourly rainfall at Huonbrook, and RMS wave height at the Byron Wave 
rider for the period 24-29 April 1989. Data courtesy of Manly Hydraulics Laboratory. 
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Figure 3. The tidal anomalies measured at the Brunswick River gauge and the Tweed 
offshore aanderaa, hourly rainfall at Huonbrook, and RMS wave height at the Byron Wave 
rider for the period 7-11 March 1990. Data courtesy of Manly Hydraulics Laboratory. 
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Figure 4. The tidal anomalies observed at the "ocean tide gauge" in the Brunswick River 
plotted versus (A) Daily Rainfalls at Mullumbimby; and (B) offshore wave height Honns off 
Cape Byron for wave heights Hom,s> 2.5m. Vertical clusters in the rainfall data occur where 
several anomalies are plotted against the same daily rainfall value. Data courtesy of Manly 
Hydraulics Laboratory. 

Wave Setup 

Surf Zone Wave Setup 
The phenomenon of wave setup in surf zones has been known from observations (eg. 
Savage 1957) since the nineteen fifties and quantitatively understood since the development 
of the concept of wave radiation stress by Longuet-Higgins and Stewart (1964). 

It occurs because the radiation stress or thrust Sxx of the waves is gradually translated into a 
mean water surface overheight, the setup B, as the waves decay towards the shore. Based on 
the force balance on a surf zone control volume, the governing equation is found to be 

, dB      dSa 

ax ax (1) 

where the wind xw and the bed shear stress xb are often neglected. 

The earliest setup models by Longuet-Higgins and Steward (1964) and Bowen et al (1968) 
which assume a constant ratio between wave height and depth (H - yh) through the surf zone 
and use linear wave theory to express the radiation stress. 

Sxx=~pgH2 

lo 
(2) 
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lead to a linearly increasing setup towards the shore. However, experiments, eg. van Dorn 
(1976), have shown that such a distribution is only realistic for short waves on flat slopes or 
more precisely for small values of the surf similarity parameter 4= tanfi LJH< 0.2, where 
L0 is the deep water wave length and tanfi is the beach slope. 

For larger values of the surf similarity parameter, the H/h ratio is not constant through the 
surf zone and Equation (2) is not a good approximation. The result is an upward concave 
mean water surface (MWS), see eg. Nielsen (1989) and Gourlay (1992). 

The variability of the height of natural (irregular) waves also tends to make the MWS 
upward concave even at small values of t, see eg. the field data of Nielsen (1988). The 
reason is that the onset of breaking occurs at different depths for waves of different heights. 

While setup profiles due to regular laboratory waves show great shape variability depending 
on the surf similarity parameter, it turns out that the shape of setup profiles on natural 
beaches varies very little. An empirical description of these profiles will be given in the 
following. 

An Empirical Model for Setup on Natural Beaches 
The shoreline setup level (that is the setup at zero water depth) varies very little between 
natural beaches and between naturally occurring wave conditions as documented by 
Hanslow & Nielsen (1994). They found that data from the full spectrum of New South 
Wales beaches showed no systematic deviations from either of the shoreline setup (Bs) 
formulae 

Bs=038Horms       (correlation coefficient 0.65) (3) 
or 

Bs = 0.048 HormsL0 (correlation coefficient 0.77) (4) 

where Horms is the deep water root mean square wave height and L0 is the deep water wave 
length. Correspondingly, the whole setup distributions measured on different beaches under 
not too unusual wave conditions are very similar. (Note that laboratory conditions with very 
flat waves on steep slopes corresponding to \ - tanfiFLJH0 > 3.0 may lead to very large 
relative shoreline setup, eg., B/H>2.0 and that very long swell waves might generate 
similar results in the field.   Such conditions would however be very rare). 

A typical set of setup profile data from a single storm event (Brunswick Heads 22/8 1989) is 
shown in Figure 5. 

The curve fitted to this setup profile is given by 

B(h) = ^ witha = 10 (5) 

For other beach topographies the shape is similar, but the value of a may vary by a factor 2 
either way, i.e. 5<a<20. 
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Figure 5. Measured setup profile data from Brunswick Beach August 22 1989. 

Sxx according to measured setup profiles 

The simplified setup equation pgh~ = —-f-   which for a monotonically sloping bottom 

can rewritten —f- = -pgh-~ gives through integration by parts 
an ah 

Sxx = -pg\Bh- JBdfi] 

which with (5) inserted gives 

(5) 

Sa{h) = pgH2„ms~^ 1, f, h — In 1 + a - 
H„, 

hlH„, 
\+ahlHn, 

+ constant (6) 

The constant of integration is found by matching with Sxx for non breaking waves at a 
suitable depth outside the surf zone. The alternative: S„ (0) = 0 does not apply for natural 
beaches where runup occurs beyond h = 0. 

Estimation of River Mouth Setup from Surf Zone Profiles 

If one boldly assumes that a similar relation exists between depth and setup in a river 
entrance as in a surf zone (Equations 2 and 9) one might use the following estimate for the 
wave setup contribution to the river tailwater level 

Bmax = ^7 (7) 
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where hmin is the minimum depth in the river mouth. The shoreline setup Bs determined 
from either (3) or (4). 

As an example with reference to the Brunswick River one might choose Hml„ = 2.0,a= 10 
and Horms = 2.5m, which gives Bmax « 0.2m. We shall see in the following that this 
estimate is quite excessive which indicates that the assumptions required (see Section 8 for 
details) for this approach are not satisfied. 

Detailed Mean Water Surface Measurements from the Brunswick River 

In order to obtain detailed experimental data on river mouth water levels a manometer tube 
system, similar to the surf zone system described by Nielsen (1988), was installed in the 
Brunswick river in 1988 and extended in 1990, see Figure 1 

From this system a large data base has been accumulated including river water levels during 
the flood event of April 26-27 1989 shown in Figure 6. 

These measurements show that during this event the water level at the tide gauge was 
considerably above the ocean level due to the hydraulic gradient in the entrance. 

In contrast, events with moderately large waves but little rainfall show very little water level 
difference between the inner and outer tubes, see Figure 7. 

The fact that a water level difference of about lm exists between the swash zone on the 
beach and the river on the other side of the breakwater some times results in large scour 
holes. 
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Figure 6. River water levels during a flood event (26/4/89), even at high tide the hydraulic 
gradient in the river generates water level differences of over 30 cm between the tide gauge 
(chainage -460m) and the ocean (chainage +150m). 
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Figure 7. Time series of water levels offshore, inside of the wave breaking in the river and at 
the shoreline of the southern adjacent beach 22/6/89. A shoreline setup of the order of 1.0m 
is observed while the river levels only reflect the small tidal gradient ie. no setup was 
observed during Cyclone Nancy (2-4 March 1990). 

The occurrence of the scour holes is of course conditional upon the water finding a path 
through the breakwater, which is not supposed to occur as most breakwaters are designed to 
be impermeable. Nevertheless, they are not uncommon. Professor M. Losada of the 
University of Cantabria has observed them at river entrances on the North Coast of Spain 
(personal communication 1992) and Mr J Bodycott (personal communication 1990) has 
reported on "mystery sand banks" occurring inside some of the New South Wales rivers 
with no other plausible explanation that the sand being washed through the breakwater by 
the mechanism shown above. 

Anomalies due to Long Period Waves in the Ocean 

Storm events which seem quite similar in intensity and shape may cause very different 
amounts of tidal anomaly. For example, Cyclone Roger (March 1993) produced an 
anomaly of about 0.5 m while Cyclone Violet (March 1995) produced an anomaly of only 
half this amount. This is despite the fact that several of the contributing mechanisms would 
have been stronger at Brunswick Heads during Cyclone Violet. See the time series of 
rainfall, wave height and measured anomaly in Figures 8a,b. 

These figures show that the tidal anomaly caused by Cyclone Roger was two times greater 
than that caused by Cyclone Violet even though the wave height at the nearby Cape Byron 
wave rider was greater during Violet and the rainfall was greater as well. Furthermore, the 
atmospheric pressure in the Brunswick area would have been considerably lower during 
Cyclone Violet, which came very close to Brunswick Heads, than during Roger which came 
no further south than Maryborough. 
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Figure 8. Time series of rainfall, wave height and measured tidal anomaly in the Brunswick 
River during (A) Cyclone Roger and (B) Cyclone Violet. 
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These observations point towards long periodic ocean waves as the main contributors to 
tidal anomalies in the absence of rainfall effects. These long waves would also contribute to 
tidal anomalies measured at Coffs Harbour and in Sydney Harbour where the effect of 
waves and fresh water flow would be negligible. For a discussion of tidal anomalies in 
Sydney Harbour, see Wyllie et al (1993). 

The fact that anomalies of the "Cyclone Roger type" do not occur in connection with all 
cyclones underlines the complication nature of the long periodic ocean waves that might 
cause them (eg Tang & Grimshaw, 1995). 

Modelling River Entrance Water Levels 

The approximate role of waves, winds and currents in generating river entrance water levels 
can be understood using a fairly simple numerical model as indicated in the following. 

Governing equations 
The model is based on the momentum principle applied to the control volume in Figure 9. 

The x- momentum equation for this volume can be written: 

phdxW~^ = s(p[D + A]WU2) -b(pgr\[D + r\}w) - h(s„W) + x w8XW -xb5XW (8) 

Figure 9. Control volume at a river mouth. The width of the channel is W=W(x), h is the total 
depth h=D+r\, and x is positive landwards. 

Where U is the velocity averaged over a wave period so that the left hand side represents 
acceleration of the mean flow for example due to tidal changes. On the right hand side, the 
first term represents the change in current momentum flux over the length 5X. The second 
term is the change in the hydrostatic pressure force, the third is the wave radiation stress 
force, the fourth is the wind stress force and the fifth is the bed shear stress force. Friction 
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along the sides of the channel is also included in the last term. As usual, p is the density of 
water and g is the acceleration of gravity. 

If the length of the model area is short compared to Ttidal VgD quasi steadiness can be 
assumed and the left hand side becomes zero. Then division by pgW [D + r\] leads to 

5t|  : 
uz 

2g 
r6iVT +  

tfcS b°x 
pg[D + r]]    **     ps[D + v]     pg[^ + T|] 

(9) 

This equation can, with a given discharge Q = UW (D+r\) be used alternatively to find the 
setup r) (x) starting from the seaward boundary (x,, Ds r\s) with D + r] ~ D in the first 
iteration. 

Preliminary Results 
To gain a general impression of the behaviour of the system an example is shown in Figure 
10 a, b. 

These results show that the spreading current generates a set down effect of the order 
lfmJgh at the end of the breakwaters (x=0) which works opposite to the setup caused by 
wave breaking in the same area. This is probably why the detailed water level 
measurements from the Brunswick River show no measurable setup even in conditions with 
a metre or more of shoreline setup at the neighbouring beach. For the case above, the 
shoreline setup would be of the order 0.4 H0= 0.8m. 
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Figure 10(A) Assumed distributions of wave height, depth and current velocity. 
(B) Resulting surface elevations with current alone, waves alone and with both waves and 
current. The bed (+side) friction was calculated as: xb , 0Jp/c \u\u with/l - 0.001, and the 
wind stress as: T,„ = Cl0 pair U

2
l0 cosaw with U10 = lOm/s, C]0 = 0.003 and aw = 20°. 
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Conclusions 

Detailed mean water level measurements from the Brunswick River suggest that waves 
generate very little setup at river entrances of this type. Measurements indicate that over 
heights inside the area of wave breaking in the Brunswick River are typically smaller than at 
the same depth in the neighbouring surf zone with the same waves. This difference between 
surf zones and river mouths is thought to be due to the momentum flux of the river current 
and the current's influence on the wave breaking process. Nevertheless, tidal anomalies of 
the order 0.5m are measured once or twice a year by tide gauges just inside river entrances 
along the east coast of New South Wales. These anomalies are thought to be mainly due to 
freshwater outflow and/or oceanic phenomena which have yet to be fully explained. 
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CHAPTER 175 

Scour at Coastal Inlet Structures 

Steven A. Hughes1 and J. William Kamphuis2 

Abstract: Scour at inlet navigation structures was investigated using 
a series of movable-bed physical models. Experiments included ebb and 
flood flows, sometimes combined with wave action. A new and potentially 
important scour mechanism was identified for situations where the ebb-flow 
discharge is redirected by a navigation structure. As ebb flow is deflected, 
flow velocities increase and a scour trench forms adjacent to the jetty. 

In this paper formulations from inviscid jet theory are used to develop an 
easily-applied, but crude, prediction capability for maximum flow velocity 
in terms of entrance channel velocity and inlet geometry. A simplified scour 
prediction method is also provided, but much needs to be done to make 
it more realistic. Preliminary conclusions are given about scour produced 
by flood flow combined with waves. 

1    Introduction 

Scour hole formation adjacent to the channel-side toe and near the head of protective 
inlet jetty structures is a troublesome problem at many navigation inlets. Without 
remedial action, continued scour hole growth may result in jetty instability and partial 
collapse of the structure. In addition, deep scouring adjacent to the channel side of a 
protective jetty may be accompanied by shoaling of the maintained navigation channel, 
shifting the navigation channel dangerously close to the jetty. 

These inlet scour problems were investigated through a comprehensive set of 
movable-bed model experiments conducted jointly by Queens University in Canada 
and the Coastal Engineering Research Center (CERC) in the United States. The 
experiments examined flood-flow and ebb-flow scour that develops at inlets under 
various combinations of tidal flow discharge, flow direction, and incoming wave ac- 
tion. The goal of the experiments was to develop simple empirical relationships for 

'Research Hydraulic Engineer, US Army Engineer Waterways Experiment Station, Coastal and 
Hydraulics Laboratory, 3909 Halls Ferry Road, Vicksburg, Mississippi 39180-6199 USA. 

'Professor, Department of Civil Engineering, Ellis Hall, Queens University, Kingston, Ontario, 
K7L 3N6 CANADA. 
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estimating maximum scour depth in terms of easily determined parameters related to 
tidal discharge, channel geometry, and incident wave parameters. 

Prom a survey of scour problems experienced at inlets (Lillycrop and Hughes 1993), 
it appears that one of the more important physical mechanisms causing scour at in- 
lets during ebb flow is strong ebb currents that exit the inner bay and impinge on the 
structure at an angle as shown schematically by Figure 1. Laboratory observations 
indicated that as the ebb flow is deflected, the width of the flow parallel to the nav- 
igation structure is reduced, much like the deflection of a water jet. This results in 
increased flow velocity adjacent to the structure in order to maintain the same flow 
discharge over the reduced cross-section. Over many ebb-tidal cycles the increased 
velocities scour the bottom and enlarge the flow cross-sectional area until eventually 
flow velocities are reduced to non-scouring levels. The scour process is further compli- 
cated by the influence of short-period waves in the channel, entrainment at the flow 
shear interface, changes in flow velocity over the ebb cycle, and the influence of a 
porous jetty structure. 

Ocean 

Figure 1: Ebb Flow Deflection. 
Figure 2:   Depth-Averaged Ebb-Flow 
Velocities at Ponce de Leon Inlet. 

Field evidence of velocity increases due to ebb-flow deflection is shown in Figure 2, 
which plots depth-averaged ebb-flow velocity measurements obtained at Ponce de Leon 
Inlet, Florida. At the time of these measurements a scour trench had already formed 
adjacent to the jetty. Otherwise, the velocities would likely be even greater next to 
the jetty. 

2    Laboratory Experiments 

A series of deflected ebb-flow laboratory movable-bed model tests were conducted in 
a 15-m-wide wave flume at CERC with an undistorted nominal length scale of 1:20 
and a water depth of 30 cm. These tests expanded on earlier studies conducted at 
Queens University at 1:30 scale. The experiment layout is sketched in Figure 3. 

A conventional model jetty was constructed on a 45-cm-deep flat bed of fine quartz 
sand having mean diameter of 0.13 mm. The jetty toe was protected with a small 
stone scour blanket. The current manifold position and angle were adjustable to allow 



2260 COASTAL ENGINEERING 1996 

u 

< 

JO 

3 

• 

9m 2m 

Concrete Bottom 

i 

i 
i 
i 

i Sand Pit 
», 

t 

i 

E i 
• i 

r- 
i 

i 

i 
i 

\ —^ „ \y 

i 

Vertical Flo 

i 
i 

w Guide ^/ 
?vfei if - '- 

s^V    /   Vertical Flow Guide 
Current Manifold  —' 

Rubble Absorber 

a 

u 

u 
> 

Figure 3: Ebb Flow Experiment Layout. 

r'*i 
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different deflection angles (30°, 45°, 60°) relative to the jetty centerline. Adjustable 
vertical flow guides were used to direct the ebb flow, and flow straighteners helped to 
make the flow more uniform before passing over the movable bed. Total flow discharge 
was monitored and controlled at an upstream valve. 

Laboratory measurements of flow velocity throughout the study region were ac- 
complished using an array of three SonTek acoustic Doppler current meters (ADV's) 
mounted on an instrument catwalk spanning the flume. At each location the ADV's 
recorded a 3-minute velocity time series (25-Hz sample rate) at a depth 15 cm below 
the water surface. (All measurement values throughout this paper are in model units.) 

Mean velocity at the input entrance channel was adjusted to be slightly above 
the 28-30 cm/s estimated to be required for incipient motion of the sediment. Dye 
injection indicated the deflected flow width adjacent to the jetty narrowed considerably 
similar to Figure 1. This gave rise to increased velocities adjacent to the jetty and 
significant scour along the jetty structure. Depending on the flow deflection angle, 
mid-depth mean velocities adjacent to the structure varied between 40-50 cm/s at 
the start of the experiments while the sand bed was still horizontal and scour was in 
initial stages. 

Experiments continued for a total of 10 hours by which time it appeared that scour 
had reached an equilibrium for that flow condition. A portion of the scoured sediment 
was transported seaward by the ebb flow and deposited in a "fan" in a deeper part 
of the flume, whereas some sediment was deposited in a "berm" running parallel to 
the scour trench. Typical scour results are illustrated by the photograph in Figure 4, 
which was taken from a seaward position after an experiment with a 60° deflection 
angle. The photograph shows that the scour apron may have helped protect the armor 
slope. 

Post-experiment surveys of the bed were completed using a Delft bed profiler 
mounted on the traversing catwalk. Bed elevation data were obtained at 4-cm spacings 
on survey lines running perpendicular to the jetty centerline. There was 20-cm spacing 
between survey lines. 

3    Deflected Ebb Jet Theory 

3.1    Analogy to Jet Flow 

The deflected ebb-flow observed in the laboratory experiments is quite similar to a 
two-dimensional jet impinging on a solid boundary, and an analytical approach to 
deflected ebb-flow hydrodynamics was developed based on this analogy. Using the 
notation and coordinate system detailed in Figure 5, an inviscid, potential flow solution 
can be specified that links the flow field to the geometry of the solid boundaries. 
The assumptions associated with this flow solution are given as: 

• Incompressible, nonviscous, ideal fluid (no boundary layers, boundary layer sep- 
aration, or flow entrainment at the jet "free boundary")1 

• Steady flow in two dimensions (horizontal bottom) 

'The term "free boundary" refers to the interface between the jet and the adjacent still water as 
represented by the dashed line in Figure 1. 
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• Nonrotational flow (velocity potential exists) 

• Gravity has no effect on flow (implies relatively high velocities, and no cross- 
channel water surface setup due to centrifugal forces) 

On solid boundaries and on flow streamlines there is the "no-flow" condition, i.e., 

d<f> 
dn 

= 0 (1) 

and on the "free boundaries" pressure is assumed constant. This means that on the 
free boundary streamline, Bernoulli's Equation is given as 

V2 

-— +gz = constant (2) 

Neglecting gravitational effects reduces the free-boundary condition of Eqn. (2) to 

V0 = Constant (3) 

3.2    Potential Flow Solution 

The solution to this particular jet-flow problem was given in Gurevich (1965). With- 
out presenting details, the solution was found by conformally mapping the jet and 
its boundaries into a unit circle in the complex plane. Conformal mapping is a typ- 
ical approach for this family of jet-flow problems. Other techniques are unsuccessful 
because the location of the jet free boundaries is not known a priori. 

The resulting solution2 is expressed as the following three equations (Eqns. 4-6) 
2Note that in Gurevich (1965), page 63, the denominator of the second term under the integral of 

Eqn. (6) was incorrectly given as H + (!//»)" rather than the correct value of "t — (1/ft)". 
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Lt 
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L = LC°a i(iris) V.P. /   -   -—r + —-T: 
2[t- C08(/g)] 

(l//i)     t2-2tcos(/?) + l 
(6) 

where "V.P." in Eqn. (6) means take the Cauchy principal value of the integral. In 
these equations, the parameter h is defined by the expression 

hK = 

and the angle /3 is related to the jet exit angle, 4>, by the geometric relationship 

K 

(7) 

(8) 

with both angles given in radians. 
The main difficulty with this solution is that the equations explicitly solve for the 

deflected jet geometry (l/L, a/L, b/L) given the entrance and exit velocities (V^, 
V0), jet deflection angle (9 = KIT), and jet exit angle (<£). In application to inlets, the 
geometry is usually known, and the flow solution is sought. Because the equations 
cannot be inverted, the only recourse is an iterative or nomogram solution. 

Figure 6 presents an example of a nomogram that was generated for an ebb- 
flow deflection angle of 45° (KTT = TT/4). This nomogram was constructed by solving 
Eqns. (4) and (6) at over 850 evenly distributed grid points bounded by the axes 
shown in Figure 6, and then contouring the results. The solid lines are contours 
of equal values for £/L and the dashed lines represent constant values of b/L. For a 
given inlet geometry the unique solution is found at the intersection of the appropriate 
values of IjL and b/L. The jet exit angle, 4>, in degrees is read from the abscissa, 
and the velocity function, h, is read from the ordinate. The unknown velocity, V0, 
corresponding to a value of Vm can now be determined from Eqn. (7). Figure 7 
illustrates the variation in velocity ratio, V0/Vm as a function of ebb-jet deflection 
angle, 0, and geometry parameter, B/L (see Figure 5 for definition of B). 

Once values of h and <p are known, it is also possible to specify the location of 
the inviscid "free boundary" using the following equations that were derived based on 
Gurevich's (1965) formulation of the complex velocity potential. 

dx 
Lh" 

7T 

sinCTK -(- hsina(l — K)        sincr« + £ sincr(l — K) 

(cos a — h)2 + sin2 a (cos a - £)2 + sin2 a 

sincrK -I- sin[a(l — «) — /?] 
2-2cos(<7-/3) 

sinaK + sin [a(l — K) + 0\ 

2-2cos(a + ,0) 

(9) 

da 
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Figure 6: Nomogram for Ebb-Flow Deflection Angle of 45°. 
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Figure 7: Effect of Geometry on Ebb Jet Velocity Ratio. 
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(10) 

d(T 

Values of x, y on the free boundary relative to the origin shown in Figure 5 are 
found by numerically integrating Eqns. (9-10) between zero and different values of a 
lying between 0 —> f3, where /3 (in radians) is given by Eqn. (8). 

3.3    Caveats! 

It is important to note that the inviscid jet theory does NOT include any allowance 
for the following important "real world" effects related to deflected ebb flow at inlets: 

• Turbulent flow entrainment between the ebb jet and adjacent still water 

• Boundary layer losses due to the jetty structure and the bottom 

• Effects of gravity on the ebb flow (possible secondary flows) 

• Sloping, porous rubble-mound structures rather that vertical side walls 
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• Nonunifonn entrance flow distribution 

• Nonunifonn depth in approach channel 

• Wave effects on the ebb jet 

Nevertheless, this initial flow approximation technique provides a conservative es- 
timate of maximum flow velocity that would occur in the absence of the "real world" 
effects, and it can be used as a foundation on which to incorporate empirical approx- 
imations for these effects. 

4 Comparison to Measurements 

Figure 8 plots time-averaged velocity vectors measured at mid-depth for an experiment 
where the entrance channel was oriented 60° to the jetty. The average entrance velocity 
was Vm = 32 cm/s, and the dashed line in the figure is the inviscid "free boundary" 
calculated using Eqns. (9) and (10) with appropriate values of h and <j> from the 
nomograms. Velocity increase along the jetty is clearly evident, as is flow entrainment 
along the ebb jet free boundary. 

Ebb-jet theory estimates of maximum velocity, V0, are compared to measured 
values near the seaward end of the jetty in Figure 9. Flow deflection angles of 60° 
(upper) and 45° (lower) are shown, and the plots are oriented with the structure to 
the left side (view from offshore). The theory predicts a constant velocity from the 
jetty out to the jet free boundary, at which point the velocity becomes zero at the 
interface. 

Close to the jetty, the inviscid jet theory provides good estimates based only on 
geometry and entrance velocity, Vm (32 cm/s). Further away from the structure, flow 
entrainment between the ebb jet and adjacent still water had a significant impact. 

Neglected altogether is the possibility that some of the flow acceleration might be 
due to secondary flows generated by a slope in the water elevation caused by centrifugal 
forces as the flow is deflected. This mechanism is thought to be important in river 
bends. Field measurements at an inlet where ebb flows are deflected by a structure 
would provide insight into whether secondary flows may also be an important factor 
in flow acceleration and subsequent scour. 

5 Conservative Scour Prediction 

Inviscid jet theory, coupled with flow continuity, can provide very crude (and overly 
conservative) scour estimates for deflected ebb-jet flows. Flow continuity requires the 
discharge at the entrance section (Qm) be equal to the discharge at the narrowest part 
of the jet (Q0), i.e., 

VmdmL = V0d0W0    or     ^H = ^^° (U) 

where dm and d0 are the total depths at the entrance and narrow section, respectively, 
and W0 is the width of the jet at its narrowest. Assuming an initially flat bottom 
where dm = d0, the width ratio W0/L in Eqn. (11) can be expressed as 
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W 
-^- = hK (12) 

where the velocity ratio was replaced by Eqn. (7). If we assume the velocity, Vm, in 
the entrance channel is just at the sediment incipient motion criteria, we expect the 
bottom to erode at the narrowest part of the ebb jet until the velocity at that location 
reduces from V0 to Vm. Provided the width of the jet does not change, the depth 
increase necessary to maintain flow discharge is found from Eqn. (11) with V0 = Vm 

and W0/L given by Eqn. (12), i.e., 

%- = h~K (13) 

Figure 10 shows two applications of this simplified scour prediction method com- 
pared to movable-bed model scour results. The dashed line indicates scour prediction 
using inviscid jet theory. Obviously, neglecting the effects of shear flow entrainment 
and bottom boundary layer flow reduction (and possibly secondary flows) has resulted 
in substantial over-prediction of scour. The assumption of constant W0 is also suspect. 

6    Flood Scour Observations 

Kidney-shaped scour holes situated at the tips of coastal inlet structures are a com- 
monly observed type of scour. In some instances these scour holes are permanent 
features, but don't appear to threaten the structure toe. In other cases, structure 
toe instability has resulted with subsequent unraveling of the head armor layer and 
structure damage. 

Preliminary tests conducted at Queens University examined development of scour 
holes at jetty heads under various combinations of flood-flow magnitude and direction, 
wave severity, and incident wave directions of-20°, 0°, and +30° relative to the jetty 
axis. In these tests the most severe jetty-tip scouring under flood flow currents oc- 
curred when both waves and currents approached from a -20° direction as illustrated 
in Figure 11. 

Apparently, flood flow is accelerated as it is bent around the jetty tip similar to 
the classical case of potential flow around a sharp corner. The addition of waves from 
the same direction as the current resulted in wave diffraction around the jetty tip, 
which when combined with the current, increased the depth and areal extent of the 

7    Conclusions 

Based on movable-bed laboratory experiments, a new and potentially important scour 
mechanism has been identified for situations where the ebb-flow discharge is redirected 
by an inlet navigation structure. As the ebb flow is deflected, flow velocities increase 
resulting in the formation of a scour trench adjacent to the jetty structure toe. This 
flow situation was recognized to be somewhat analogous to a free jet impinging on a 
wall, and inviscid jet theory was used to develop an easily-applied, but crude, pre- 
diction capability for maximum velocity in terms of entrance channel velocity and 
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boundary geometry. Comparison of inviscid theory to laboratory measurements indi- 
cated reasonable agreement near the jetty structure, but over-prediction away from 
the structure due to flow entrainment at the shear interface between the ebb-jet and 
adjacent still water. 

A simple, overly conservative, scour prediction method was offered based on invis- 
cid jet theory, but the method suffers from not including empirical adjustments for the 
"real world" effects of shear flow entrainment and bottom boundary layers. However, 
this inviscid theory could be used as a starting point for incorporating these necessary 
features. Future efforts will extend and refine these preliminary design tools. 

An initial examination of movable-bed model experiments simulating scour holes 
produced near the tips of jetties by flood currents indicated that the most severe 
erosion occurs on the lee side of the jetty tip when currents and waves approach at 
an angle to the jetty centerline. Although currents alone are sufficient to create scour 
holes, the addition of waves promotes more rapid scour to greater depths over a wider 
area. 
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CHAPTER 176 

Probability distribution of the maximum wave height along a sea wall 
with finite width 

Akira Kimura 1 and Takao Ohta 2 

Abstract 

A probability distribution of the simultaneous maximum wave ampli- 
tude within a finite width along a virtual vertical plane placed in a 3-dim. 
irregular sea state is studied theoretically. The probability distribution 
differs considerably from the Rayleigh distribution even when the width of 
the structure is an order of 1/10 significant wave length. The difference in- 
creases with the interval width. Especially, appearant probability of large 
amplitude is considerably larger than that expected from the Rayleigh dis- 
tribution. Coastal structures which were designed with sufficient safety 
margin have sometimes failes. There are possibilities that the structures 
were not attacked by "unexpectedly large waves" but large waves which 
could have been possibly expected if we had taken the width effect into 
account. 

1.Introduction 

Probability distribution of zero-crossing irregular wave heights measured by a 
"fixed wave gauge" agrees well with the Rayleigh probability distribution regard- 
less of a wave spectrum. A zero-crossing wave height is defined as a difference 
between the maximum and minimum water levels within a zero-crossing wave pe- 
riod in the ordinary definition. When a short crested irregular wave acts on the 
structure such as a breakwater, wave height along it changes spatially. Although 
visual observation can roughly recognize a maximum wave height and its location, 
but single wave gauge can not always catch 3-dim. wave peaks and troughs of 
the short crested waves but only record a water surface displacement at its fixed 
position (Fig.l). However, if a big wave hits any part of the structure, it is rec- 
ognized that the structure is attacked by a big wave. Suppose many wave gauges 

^rof. of Tottori Univ., Faculty of Eng., Koyama Minami 4-101, Tottori, Japan 
2Research Associate of Tottori Univ., Faculty of Eng., Koyama Minami 4-101, Tottori, Japan 
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are set up with negligibly small intervals on the structure, even though it seems 
unpractical. And if the largest one is adopted selectively among measured wave 
heights with these wave gauges as a simultaneous wave height during an action 
of a single (short crested) wave, a probability distribution of the wave height de- 
fined in this way may change according to the width of the structure. Statistical 
properties of the selectively defined wave height seems necessary to consider in a 
design of structure, if the structure is such a type that a local damage may induce 
a failure of the whole structure. This study deals with a theoretical probability 
distribution of the spatially maximum wave amplitudes along a structure with a 
finite width placed in a 3-dim. irregular sea state. A quite different probability 
distribution of wave amplitudes from the Rayleigh distribution is obtained if the 
width is not small. 

Wave gauge 

Fig. 1     3-dim. wave profile and a wave gauge 

2. Wave number spectrum 

x and y axes are taken on a still water level so that x axis takes a dominant 
wave direction and z axis is taken positive upward. Water surface elevation £ of 
a 3-dim. short crested irregular wave is expressed as, 

4 = ]P (k cos (kjX + 2nfit + <#) (1) 

in which Q, kj, fa and <pi are amplitude, wave number, frequency and phase angle 
of the i-th component wave respectively, x=(x, y) and t is time. Cj is determined 
from 

fi+df, Oi+dS 

J2      4/2 = E (U 9i) dfd8 = 5(/i)G(ei; fi)dfd9 (2) 

where 6 and E(f, 0) are the direction of wave and the directional wave spectrum, 
S(f) is a power spectrum, G(8; f) is a directional function.   A wave number 
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spectrum E(kx,ky) is derived from E(f,9) as, 

E(kx,ky) = Cg/27rk-E(f,6) (3) 

where kx , ky and Cg are x, y components of a wave number k and group 
velocity corresponding to the frequency / respectively. New x, y axes which 
are anti-clockwise rotation of x and y axes around z axis are taken. The angle 
between x and x axes is 6. The wave number components on the new axes are 
expressed as, 

kx   =   kx cos 8 + ky sin 0 

ky   =   — kx sin 6 + ky cos 6 (4) 

For simplicity, fcx, kx, ky and ky are replaced by u, u, v and v respectively. Wave 
profile in the new coordinate is expressed as, 

oo 

£ = ]T Cn cos (unx + vny + 2irfnt + e„) (5) 
n=l 

and if a vertical virtual plane H is placed on the new x axis, cross section of <£ 
on H at i = 0 is given as, 

oo 

C =^2Cn cos (u„x + e„) (6) 
n=l 

where Gn and en are amplitude and phase angle of the n-th component wave. Cn 

is determined from, 

Un+du,Vn-\-dv 

J2       Gljl = E (un, vn) dudv (7) 

The wave number spectrum E(u, v) in eq.(3) is transformed into E(u,v) using 
the relations, 

u = u cos 6 — v sin 9 

v = u sin 9 + v cos 0 (8) 

and 

B(V) = ^4B(U,V) (9) 
o(u,v) 

where d(u, v)/d(u,v) = 1. One dimensional wave number spectrum Eg(u) for 
^ is given by an integration of E(u, v) in terms of v, 

/oo 
E(u,v)dv (10) 

-   OO 
UU.'V 
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When 6 = n/2, Eg(u) is symmetry about u - 
brings, however, less unsymmetry on Eg(u). 

0. Small angle shift from 9 = n/2 

3. Maximum amplitude within a finite interval 

Amplitude of zero-crossing wave is approximated with a wave envelope. Solid 
line in Fig.2 shows schematically a wave envelope R(x) on H for C|*=o- R(x) is 
determined by the Rice(1945) method (eq.20). Taylor series expansion of R(x) \ 
t-o around x = 0 is given as, 

R[x) = R(0) + R\0) X+R"(0) X
2
/2 +   (11) 

R(0),R'(0) and R"(0) are amplitude of R{x), its first and second derivative in 
terms of x at x = 0 respectively. First three terms in eq.(U) are used to approxi- 
mate R(x) in this study assuming the width of concern in Fig.2 (—AL < x < AL 
: width of the structure) is not large. A difference between the maximum ampli- 
tude Rm within the interval and i?(0) is given as 

\R (0)/i2"(0)| 

Rm ~ R(0) 

\R'(0)/R"(0)\ 

R'(0) 

Rm - R(P) 
R'(0) 

Rm - R(0) 

< AL; 

= ~{ti(0)}2/2R"(0) 

> AL; 

> 0 
= Ft (0) AL + R" (0) (AL)2/2 

< 0 

= -R' (0) AL + R" (0) (AL)2/2 

(12) 

(13) 

Fig.2     R(x), R(0) and Rm; wave envelope its amplitude at x = 0 and its 
maximum amplitude within the interval — AL < x < AL 
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Putting 8R = Rm — R(0), probability distribution of SR is defined as 

P(6R)a = j P[R' (0), R" (0); R (0)] dS (14) 

in which P[R'(0),R"(0);R(0)) is a conditional joint probability distribution for 
R'(0) and R"(0) and S is a region in which AR < 6R < AR 4- dR on condition 
i?(0). Figure 3 schematically shows the region S. Since S is symmetry about R" 
axis, a half region (R' > 0) is shown. A probability distribution for the maximum 
amplitude Rm within the interval —AL < x < AL is defined by 

,(R) = I    P (SR)R P [R{0)} dR{0) (15) 

where P [R(0)} is a probability distribution of R(0) (Rayleigh distribution). Con- 
necting eqs.(14) and (15), Pm(R) is calculated from 

Pm (R) = f°° f P[R (0), R' (0), R" (0)] dSdR (0) (16) 

in which P[R{0),R'(0),R"{0)} is a joint probability distribution of R(0),R'(0) 
and R"(0). For simplicity, R(0), R'(0) and R"(0) are expresed as R,R' and R" 
respectively. 

2 A/?      2 IV 

i    *'2 

2 &R + dR 

Fig.3     Region of integration S 

4. Joint probability distribution for R, R! and R" 

Following Rice (1945), joint probability distribution for R, R' and R" is given 

R3 

as, 

/       i     n\ R3     r2v       r°°       i  r 
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X     eXp{-^2 BQR
2 + 2B1R'6' - 2B2 { RR" - R2(f>'2 

,   ,, 2 „9 ,/2 
22 ' +   B22(R" + R2 

.'2   ,/ ,V  r,   ," n2  l'3 

2B3(RR 6 -2R 6 -RR6  - R 

V'2        „ „ „"  ,'2 . „/2  ,/2 
+    B4   «    - 2i?i? </>   + 4/? 6   + 4RR 6 6  + R'6   + R 

(17) 

in which 

B0 = (b2bA-b3
2)B,     B22 = (b0h-b2

2)B, 

Bx = - (6i64 - 6263) B,     B2=(b1b3-b2
2)B, 

B3 = -(6063-6163)5,     B4 = (6062 - 6X
2) B, 

j3 = 606264 + 26i6263 - 62
3 - 6063

3 - 646i2 (18) 

bn, (n = 0,1,2,3,4) is determined as, 

6o   =   (/cl
2) = {hi2} 

62 =   (ij) = (ij) 

64   =   (lj) = (lj) 

63 =    <Wc3> = (Ic2ls3) (19) 

in which { ) means an ensemble mean, Ici, Isi, (i = 1,2,3), R and </> are given as, 

oo 

Id    =    ^Cn cos (u„x - umx + en) 
n=l 

oo 

hi   =   5Z C„ sin (unx - umx + en) 

R   =   y/& + ili 
<£   =   tan-^/.i//,!) (20) 

and 
/c2 = (/cl)',   /S2 = (/si)',   /e3 = (/cl)",   Is2 = (7sl)" (21) 

«m is a mean wave number of Eg(u) (eq.10). In these equations ' and " mean 
the first and second derivative in terms of x respectively. For simplicity Ee (u) is 
assumed to be symmetry about u = 0. This assumption approximately holds if 
| 6 — 7r/2| is not large. Integrating eq.(17) in terms of 0 and <£"•, 
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p (R, Ft, Ft') = 2a f°°exp {- p^ - 70'2 j d$ (22) 

a = 3^ exp ^-~ (B0B? - 2B2RR" + B22R'2 + 54if 2) }       (23) 

P = BiR
2/2B2 (24) 

7 = [B22R
2
 - 2BiRR" + 2B2R

2) / (2B2) (25) 

Although Rice(1945) gave an analytical solution for eq.(22), calculation is made 
numerically in this study. 

5. Probability distribution of the maximum amplitude 

Bretschneider-Mitsuyasu type wave spectrum is applied for S(f) in eq.(2). 

S(f) = 0.257fl?/3T1/3(T1/3/)"
5 exp [-1.03(T1/3/y

4] (26) 

where if 1/3 and Ti/3 are significant wave height and period.   Mitsuyasu type 
directional spreading function G(6; /) modified by Goda et al. (f 975) is used. 

G(0;/) = Gocos"(0/2) (27) 

in which 

and 

G0 = 22i-1P(S + I)/ [7rr (25 + 1)] (28) 

C —  J    J->max    ' \J / Jp) '•      J   — JP /'OQ'i 
S-\Smax  -(f/fpy

2-5   :   />/„ (29) 

/p is a peak frequency of S(f). Goda et al.(1975) showed that Smax = 10, 25 
and 75 are suitable for fully saturated sea state, swell sea states with short and 
long decay distances respectively. Significant wave height and period of if 1/3 = 
5.5m, Ti/3 = 10s are used to realize a fully saturated sea state in the present 
calculation. L1/3, f?(0)rms and ifi/3/f 1/3 are 156m, 1.35m and 0.035 respectively 
in deep sea condition. 
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4- I 

3- I 
ST 0 (JO       Z - I 
0* \ ,-\ l\ 

1- • \      \. 
**•              X 

u 1 1            1 r    "     i       "~ i 
0.0 0.5 2.5 3.0 1.0 1.5 2.0 

R+AR (m) 
Fig.4     Distributions of 6R on conditions R = 1.0m and R = 2.0m 

(Smax = 10, AL = 0.05L1/3) 

Figure 4 shows P(SR)R when _R = 1.0m and 2.0m for AL = 0.05Li/3, h/Lys = 
1.0, and SVnaa, = 10. Dotted line shows a part of the distribution when local 
maxima (eq.12) appear within —AL < x < AL and chain line shows a part of 
the distribution when local maxima appear outside of the interval Maximum 
amplitude within the interval is R(—AL) or R(AL) in the latter distribution 
(eq.13). Total of the dotted and chain lines gives P(6R)R. When R = 2.0m, 
total distribution is narrower than that of R — 1.0m. This may correspond that 
when R(0) is large, Rm presumably exist within a vicinity of x = 0. When R(0) 
is small, on the contrary, the probability that the local maximum exist outside 
of the interval becomes large. 

6 

AL=0 

•\\^ 0.050 L1/3 

0.10 L1/3 

R(m) 

(a) 5max=10, A/L1/3 = 1.0 
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S 

6 
OH 

2 3 
R  (m) 

(c) Smax = 20, h/ii/s = 1-0 

AL = 0 

R  (m) 

(d) Smax = 20, ft/ii/3 = 0.25 

Fig.5 Pm(i?) (•), Rayleigh (solid line) and Weibull (broken line) distributions. 
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Figure 5 shows a calculated example of Pm{R) (•) when (a) h/L1/3 = 1.0, 
Smax = 10, (b) h/Lys = 0.25, Smax = 10, (c) h/Ly3 = 1.0, Smax = 20, and (d) 
h/Li/z = 0.25, 5max = 20. Two values for AL (0.052n/3, O.IL1/3) are used in 
the calculations. Solid line shows the Rayleigh distribution (AL = 0). Increasing 
interval brings a larger departure from the Rayleigh distribution. Broken lines 
are the Weibull distribution shown for comparisons. Shape parameters for the 
Weibull distribution are calculated using a Weibull probability paper (Yamauchi, 
1972). Agreements of the calculated results and the Weibull distributions are 
fairly well in all cases. 

AL/L1/3   (X10-2) 

Fig.6     Change of the shape factor with AL/L1/3 
(ft/ii/3 = 1.0, Smax = 10) 

Figure 6 shows a change of the shape factor with AL/Ly3 when h/Li/3 = 1.0, 
Smax = 10 (Fig.5(a)). It increases with AL while it is small but takes almost 
constant value 2.5 ~ 2.6 where AL/L1/3 > 0.06. Figure 7 shows a change of 
rms value for Rm calculated from Pm{R) in Fig.5(a). Similar results as shown in 
Figs.6 and 7 are obtained in other cases. Pm{R) (•), Rayleigh (solid line) and 
Weibull (broken line) distributions are compared for large value of R (> 3.8m) 
in Fig.8 {h/L1/3 = 0.1, Smax = 25 and AL/L1/3 = 0.1). Pm(R) is considerably 
larger than the Rayleigh and Weibull distribution in this area. 

6. Modification of the spectrum 

High frequency component of a wave spectrum brings small fluctuations on 
R (Tayfun et al., 1989). Sometimes a few local maxima appear on R within a 
given width. Eqs.(12), (13) may give 6R between the nearest local maximum 
and R(0), instead of between the maximum Rm within the interval and R(0) 
in this case. To eliminate insignificant fluctuations on R, high frequency (large 
wave number; k > 0.2, L < 0.2L1/3) part of the spectrum is neglected so that 
no wave component has shorter wave length than the mentioned widest width 
(—A = O.IL1/3) in this study. 
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10x10' 

AL/Li/3   (X10-2) 

Fig.7     Change of the rms value for Rm with AL/L1/3 
(h/L1/3 = 1.0, Smax = 10) 

3 

Si 
a 

OH 

6H 

4 

2-\ 

 1 1 1 1- 

3.8        4.0        4.2        4.4        4.6 
R  (m) 

4.8 5.0 

Fig.8     Pm{R) (•), Rayleigh (solid line) and Weibull (broken line) 
distributions in a large R region. (/i/Li/3 = 1.0, Smax — 10) 

7. Concluding remarks 

This study deals with a probability distribution of the maximum wave am- 
plitude within a finite width along a virtual vertical plane placed in a 3-dim. 
irregular sea state. The probability distribution departs considerably from the 
Rayleigh distribution. This difference increases with the interval width. Es- 
pecially, probability of the large amplitude is considerably larger than that of 
the Rayleigh distribution. It could be considered that unexpectedly large wave, 
appearance probability of which is very small, attacked when failure of coastal 
structures took place. However, the width effect for the appearant probability 
of large waveswe has not been taken into account. Some of the failure may take 
place since this width effect on the probability distribution of wave heights is 
neglected. When structures are planed, three-dimensional properties of waves 
seems necessary to consider. 
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CHAPTER 177 

Beach Response in Front of Wave-Reflecting Structures 

Roy C. Seaman1 and Tom O' Donoghue2 

Abstract 

The results of an experimental study of beach response in front of wave- 
reflecting structures are presented. The particular beach response problem is the 
so-called "N-type" response where sand is eroded in the area between the node and 
antinode and is transported towards the node. The characteristics of the 
equilibrium beach profile are presented and an equation describing the profile is 
proposed. The beach response is fundamentally dependent on the interaction 
between the flow and the ripples superimposed on the larger bedforms. Particle 
image velocimetry (PIV) has been used to look closely at the ripples and the flow. 
It is found that the sand transport towards the node results from larger vortex 
growth on the antinodal side of ripples than on the nodal side caused by the 
asymmetry in the main flow velocity time history which itself is a result of the 
superposition of the non-linear incident and reflected waves. 

Introduction 

Under a standing wave two main types of sediment transport can occur: 
transport of sand in suspension from under nodes towards antinodes or transport of 
sand as bed-load from between node and antinode towards the node. The former is 
often referred to as "L-type" movement and the latter as "N-type" movement. 
Previous notable research in this area (de Best et al (1971), Irie and Nadaoka 
(1984) and Xie (1985)) has shown that a "movability parameter", defined as the 
ratio of shear velocity to sediment fall velocity, can be used to determine which of 
the two types of transport is likely to occur for a given set of conditions. For 
relatively low values of the movability parameter, beach material transport is N- 

') Research Student, University of Aberdeen, Department of Engineering, King's College, 
Aberdeen AB24 3UE, Scotland, U.K. 
2)  Lecturer,  University  of Aberdeen,  Department  of Engineering,   King's  College, 
Aberdeen AB24 3UE, Scotland, U.K. 
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type and for relatively high values of the movability parameter, the transport is L- 
type. 

N-type movement is demonstrated very easily in the laboratory by sprinkling 
some sand onto a fixed flat bed: under a standing wave the sand, provided the 
movability parameter is sufficiently low, oscillates on the bed and gradually 
advances towards the node. The reason why this occurs is because the direction of 
mass transport at the bottom of the wave boundary layer under a standing wave is 
towards the node as described originally by Longuet-Higgins (1953) and, in the 
context of the development of offshore sand bedforms, by Carter, Liu and Mei 
(1973). However, for a fully-mobile bed under a standing wave, ripples form very 
quickly and subsequently play a crucial role in the sand transport process. 

The present paper presents the results of an experimental investigation of re- 
type beach response. Two main aspects of the problem are addressed: first, the 
characteristics of the "equilibrium" beach profile and, second, the fundamental 
dependence of the sand transport on the interaction between the flow and the 
ripples superimposed on the larger bedforms. 

Experimental Set-up 

All experiments were conducted in a 20m long, 0.45m wide random wave 
flume with a water depth at the paddle of 0.7m (Figure 1(a)). A horizontal tray, 
approximately 3m long and supported in the wave tank by a frame fixed to the 
tank, held a 200mm deep sand bed, the top 100mm or so consisting of a well- 
sorted sand with D5o=0.32mm. A vertical, impermeable wall was located at the 
shoreward end of the sand bed. The water depth in front of the wall was 150mm. 
Waves approached the sand bed from the deeper 0.7m depth at the paddle via a 
sloping false floor with a 1:20 slope over most of its length and constructed from 
perspex panels supported on an aluminium frame. 

Seawall 

Figure 1(a): Experimental Set-up 
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Seventeen experiments corresponding to a wave frequency range of 0.7- 
1.1 Hz and incident wave height range of 30-60mm were conducted in which the 
bed development from flat bed to equilibrium profile was observed. Once the 
equilibrium condition was reached for a given wave condition, the water level in 
the tank was lowered and the beach measured using a laser displacement sensor. 
The sensor has a spot diameter of 1mm and a resolution of 50|a,m and was 
mounted on a computer-controlled x-y table. For each experiment a total of 31 
profiles were measured at 10mm intervals across the wave tank over a 300mm 
wide central section and at a resolution of 2mm in the longitudinal direction 
stretching from the wall to the first offshore antinode. 

In order to study the underlying processes of the beach response, the detailed 
flow behaviour for a single wave condition (f = 0.9Hz and H = 50mm) was 
examined using particle image velocimetry (PIV). At selected stages in the 
development of the beach profile the bed was made rigid by sprinkling a thin layer 
of cement over the bed and allowing it to harden. PIV was then used to measure 
the instantaneous 2-d velocity field over and around individual ripples at selected 
phases of the wave cycle. 

The PIV system used is based on a cross-correlation camera with two 
756x458 CCD arrays. The camera is part of a completely integrated imaging 
system which includes the camera, PCI frame-grabber and camera-control card 
and Windows-based image acquisition and processing software. The camera views 
a part of the seeded, illuminated flow-field. Illumination was achieved using an 
18W argon-ion laser beam carried by fibre-optic cable to a rotating mirror 
positioned above the wave tank which directed the beam via a lens to a thin sheet 
of glass held semi-immersed in the water (Figure 1(b)). The plane of the glass 
sheet was perpendicular to the mean water level and parallel to the sides of the 
wave tank. The purpose of the glass sheet was to avoid problems associated with 
bringing the laser beam through a fluctuating air-water interface. The light sheet 
was approximately 300mm long but only a fraction of this was viewed by the 
camera when measuring flow over the ripples. 

Seawall 

Hinge' 

t Laser beam 

\l ^ /^Rotating mirror 

'Glass plate -w- -9- 

z_z_ 
Light "sheet" 
^  MWL 

Sand bed 

150 mm 

200mm 

Figure 1(b): Illumination for PIV 



BEACH RESPONSE 2287 

Overview of Beach Response 

Figure 2 illustrates the typical development of the beach with time from the 
initial flat bed condition to the final, equilibrium profile. At the beginning of an 
experiment sand on the flat, horizontal bed began to oscillate back and forth. 
Oscillations were most vigorous underneath the node where velocity amplitudes 
were highest resulting in the rapid development of ripples here. Ripple formation 
then propagated towards the antinodes on either side until a point was reached 
beyond which the near-bed velocities were too low to initiate movement of the 
sand. These points are referred to as the limits of movement in the present paper. 
The ripple wavelength and height decreased with distance from the node, a result 
which is consistent with the reduction in the radius of water particle orbits with 
distance from the node. The characteristics of the ripples remained largely 
unchanged throughout the experiment as the underlying larger bedform developed. 
Beach development progressed as sand continued to move towards the node from 
the areas close to the limits of movement resulting in areas of scour adjacent to the 
limits of movement and a zone of accretion around the node. The scour holes 
deepened with time and velocities within the scoured areas decreased until no 
further sand transport could occur. At this stage sand movement towards the node 
ceased. Sand close to the node continued to oscillate back and forth under the high 
velocity amplitudes present there, but no further net transport was produced and 
the bed was said to have reached "equilibrium". 

NODE 

f-=60mins,nwaves = 3240 

Figure 2 Sample beach profiles through time for f =0.9Hz and H=0.05m 
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The Equilibrium Profile 

The underlying larger bedform of the equilibrium profile is of significant 
engineering interest. The following equation is proposed to describe its major 
features: 

for  x, <x<(\~x,)        ^h=^sml — (x-xl)l-asml—-(x-xl)l'   ...[1] 

where x is distance from the wall, xt is the distance from the wall to the first limit 
of movement (equal to the distance from the second limit of movement to the 
offshore antinode), A, is the wave wavelength, r\b is the bed elevation above the 
initial flat bed level, a is a measure of the amplitude of the profile and X,^ is the 
bed profile wavelength where 

^=|(7-^) -PI 

For a given incident wave wavelength the function is fully defined if the 
positions of the limit of movement xt and the amplitude factor a are known. The 
integral of the function over a half wavelength (antinode to antinode) is zero. The 
highest point on the profile is 

4 
Tl* ,=-a ...[3] 

The maximum scour depth is r|4    = —a ...[4] 
"""       6 

For a given measured profile the limits of sand movement can be determined 
by calculating the local bed gradient as one advances from the antinode (where the 
bed gradient is zero) to a point where the gradient suddenly changes. The a value 
is then determined from a least squares regression of equation [1] onto the 
measured data. Two examples of measured profiles and their corresponding fitted 
functions are presented in Figure 3. Generally the function provides a good fit to 
the overall bed profile shape: it picks out the positions of maximum accretion and 
maximum scour satisfactorily and the method used to establish the limits of 
movement is seen to be successful. However, the function does tend to slightly 
under-predict the maximum scour and the gradient of the slopes leading up to the 
peak. 
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0.10 0.20 0.30 0.40 

Horizontal distance from the wall, x (m) 

0.10 0.20 0.30 

Horizontal distance from the seawalf, x (m) 

Figure 3: Measured profiles and corresponding best-fit of equation [1]. Top: 
f=0.9Hz, H=30mm; Bottom: f=l.lHz, H=40mm 

The values of xi were determined for each of the 31 longitudinal profiles of 
each experiment. Of course two limits are obtained for each profile: the first limit 
is the shoreward limit denoted x/y (i.e. the limit closest to the wall); the second is 
the seaward limit and is denoted x;2. Figure 4 shows the results obtained for the 
limits of movement for three different wave period conditions. The results show 
the expected shift seaward of the limits of movement as the wave period increases, 
reflecting the seaward shift of the node of the standing wave. The results also 
show that the limits of movement are generally reasonably consistent across the 
width of the wave tank, significant scatter being observed only in the seaward 
limit of the longest period waves. 

Distance from the wall (m) 

Figure 4. Measured limits of movement for 3 experiments. 
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A comparison of the measured limits of movement with the limits predicted 
using an incipient motion criterion is presented in Figure 5. The incipient motion 
criterion used is that proposed by Losada and Desire (1985) given by 

A = a 
Re* 

A 
with   D, = D, and   Re: 

MmaxA 

...[5] 

where A is the amplitude of water particle excursion at the bed, D$Q is the 
sediment size, 7 is sediment specific gravity, v is kinematic viscosity and umax is 
the amplitude of horizontal water particle velocity at the bed. A limited study on 
the point of incipient motion of the sand used in this study was undertaken prior to 
the main body of experiments. For a number of wave periods, the wave height was 
increased in increments of 10mm until a value was reached at which movement of 
the sand could be clearly seen. The positions of the two points, one either side of 
the node, marking the separation of the area of bed where sand moves and the area 
where no sand movement occurs were measured and from this a threshold velocity 
calculated. The results obtained agreed very well with Losada and Desire's 
presentation of Goddet's data with a equal to 1.34. 
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ure 5 Comparison of predicted and measured limits of movement. 

In Figure 5 the measured limits of movement are the average values of the 
31 profiles. Figure 5 shows that the seaward limits of movement of the 
equilibrium profiles are well predicted using the incipient motion criterion. 
However, there is poor agreement between the measured and predicted shoreward 
limits. It is not known at this stage why this should be the case: the measured 
results suggest that the threshold velocity for sand movement near the wall is less 
than the threshold velocity away from the wall; of course the predicted threshold 
velocity is the same at the seaward and shoreward predicted limits of movement. 
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Although care was taken during the experiments to ensure that the wall was 
perfectly perpendicular to the incident waves, the response of the beach was never 
perfectly 2-dimensional, i.e. the beach profile varied across the width of the tank. 
Some evidence of this was seen in Figure 4 in respect of the limits of movement. 
Figure 6 shows the variation in a across the width of the tank for three different 
wave periods; a has been non-dimensionalised with respect to the mean value of 
the 31 a values of each test. The results show that a can deviate from the mean a 
value by as much as 20% of the mean value. This is an important result in that it 
illustrates the extent to which the developed beach is not perfectly 2-dimensional 
and reveals the dangers of obtaining results from a single longitudinal profile. 

• T-1.42BS, H°0.04m 
a T'1.111s, H-O.04m 
»   T'O.OOSs, H-0.04m 

a   •   p   a   6 
B   a   fl 

*    i    .    >    1 

•     D     M 

0.10 0.20 

Distance across the wave tank  (m) 

Figure 6 Variation in a across the wave tank for three example conditions. 

0.30 0.40 

Bed  profile wavelength  (m) 

Figure 7: Relationship between the amplitude and wavelength of the equilibrium 
bed profile. 
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The average a and its standard deviation was calculated from the 31 profiles 
of each experiment. The average bed profile wavelength X^ was calculated from 
the measured limits of movement of the 31 profiles. Figure 7 shows the plot of 
average a against average Xf,, the error bars on a corresponding to ± the standard 
deviation of a. Although there is some scatter, there is a reasonably good 
correlation between a and X/j, particularly at lower values of X^. The results show 
that, for the conditions of the present study, the value of a is between 1 /20th and 
l/30th of the bed profile wavelength X/,. 

Mechanism of Sand Transport Towards the Node 

During the very early stages of the beach development the primary 
mechanism causing sand transport towards the node is mass transport at the 
bottom of the wave boundary layer as described by Carter, Liu and Mei (1973). 
However, as the ripples grow, first at the node and later further out, they become 
large enough to shed vortices. Observations indicated that these vortices then 
become the dominant mechanism in further sand transport. In order to study the 
behaviour of the vortices, a single experimental condition was selected (f = 0.9Hz, 
incident H = 50mm) and flow around the ripples was studied using PIV. 

Before looking at some of the PIV results it is first necessary to look at the 
characteristics of the main flow, i.e. the flow at a position away from the bed. LDA 
measurements of velocity were made at a height of 25mm above the initial flat bed 
at 8 positions in front of the reflecting wall. Figure 8 presents the results for the 
horizontal component of velocity along with a prediction of the horizontal velocity 
based on the superposition of two Stokes second order waves. There is good 
agreement between the measured and predicted velocity time series. The 
maximum velocity towards the wall (positive velocity) and away from the wall 
(negative velocity) are approximately equal to each other at each of the 8 
positions. However, the velocity function is generally asymmetrical, meaning that 
accelerations are not of the same magnitude in the two directions. For example, at 
position 1 maximum acceleration away from the wall is much greater than the 
maximum acceleration towards the wall, or, in other words, acceleration is greater 
towards the node; at the corresponding position on the other side of the node, 
position 7, maximum acceleration towards the wall is much greater than that away 
from the wall, or, again, maximum acceleration is greater towards the node. So, 
maximum acceleration is always greater towards the node than away from the 
node and, because the degree of asymmetry decreases as the node is approached, 
the difference between maximum acceleration towards and away from the node 
decreases as the node is approached. 
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Figure 8: Time-history of horizontal velocity at 8 positions in front of the wall, 
25mm above flat bed, f=0.9Hz, H=50mm. The node is at x=-0.31m (posn.4) 

approximately; x=-0.062m (posn.l) and x=-0.558m (posn.7) correspond 
approximately to the shoreward and seaward limits of movement; x=-0.62m 
(posn.8) corresponds to the offshore antinode. The solid line is the velocity 
predicted using Stokes 2nd order theory; the discrete symbols are the LDA 

measurements of the velocity. 
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A vortex grows in the lee of a ripple as the main flow velocity decreases 
from maximum velocity to zero velocity at flow reversal. Vortex growth on the 
antinodal side of a ripple occurs as the main flow acceleration is increasing from 
zero to maximum acceleration towards the node and vortex growth on the nodal 
side of a ripple occurs as the main flow acceleration is increasing from zero to 
maximum acceleration towards the antinode. Because the maximum acceleration 
towards the node is greater than the maximum acceleration towards the antinode, a 
larger vortex forms on the antinodal side of the ripple than on the nodal side. The 
larger vortex entrains more sand as it grows making it available for transport 
towards the node as the flow reverses. 

Figure 9 presents PIV-measured vector plots of the flow over and around a 
ripple located at a position between 2 and 3 in Figure 8. Flow to the left is towards 
the wall/antinode; flow to the right is towards the node. Six vector plots are shown 
corresponding to 6 different phases of the wave. In Figure 9(a) the main flow has 
just started to decrease from maximum velocity towards the wall. The beginning 
of the vortex growth on the antinodal side of the ripple can be seen. Figure 9(b) 
shows the vortex well established as the flow reversal stage is approached while 
Figure 9(c) shows flow reversal with the vortex lifting off the bed. Figure 9(d) 
shows the situation before maximum velocity towards the node is reached while 
9(e) and 9(f) show the vortex growth on the nodal side of the ripple with 9(f) 
corresponding to flow reversal. 

Figure 9 clearly illustrates the asymmetry in vortex generation: a much larger 
vortex is formed on the antinodal side of the ripple than on the nodal side. As a 
result, when the bed is mobile, a larger volume of sand is entrained by the larger 
vortex on the antinodal side of the ripple than is entrained by the smaller vortex on 
the nodal side half a wave cycle later. The larger volume of sand is available for 
transport towards the node at flow reversal, while the smaller volume is available 
for transport towards the antinode. Therefore, the effect over a complete wave 
cycle is net transport of material towards the node. 

The present description of the role played by the vortices in determining the 
net sand transport under standing waves echoes what has been observed by others 
for the case of nonlinear progressive waves (e.g. Sato and Horikawa (1986). Like 
the standing wave case, vortex growth is not the same on the two sides of a ripple 
in the case of non-linear progressive waves. However the reason for the 
asymmetry in vortex growth is not the same for progressive and standing waves: 
in the case of non-linear progressive waves the velocity function is skewed with 
the maximum shoreward velocity greater than the maximum seaward velocity. The 
result is larger vortex growth on the shoreward side of the ripple as the flow 
velocity decreases from maximum velocity shoreward to zero velocity at flow 
reversal. The net effect is greater sand transport seaward than shoreward. 
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Figure 9: PIV-measured velocity fields corresponding to 6 phases of the wave, 
f=0.9Hz, H=50mm; the ripple shown is located between positions 2 and 3 in 

Figure 8. 
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Conclusions 

Two main aspects of N-type beach response in front of wave-reflecting 
structures have been studied: (i) the characteristics of the equilibrium beach profile 
and (ii) the underlying mechanism causing sand transport towards the node. 

The major features of the underlying larger bedforms of the equilibrium 
beach profile are well characterised by an equation which is fully defined for a 
given wave condition if the positions of the limits of movement and the amplitude 
factor a are known. The limits of movement can be estimated using an incipient 
motion condition although good agreement was not achieved in the present study 
between the predicted and measured shoreward limits. For the sand used in the 
study the amplitude factor a is approximately l/25th of the equilibrium bed profile 
wavelength Xb; maximum scour depth is therefore approximately l/30th of Xb. 
Further work is needed at larger scale with different sand sizes to see if these 
results have general application. 

The ripples superimposed on the larger bedforms play a crucial role in the 
sand transport process. Asymmetry in the main flow velocity time-history, 
resulting from the superposition of non-linear incident and reflected waves, causes 
larger vortex growth on the antinodal side of the ripple than on the nodal side. 
Because vortex growth occurs as the flow is slowing down and the vortex is at its 
largest and lifting off the bed at flow reversal, more sand is transported towards 
the node than towards the antinode with each wave cycle. PIV is a very effective 
way of studying the flow over and around the ripples. 
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CHAPTER 178 

Fundamental Characteristics of Wave Transformation 
Around Artificial Reefs 

Toshio Aono1 Eric C. Cruz2 

Abstract 
The fundamental characteristics of the wave field around an existing artificial reef in 
Japan are studied based on field measurements and wave simulations using a nonlin- 
ear wave model that takes reef porosity into account. Results of two-dimensional 
simulations and comparison with field data of significant wave heights and reef ve- 
locities indicate characteristic wave evolution of nonbreaking and breaking waves and 
confirm the damping effect of the reef. 

1. INTRODUCTION 
Artificial reefs are a type of submerged breakwater. Unlike ordinary sub- 

merged breakwaters, however, they are usually designed with a permeable interior, a 
broad crown and steep face slopes. A permeable interior allows better water exchange 
with the sea when incident waves are small and yet induces wave energy dissipation 
through porous damping when the incident waves are high. A broad crown improves 
the damping effect of the reef over a wider frequency range while the steep face 
slopes are structural merits exploited when certain types of armor units are used to 
protect the reef when used as a breakwater. Hence, there are at least three important 
properties which must be considered when analyzing an actual artificial reef: (1) po- 
rosity (2) a wide depth regime, that is, shallow on the reef crown and deep on either 
side; and (3) steep face slopes. 

A considerable number of artificial reefs have been constructed near the 
coasts in Japan, but there are no published reports on detailed field measurements 
around such structures. Part of this paper reports on a series of field measurements 
around Yugawara artificial reef which is one of such existing reefs in a Japanese coast. 
These measurements include the water surface profiles as well as reef velocities on 

1 Senior Research Engineer, Numerical Analysis Laboratory, Technical Research Insti- 
tute, Toa Corporation, 1-3 Anzen-cho Tsurumi-ku Yokohama 230, Japan. 
2 Research Engineer, ditto 
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the reef crown. 

Results obtained from a synthesis from these field measurements were used 
to verify the applicability of a mathematical model originally developed for wave 
transformation on porous beds. Mathematical models have been proposed in recent 
years to model the wave field around submerged structures. Inclusion of wave non- 
linearity in these models is important due to the small depth on the crowns of sub- 
merged structures. A second requisite is good dispersivity in order to reproduce fre- 
quency-dependent phenomena such as propagation in deep water, transformation and 
wave grouping of irregular waves and wave decomposition at the lee. For an artificial 
reef used as a submerged breakwater, the porous interior dissipates wave energy and 
hence porosity is an important property that affects the evolution of the wave. 

This paper is part of a study which aims to analyze the effects of the exist- 
ing Yugawara reef with a broadened crown on the surrounding coastal environment, 
particularly on the revetment which protects the adjacent coast. As an initial step, a 
simplified treatment of the wave field is chosen to serve as basis for launching a more 
detailed set of computations. The objective of the present paper is therefore to identify 
basic characteristics of the wave field based on field measurements and wave simu- 
lations with practical assump- 
tions on reef composition and 
wave dimensionality. 

2. FIELD MEASUREMENTS 
General Description of Yuga- 
wara Artificial Reef 

The layout of the ex- 
isting reef is shown in Fig. 1(a) 
and the section through the cen- 
ter is shown in Fig. 1(b). The 
reef was constructed to reduce 
the damage during high wave 
conditions to the vertical wave- 
absorbing revetment onshore 
which, in turn, protects the 
structures on the coast used for 
commercial fishing. The reef 
crown is 170m long and 70m 
wide. The crown width was 
increased from the previous 
32m (shown dashed in Fig. 1) 
to make it more effective in 
dissipating the wave energy 
over a wider range of relative 
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Fig.l Layout of Yugawara artificial reef and measur- 
ing devices, (a)plan view (b)cross section 
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water depths. The seaward slope is 1:3 while the shoreward slope is 1:2. The seaward 
slope and the seaward 32m of the crown are protected with 10-ton X-block armor 
units while the shoreward slope and the remaining portion of the crown are covered 
with 2-ton armor stones. The reef interior consists of 30 to 200kg medium-sized 
stones. The crown is submerged about 1,5m from mean water level and the depth to 
the seabed is around 8.5m at the crown center. 

Field Measurements 
Field measurements were conducted continuously for 2 months from Feb- 

ruary 1 to March 31, 1994. The measuring devices and their location are shown in Fig. 
1. The water depths and surface elevations were measured by pressure-type wave 
gauges and velocity components at a fixed distance from the reef bed were measured 
directly using electro-magnetic current meters. Incident wave conditions were based 
on measurements at station 0 located 600 m from the revetment at a depth of 22 m. 
Six stations were disposed along the reef centerline with Stations 3, 4 and 5 on the 
shallow crown while Stations 7 and 8 were installed as shown to evaluate the effect of 
reef edge. The bed configuration and reef shape were determined from design draw- 
ings. However, field measurements of depths indicate that the bed slope has changed 
from its design value of 1:30 to 1:39 and the seaward slope from its design value of 
1:3 to 1:3.16 due probably to slump of the reef and scouring at the toe. These meas- 
ured slopes were applied to the bathymetry used in the computations . 
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Fig. 2 Time series of H1/3, T1/3, Hmax, Tmax and incident wave direction 

Fig. 2 shows the observed time series of the significant wave height and pe- 
riod, maximum wave height and period and incident wave direction. The critical 
wave occurred on February 21 with a significant wave height of 2.90m and maximum 
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Yugawara reef incident wave 

N      w 
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Fig.3 Directional spectrum (incident wave) 

wave height of 5m. This wave was due to a low-pressure atmosphere. The significant 
wave period fluctuates but the highest value coincided with the significant wave 
height. This critical wave condition was used in the simulation. Incident wave direc- 
tion was almost constant during the entire observation period. The wave direction was 
oriented almost normally to the reef. Fig.3 shows the directional spectrum of incident 
wave. The method of calculation is EMEP by Hashimoto(1992). The shape of this 
directional spectrum is a single peak type and the long crestedness parameter is 0.86 
so the directional spreading is rela- 
tively  small.   Observed  directional 
spectrum data show an almost simi- 
lar tendency. 

Fig.4 shows the significant 
wave heights Hj/s at stations along       * 
the center of the reef. We observed ,'? 
that it first increases on approaching       1 
the reefs seaward slope. Then it de- 
creases  abruptly due  to  breaking. 
Along the reef crown, the significant 
height continues to decrease due to 
the damping action of the porous 
interior. However, the rate of de- 
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"Hin=135m 

Hin=o!53m 
100 ISO 21 
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crease is smaller than that due to Fig.4 Distribution of H1/3 along the center of reef 
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breaking. At the back of the reef, the wave height can still increase depending on the 
incident wave conditions. 

3. MODEL EQUATIONS FORMULATION AND ANALYSIS 
Model Equations 

The basic depth-averaged nonlinear equations for horizontal one- 
dimensional wave transformation over porous beds have been derived using the per- 
turbation method (Isobe et al., 1991; Cruz, et al., 1992). The leading order of nonline- 
arity has been included but nondispersive waves were vicariously assumed. The 
model can reproduce the generation of higher harmonics on the shallow crown but 
cannot predict the decomposition of waves beyond the structure. By reformulating the 
basic governing equations in the water and porous layers as a potential flow problem 
in terms of nondimensionalized variables, Cruz et al. (1996) obtained a set of Boussi- 
nesq equations for porous beds. These equations possess a second-order accurate lin- 
ear dispersion relation and are applicable to weakly dispersive waves. By extending 
the linear dispersion relation to fourth-order accuracy through the addition of higher- 
order momentum terms, the Extended Boussinesq Equations for Porous Beds were 
obtained. For two-dimensional wave transformation, they are written as: 
Vx+{{h+TJ)u]x+(shsus)x=0 (1) 

"' +2^* +gVx ~Cp + Fe +FB
 =°(3"2V) 

- [u] )x  +glx+ aus - <ps = o[S/u2, //) u., +- 

(2) 

(3) 

where TJ is the water surface displacement, u and us the depth-averaged velocities in 
the water and porous layers, s the porosity, g the gravity acceleration, h and hs the 
thickness of the water and porous layers, respectively, Fe the boundary absorption 
term, Fg the wave breaking dissipation term, Cr the inertial coefficient, t the time and 
x the horizontal coordinate. Subscripts denote partial differentiation, a denotes the 
resistance coefficient of the porous medium: 

(4) 
i   |    vs    Cfs 

1    2| si   K   4K 
where v is the kinematic viscosity, K the intrinsic permeability and C/ is the turbulent 
friction coefficient. <p and <ps are the extended dispersion terms defined as 

v> = [^+rjh2uxx, + y)hhxuxt + [- + y]h(hxu)x+ygh(hrix):ix +-h(hpu,l)ia  (5) 

1 
+ -a 

2 

9 

(6) 

o^*(^U+fW^)L+fW^)J 
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where hp = shs is the effective porous thickness, h = h +hs the bottom depth, and y 
and p the celerity and damping extension factors. The right sides of Eqs. (1) to (3) 
indicate the truncation error in the dispersivity parameter JJ. = hjl and nonlinearity 
parameter d = a/l where h0,1 and a axe the characteristic depth, wavelength and ampli- 
tude, respectively. 

Linear Analysis of Model Equations 
A linear analysis of the model equations has been carried out by neglecting 

the dynamic volume flux term in Eq. (1), the convective terms in Eqs. (2) and (3) and 
the nonlinear resistance term CX2 in a. This leads to the following dispersion relation 
for porous beds: 
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For progressive waves of angular frequency co, the complex wave number k consists 
of a real part kr that governs the phase celerity and an imaginary part kt which gives 
the spatial porous damping 
rate. The values of y and P      1.2 
have   been   determined   by        x 

comparing these wave prop- 
erties with those of the theo- 5£ 
retical dispersion relation for ^ °'6 

porous beds up to deep water. ^~ 0.4 
Eq. (7) reduces to the disper-      0.2 
sion relation of Madsen et al. 
(1991) when hp=0. Fig. 5(a) 
plots the normalized celerity 
ri as a function of frequency 
in   terms   of   h/Lo,   where 
Lg=27ig/a2, for various rela- 
tive  porous   thickness   hjh. 
Fig.5(b) shows the depend- 
ence of the normalized damp- 
ing rate o on frequency. Plots 
similar to Fig.  1 were ob- 
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which leads to the optimum values y=l/21 and p=l/15 up to h/L0=0.50, h/h=10, 
e=0.7 and R=1.0. These upper limits of the wave and porous layer parameters already 
encompass their practical limits. 

Wave Breaking Dissipation 
Due to the steep seaward slope, wave breaking occur mostly as plunging 

breakers. At present however, there is no adequate model for plunging random break- 
ers even for solid beds. In this simplified treatment, a surface roller approach 
(Deigaard, 1989; Schaffer et. al., 1992) ignoring the effects of the porous bottom is 
employed. 

FB = 
dy _ d 
dx     dx y   [h + rj) 

S^ + 71-5\c-u -«y (9) 

Where, ^is momentum flux correction, Sthe roller thickness, C the wave celerity. In 
this model, breaking is determined based on the crest toe angle. The roller approach is 
adopted due to its ability to deal with temporally and spatially migrating breakers as 
obtained in an irregular wave field on a non-monotonic bathymetry. 

Velocity Field 
The fluid particle horizontal velocities can be obtained from the depth- 

averaged velocities by invoking their definitions in terms of the velocity potentials. 
The horizontal velocity U in the water layer is given by 

U(z) = u- (z + hf *1 
3 ua-Uh + 2z)[(hxu)x+hxux\-Uh + 2z)(hsus)xx (10) 

and the velocity Us in the porous layer by 

1 \(h. 
Us(z) = u, + - U- + hhh -z

2 \usxx + [h, -2(z + hb)}(hbu2) (11) 

Ax 
(u,us)

n 
At 

-71+ 1- 

where z is taken positive upward from the still-water level. Eqs. (10) and (11) satisfy 
the following boundary condition at the interface z =-h(x), 

U„ = sVsn (12) 
»>_i_i 

where n denotes the 
direction normal to the 
interface. The velocity 
potential, when trun- 
cated at the order con- 
sistent with Eqs. (2) 
and (3), therefore, pre- 
scribes a parabolic ver- 
tical distribution of 
horizontal velocities in 
both layers. 
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Fig.6 Finite difference module for solution of model equa- 
tions. 
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4. NUMERICAL COMPUTATIONS 
Eqs. (1) to (3) were discretized using the finite difference method on a stag- 

gered grid (Fig. 6). r/ is defined on the main grid, u and us on the secondary grid and 
the depths h, hs on both grids. Eqs. (2) and (3) are first solved for u and us and then Eq. 
(1) is used to solve for TJ in alternating time steps spaced at At/2. 

Waves are introduced at the left end of the computation domain and the 
transmitted waves exit the open boundary at the right end. Because waves are re- 
flected from the steep seaward slope of the reef, numerical wave absorbers were 
placed on both ends to absorb the outgoing wave components. The properties of the 
absorber, namely, its damping distribution, maximum damping coefficient and ab- 
sorber width were determined from simulation aid graphs theoretically developed for 
regular and irregular wave fields (Cruz and Isobe, 1994). Computations were contin- 
ued until the wave profile has become stable from one period to the next. Considering 
the presence of absorbers at both ends, this condition is achieved after the first crest 
has traveled a distance of about 5XD, where XD is the total width of the computation 
domain. 

T1 

Reef Material Distribution 
The vertical section at the centerline of the reef, Fig. 1(b), was taken as the 

representative section for the preliminary one-dimensional calculation reported here. 
Due to the variability of materials in the reef armor and interior, reef porosity is not 
uniform. Fig. 7 shows the cross-section make-up of the present Yugawara Reef along 
its centerline. The previous 32-meter reef was formed with medium-sized rocks and 
covered with lOton X-blocks. The 
added portion has an interior simi- 
lar to the older one but was pro- 
tected with different armors. To 
carry out wave simulations, how- 
ever, it was necessary to use a 
uniform porosity in the model 
equations. Noting that the flow 
field near the seaward corner of 
the crown is critical, we used val- 
ues of the material properties 
based on the X blocks and as- 
sumed that the entire reef is a ho- 
mogeneous structure. For pur- 
poses of analysis, it was assumed 
to be uniform. In the simulation, 
The following parameters were 
used: 

Zone 

e=0.20. v=1.3xW-6m2/s(10°C), 

Mater i al Weight 

X—BIocks 

armor   rocks 

armor   rocks 

armor   rocks 

medium-size  rocks 

K =8xl0-7m2, Cf=0.20 Fig.7 Reef material distribution of 
artificial reef. 

10tons 

250kg 

2tons 

500~800kg 

30~200kg 

Yugawara 
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K and C/ were obtained by 
linearly extrapolating the 
data of Sollit and Cross 
(1972) for a mean block 
size of 1.0m. 

Simulation of the Regular 
Wave Field (Non- 
breaking) 

To examine the 
characteristic of the model, 
simulation is performed 
using regular waves. In 
order to utilize the field 
data, the incident wave has 
the properties of the sig- 
nificant wave, namely, Tin 

= (Ti/3)sta.o and Hin = 
(H1/3)sta.o- The spatial pro- 
files of ?] at TJ8 intervals 
beginning at t=trec are 
shown in Fig. 8(a). The 
incident wave is linear at 
station 0 (Ursell No. 
Ur=0.17)    and   becomes 

0.5 

E    o 

R--0.5 

(a) 

Hli3 Irreg. waves, Meas. 
H iCalc. 

\TM=5.9s  H,„ = 0.22m 

(b)- 

600 

X (m) 
Fig. 8 Wave field (a) Simulated evolution of r| (b) Comparison 

of calculated and measured 

PHASE:   .75 

Fig. 9 Vertical field of U and Us at Tjn/4 intervals 
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nonlinear at the reef crown because of its shallowness. Higher harmonics are gener- 
ated on the crown and the resultant wave propagates largely undeformed on the crown 
(ignoring the damping effect of the reef) because the higher harmonics and the pri- 
mary wave travel at essentially at the shallow-water celerity. These bound harmonics 
are released behind the reef as free-waves that travel at their frequency-dependent 
celerities. Further leeward, the free waves interact with each other and the primary 
wave resulting in the nonpermanent profiles as seen in the figures. 

Fig. 8(b) show the comparison of the simulated wave heights H and the 
significant wave heights H1/3 of the field data. Prior to the crown, these wave heights 
agree very well. The underestimation of H at station 6 is partly due to the neglect of 
reflection from the revetment which has been confirmed in the field measurements 
(Ohnaka and Yoshizawa, 1994). 

The spatial distribution of the velocities can be used to obtain the vertical 
field of fluid particle velocities {/and Us through Eqs. (10) and (11). Fig. 9 show the 
velocity profile at the reef toe is that of linear wave. As the wave moves into the 
crown, the upper portion of the reef is engaged in redistributing the wave energy 
through the interface boundary conditions, for example, Eq. (11). The wave crest does 
not have to travel far into the crown because a relatively thick porous medium is 
available to dissipate a relatively small interface velocity. 

Tm-12.0 1    Hi„-0.3S0 m    n'l.E-10    r2-.01    Nj-96 

^y^jyHJ^^^ 

S^J\^Al44<^M*^MW^^ 

.--V^^AAAC^^^—-''-A^A^^ 

X (m) 

Fig. 10 Simulated evolution of r) 

imulation of Irregular Wave Field Non-Breaking Wave 
Fig. 10 shows the results of the simulation of an irregular non-breaking 
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T,,3=12.0 s    H, 3=0.350 m    r, = l.E-10    r2=.01    Nt=256 

E 0.3 • 

.m 
® @© : © 

: i*@  
                             ;X     

-• ® Measured 
X  Simulated i                                                          ; 

wave. The input fre- 
quency spectrum is 
Bretschneider- 
Mitsuyasu type with a 
period of 12.0 s and 
height of 0.35m. The 
time profile at Station 0 
is generated using linear 
random wave theory 
consisting of 256 waves 
with random phases. 
Simulations are done for 
138 significant periods 
and the last 128 periods Fig. 11 Comparison of calculated and measured wave heights 
are used for synthesis. 
In Fig. 10, the time profiles at Stations 0 to 6 for the last 60 periods is shown. In par- 
ticular, the frequency components are reduced drastically by passage on the reef. At 
the back, the high-frequency portion is somewhat recovered. Fig. 11 shows the meas- 
ured and simulated significant wave heights. Dominant shoaling effect at Station 1 is 
simulated well and the high wave on Station 3 is satisfactorily predicted. However, 
deviations are noticeable for the shoreward Stations. 

T,,~12.6 s    Hi; -2.900 m    r,--l.E-10    ry.Ol    Nr256 

X (m) 

Fig. 12 Simulated evolution of r) (breaking wave) 
Breaking Wave 

Fig. 12 shows the time profiles for the simulation of the highest recorded 
significant wave at Station 0 with incident wave height of 2.90 m and period of 12.6 s. 
Compared to the nonbreaking case, high-frequency reduction of the incident profile 
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occurs earlier. This is at- 
tributed to the active 
damping by the porous 
layer when the velocity 
penetrates the reef interior. 
However, breaking be- 
tween Stations 2 and 3 still 
causes the major reduction 
in wave energy. Fig. 13 
shows the significant wave 
heights. The high wave on 
the slope is still predicted 
well but there is consider- 
able underestimation of 
wave energy beginning at 
Station   3.   The  trend   of 

T, 3=12.6 s    H,,3=2.900 m    r,=l.E-10    r2=.01    Nr256 

I  ; #;  « 

; X: ©^  
©    © 
X X 

X ® Measured 
X Simulated 

II '          ;          '         !           1 

STA 0^_ i— -4 :       '      :      123: 4 5 6 

X (m) 

Fig. 13 Comparison of calculated and measured wave 
height (breaking wave) 

wave height is still predicted correctly. 

Simulation of the Velocity Field 
The veloc- 

ity field is obtained 
simultaneously in the 
solution of Eqs. (1) to 
(3). Fig. 14 shows the 
time series of depth- 
averaged horizontal 
velocity in water layer 
at Stations 3 and 4 on 
the reef crown for the 
breaking wave case. 
Since the crown is 
shallow at these sta- 
tions, the measured 
point velocity essen- 
tially represents the 
depth-averaged value. 
Segments of the ve- 
locity measured at the 
current meters located 
70 cm above the 
crown are shown for 
comparison. Al- 
though a direct com- 
parison   of  the   ob- 

= 12.6 . =2.900 m 

,6 

to 

1 2 3 4 5 .     6 7 8               9 

Sta 4   ! ; 
 r""  t   i  

time (m) 

calculated velocity 

time (m) 

(b)   observed velocity 
Fig. 14 Time series of the calculated and measured velocity u. 
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served and simulated velocities is strictly not meaningful due to the different phase 
relationships in the incident wave, the profiles indicate the velocity magnitudes after 
breaking. The simulation based on a depth-averaged treatment of the momentum ex- 
change in a breaker tends to overestimate the amount of energy dissipated on the 
crown primarily because the breaking point predicted by the model occurs seaward of 
the reef crown, resulting in a wider region within which energy is apparently deci- 
mated. A surface roller approach tends to be sensitive to reflection which leads to a 
preemptive prediction of breaking. 

Fig.15 shows the root-mean-square depth-averaged velocities urms obtained 
by a second run in which the roller parameters were determined such that the breaking 
point occurs just before the reef crown. In this case, urms are closer to the measured 
values especially before the breaking point and the general trend is predicted well. 
However, the values are significantly underestimated beyond Station 3 due to various 
factors, the most important of which is the variable material makeup of the actual 
reef. 

Tm-12.6 s   Hm-2.900 m 

0 

1    ° 

* \ 
0  Measured 
A   Simulated 

:   • 

... .A.... 

• 
A 

A w "  
A!       A 

\                                                   A 

1    I   1      1        i!    I 
STA jl^2" 3 4 5:vs    6 

450 

X(m) 

Fig. 15 Comparison of calculated and measured rms value of velocities. 

5. CONCLUSIONS 
The following summarizes the leading conclusions of this study: 

a. Measurements of the wave and current fields around the existing Yugawara Reef 
in Japan are reported. A synthesis of the significant wave parameters is discussed. 

b. A set of nonlinear wave equations with an extended range of dispersivity and 
porous damping rate is used to simulate the nonbreaking wave field along the 
reef centerline. Breaking waves are modelled using surface rollers. 

c. The wave field is generally characterized by a strong seaward reflection, decaying 
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wave heights on the crown and decomposing waves beyond the reef. 

d. There is a general agreement of wave energy distribution around the reef. How- 
ever, deviations from measured values are observed. These are attributed to the 
simplifications in modelling the material composition of the reef, directional 
nature of the incident wave spectrum, the assumed two-dimensionality of the 
wave field and boundary influences such as external reflections. 
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CHAPTER 179 

Performance of a Submerged Breakwater for Shore Protection 

Albert E. Browder',A. Member, ASCE; Robert G. Dean2, Member, ASCE; 
and Renjie Chen3 

Abstract 

A summary is presented of the results from a 3-year monitoring study of a 
submerged breakwater placed alongshore for shore protection. The experimental 
breakwater project, located in Palm Beach, Florida, USA, was concluded in August, 
1995. The monitoring program was instituted to determine changes in wave climate and 
bathymetry, and to assess the shoreline response relative to pre-project conditions. The 
Palm Beach breakwater consisted of 330 interlocking concrete units, each 1.8 meters 
in height, 3.7 m long, and 4.6 m wide, which formed a 1,260 m-long shore parallel 
barrier. The breakwater, termed the Prefabricated Erosion Prevention (P.E.P.) Reef was 
placed in approximately 3 m of water roughly 73 m from the shoreline. The project was 
intended to increase shore protection against storm waves and to create a wider beach 
in the lee of the Reef. Wave transmission measurements indicated a 5 to 15% reduction 
in incident wave heights due to the Reef. The results of the monitoring program at the 
end of two years indicated erosion throughout the project area, primarily in the lee of 
the Reef, where the annual volumetric erosion rate was measured to be 2.3 times higher 
than the pre-project rate. The submerged breakwater is interpreted to have increased the 
longshore currents via ponding of water trapped behind the breakwater, which was then 
diverted alongshore. Laboratory experiments were conducted to investigate this 
ponding phenomenon and to test the performance of various segmented and repositioned 
breakwater arrangements. Shoreline erosion in the lee of the Reef was sufficiently 
severe to warrant removal of the structure in August, 1995. 

'Coastal Engineer, Olsen Associates, Inc., 4438 Herschel St., Jacksonville, FL, 32210 USA, 
904-387-6114. 

2Chairman & Graduate Research Professor, Coastal & Oceanographic Engineering Dept., 
University of Florida, Gainesville, FL 32611, USA. 

3Graduate Research Assistant, Coastal & Oceanographic Engr. Dept., U. of Florida. 

2312 



PERFORMANCE OF A SUBMERGED BREAKWATER 2313 

Introduction 

The Town of Palm Beach lies on the southeast coast of Florida, U.S.A. The 
project site is 7.2 km south of the Port of Palm Beach Entrance (see Figure 1). This 
tidal entrance was created artificially in 1918, followed by the construction of jetties on 
either side of the inlet in 1925. The excavation of the inlet resulted in the rapid 
recession of the shoreline to the south along Palm Beach Island. The erosion problems 
experienced alongshore prompted the Town of Palm Beach to take action in three ways: 

• The construction of seawalls alongshore, 
• The use of beach nourishment, beginning in 1944, 
• The construction and operation of a sand bypassing plant at the Port 

entrance, which was built in 1958. The plant operated until 1990, when 
it was damaged by storms. The plant re-opened in 1996. 

The latter two actions resulted in the placement of over 5.86 million m3 of sand 
along the shoreline south of the Port entrance between 1944 and 1990. As a result, the 
average shoreline position in 1990, from the Port entrance southward 11 km, lies some 
18 m seaward of its 1944 location, despite a persistent background erosion rate 
attributed mainly to the Port Entrance. This background erosion rate was estimated to 
be about 9.3 m3/m/yr by the U.S. Army Corps of Engineers (1987). 

GENERAL LOCATION 

GULF 
OF 

MEXICO 

FLORIDA 

Blue H A 
Port of 
Palm Beach 

* Entrance 

ATLANTIC 

• chobes 
vBlvd 

OCEAN 

P.E.P. Reef 
Site (1,260 m) 

Figure 1 Location of P.E.P. Reef Site in the Town of Palm Beach, FL. The site 
lies approximately 7.2 km south of the Port of Palm Beach Entrance. 
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In an effort to provide a long-term "hard" solution to the erosion problem, the 
Town of Palm Beach investigated the use of a narrow-crested submerged nearshore 
breakwater, which was intended to increase shore protection against storm waves and 
to create a wider beach in the lee of the Reef. 

The project involved the installation of 330 pre-cast concrete P.E.P. Reef units, 
each of which weighed 23 metric tons. The units were 1.8 m in height, 4.6 m in cross- 
shore width, and 3.7 m in length alongshore. When assembled the units extended 1,260 
m alongshore. The units were placed in approximately 3 m water depth, about 73 m 
from the existing seawall along the heavily armored shoreline (see Figure 2). 

Construction of the project began in July, 1992, with the placement of 57 units. 
Hurricane Andrew passed through southeast Florida in August, 1992, after which 
significant settling of the placed units was observed. The settlement of the units 
suspended construction of the project until the following summer. The remaining 273 
units were placed between May and August, 1993. All 330 units were placed directly 
on the sandy bottom with no underlayment or foundation bedding. 

To gauge the performance of the installation against its pre-project expectations, 
a monitoring program was conducted by the University of Florida Coastal and 
Oceanographic Engineering Department beginning in August, 1993. The program 
included quarterly topographic and hydrographic surveys of the site, wave transmission 
and unit settlement measurements, and an analysis of the background erosion processes 
and rates. 

73 m 

ATLANTIC 
OCEAN 

MSLV 

SEAWALL & 
ROCK 

REVETMENT 

EXISTING PROFILE T 
NOT TO SCALE 

Figure 2 Schematic profile illustrating the relative location of the P.E.P. Reef 
structure to the shoreline. 
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Wave Transmission 

To measure the effects of the Reef on the incident wave climate, two bottom 
mounted pressure-velocity gages were installed approximately 25 m on either side of 
the Reef just south of the centerline of the structure. The offshore and inshore gages 
were deployed in 4 and 2 m water depths, respectively. These gages collected data on 
an hourly basis, taking average pressure and bi-directional current measurements. Wave 
measurements were collected beginning in October, 1993, and continuing to the end of 
the monitoring period in June, 1995. Transmission coefficients were computed from 
each hourly measurement by calculating the ratio of the measured nearshore wave height 
to the wave height measured offshore, after shoaling the offshore wave height to the 
depth of the nearshore gage via linear wave theory. Figure 3 illustrates a schematic of 
the wave measurement arrangement and the summarized results. 

Results from the initial wave measurements indicated a wave height reduction 
of as much as 15 to 25% (Dean and Chen, 1995). The range in wave height attenuation 
reflects the variable water levels and wave heights in the project area. The structure 
would have a greater effect (i.e., more wave height reduction) on larger waves and/or 
at lower water levels. The wave measurements indicated wave height reductions 
somewhat greater than anticipated by published literature (e.g., 0 to 10%, Ahrens, 1987). 
Additional wave measurements were taken at similar cross-shore locations south of the 
Reef structure. Analysis of the resulting data indicated a partial reduction in wave 
height due to natural effects such as wave breaking and bottom friction of approximately 
10% (Browder, 1994). Thus, for an overall wave height reduction of 15 to 25%, the 
reduction due to the Reef was estimated to be 5 to 15%. 
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WAVE ATTENUATION DUE TO P.E.P. REEF 
5%  -  15% 
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P.E.P. REEF 
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Figure 3 Schematic illustrating the cross-shore location of the wave gages and the 
P.E.P. Reef. The Reef was found to reduce incident wave heights by 5 
to 15%, with another 10% reduction attributed to natural causes. 
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Littoral Performance 

The littoral performance of the P.E.P. Reef project was measured via extensive 
hydrographic surveys, conducted on a quarterly basis during the project. The 
performance of the project was gaged against the historical shoreline behavior in the 
area. Ten surveys were conducted during the monitoring program, beginning in July, 
1992, with the pre-construction survey. Each survey included 75 profile lines based 
from the Florida Department of Environmental Protection (FDEP) "R" monuments, 
which are spaced approximately 300 m apart alongshore. Additional profiles were 
surveyed between R-monuments at spacings of between 23 and 122 m. 

The beach profiles were surveyed using standard land surveying techniques 
(swimming surveys with a rod and level) and boat/fathometer surveys. The swimming 
portion of the surveys extended at least 15 m seaward of the Reef to provide adequate 
overlap with the boat surveys. Each profile extended at least 365 m offshore. On 
annual surveys, the profiles were surveyed out to 1,070 m offshore. Profiles surveyed 
from R-monuments extended offshore 1,980 m. The hydrographic surveys were 
conducted on the following dates: July, 1992; April, August, and December, 1993; 
March, July, November, and December, 1994; and March and June, 1995. The 
November and December, 1994, surveys represent pre- and post-storm surveys of the 
area due to the passage of Tropical Storm Gordon. 

Figure 4 shows the change in location of the Mean High Water Line (MHWL, 
approximately +0.6 m above the National Geodetic Vertical Datum, NGVD, which is 
approximately Mean Sea Level of 1929) measured alongshore over the course of the 
monitoring period. In the figure, the MHW shorelines are plotted relative to the July, 
1992, pre-project shoreline location. It is important to note that in many places 
alongshore, the pre-project MHWL as well as the various surveyed project MHW 
shorelines fall on the seawall, thus limiting the landward recession of the shoreline in 
these areas. 

Figure 4 indicates that during the first 13-month monitoring period, the shoreline 
south of R-98, in the vicinity of the original 57 units, advanced seaward an average of 
over 11m. Along the remaining project shoreline north of R-98, recession of 2.8 m on 
average was measured, with some areas experiencing over 10 m of recession at the 
MHWL. Once again the presence of the seawall limited recession at many locations. 

Following complete installation of all 330 units in August, 1993, the shoreline 
in the lee of the reef began to recede landward toward the seawall, as indicated by the 
July, 1994, surveyed MHWL. This recession continued through the end of the 
monitoring program, at which time (June, 1995) the shoreline along the majority of the 
1,260-m project length had retreated to the seawall (with the exception of the shoreline 
at R-96 (Clarke Avenue), where there is no seawall; whereat the shoreline receded 
almost 23 m over 35 months). 
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Figure 4 Location of the Mean High Water Line (MHWL) relative to the July, 
1992, pre-project shoreline. The figure indicates the recession of the 
shoreline along the southern portion of the project, while the central and 
northern portions remain mostly unchanged. This is due to the presence 
of the seawall alongshore. Most of the central and northern MHWL was 
located at the seawall prior to the project, and no seaward advancement 
of the MHWL occurred at these locations. 

Figure 5 illustrates the changes in one beach profile measured over the 35-month 
period between July, 1992, and June, 1995, at monument R-98J, approximately 23 m 
north of monument R-99, at the southern end of the Reef. Inspection of the three 
profiles plotted in the figure indicates that between July, 1992, and August, 1993, the 
shoreline had advanced seaward roughly 15 m (measured at Mean High Water). This 
time period spans the time in which the first 57 Reef units were already in place and the 
remaining 273 units were installed. 

Between August, 1993, and June, 1995, however, the profile at R-98J retreated 
landward of the pre-project, July, 1992, position, to the seawall. The profile lowered 
over 2 m in front of the seawall in the 22-month period following completion of the 
entire Reef structure. Over the entire area in the lee of the 1,260-m long structure, i.e., 
between the Reef and the seawall, the seabed lowered an average of 0.7 m between 
August, 1993, and June, 1995. 
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Figure 5 Profile changes measured at monument R-98J, near the southern 
terminus of the Reef. The plot indicates an initial seaward advance of 
the upper beach, followed by extreme erosion over the last 22 months of 
the monitoring program. 

On a volumetric basis, analysis of the survey data indicates a net erosional signal 
in the area surrounding the installation. Figure 6 presents the measured volumetric 
changes in six zones surrounding the P.E.P. Reef installation. During the first year 
following complete installation (August, 1993, to August, 1994), the area in the lee of 
the Reef lost 28,600 m3 of material while the area immediately to the south gained 
13,500 m3 (Dean & Chen, 1995) It is noted that of the 28,600 m3 of erosion measured 
in the lee of the Reef, the majority (over 80%) of the erosion occurred in the first four 
months following complete installation of the Reef. Figure 6 indicates that in the 
remaining 4 zones, very little volumetric change occurred during this 12-month period. 

Over the last year of monitoring, from July, 1994 to June, 1995, the area in the 
lee of the Reef continued to erode at roughly the same rate, losing 36,500 m3 while the 
area immediately to the south lost 40,500 m3 of material. Volumetric changes to the 
north of the project and offshore of the Reef again were relatively small (Figure 7). 

Overall, during the full 35-month monitoring period, the area between the Reef 
and the seawall lost some 81,700 m3 of sand (Figure 8). This loss translates to an 
average lowering of the seabed of 0.9 meters. Cumulative measurements of scour in the 
vicinity of the Reefs northern end indicate that the seabed immediately adjacent to the 
Reef had lowered between 0.5 and 1.05 m during the monitoring study. 
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Figure 6 Volumetric changes (m3) measured in six zones surrounding the P.E.P. 
Reef Installation between August, 1993, and August, 1994. 
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Figure 7 Volumetric changes (m3) measured in six zones surrounding the P.E.P. 
Reef Installation between July, 1994, and June, 1995. 
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Figure 8 Volumetric changes (m3) measured in six zones surrounding the P.E.P. 
Reef Installation between July, 1992, and June, 1995. 
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While the area to the south of the Reef had indicated accretion during the first 
two years of the study, erosion in the last year (40,500 m3, Figure 7) resulted in a net 
erosional signal south of the Reef over the 35-month monitoring period. Referring back 
to Figure 4, by June, 1995, only the southernmost 500 meters of the shoreline (some 300 
meters south of the southern terminus of the Reef) were significantly seaward of the 
July, 1992, pre-project shoreline at the end of the study. Over the entire monitored area, 
116,600 m3 of sand eroded during the 35-month period. 

Pre-project data indicate that the project area is sediment-starved, due at least in 
part to the presence of the Port of Palm Beach Entrance. To compare the erosion rates 
measured during the monitoring program to the background erosion rates, two separate 
comparisons are investigated. Inspection of Figure 8 reveals that over 35 months, the 
erosion rate immediately in the lee of the Reef was 5.6 times higher than the rate along 
a combined equivalent shoreline distance north and south of the Reef. During the 23 
months that the entire 330 Reef units were in place, the erosion rate was 2.5 times 
higher in the lee of the Reef than the adjacent shorelines (Figures 6 & 7). By reference 
to approximately 50 years of historical shoreline data, the overall erosion rate during 
the project was found to be 2.3 times higher than the pre-project rate estimated by the 
U.S. Army Corps of Engineers (1987)4. 

The degree of erosion immediately landward of the Reef as compared to the 
areas to the north and south suggests the following mechanism for the overall erosion 
patterns. The monitoring data suggest that waves 'pump' water over the Reef, creating 
a ponding situation in which the ponded water is prevented from returning offshore in 
the normal return flow fashion and is instead redirected alongshore. This augments the 
natural longshore current and increases sediment transport in the lee of the Reef (Figure 
9). With very little sediment supplying the area in pre-project conditions, the addition 
of the Reef (which did not introduce additional sand) caused a 'pumping out' of sediment 
from behind the Reef. This sediment was transported predominantly south to the 
adjacent shoreline, where it was temporarily deposited until the natural littoral transport 
carried it farther southward, resulting in an overall erosive condition. 

Unit Settlement 

In addition to the beach profiles, measurements of the top elevations of each 
units were conducted during each quarterly survey to document the vertical settlement 
of the 330 units. The units were placed directly on the sandy bottom, with no 
foundation bedding or underlayment. The analysis of the settlement is divided into the 
average settlement of the original 57 units, which were in place a total of 35 months, 
and the remaining 273 units, which were in place 23 months. 

USACE (1987) estimates the erosion rate to be 9.3 m3/yr/m alongshore. Along the 1,260 m shoreline in 
the lee of the Reef, this translates to 11,720 m3/yr of erosion. 
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Figure 9 Schematic of Currents Generated Leeward of a Submerged Breakwater 

Figure 10 illustrates the settlement of the units over time, relative to their 
estimated design depth. The original 57 units settled an average of 0.84 m, over 46% 
of the height of the Reef units (1.8 m). The remaining units settled an average of 0.60 
m, 33% of the structure's height. While it is unclear exactly how much the passage of 
Hurricane Andrew in August,1992, affected the first 57 units, Figure 10 suggests that 
the hurricane may have contributed significantly to the settlement of these units. 

The settlement of the units reduced the degree to which the units block the water 
column, which directly relates to the level of protection from wave attack afforded by 
the structure. At the same time, however, the lower structures may have prevented 
additional erosion caused by diverting more return flow water alongshore. Inspection 
of the bathymetric surveys and scour rod measurements conducted adjacent to the Reef 
suggests that the settlement was due primarily to the overall lowering of the sea floor 
in the vicinity of the Reef, rather than locally, structure-induced scour. 
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Laboratory Findings 

Laboratory experiments were conducted in conjunction with the monitoring 
program to investigate the ponding and associated phenomenon and to test the 
performance of various segmented and repositioned breakwater arrangements. Previous 
laboratory tests with two-dimensional tanks could not reveal the longshore current 
generation. Using the 3-d wave basin at the University of Florida Coastal and 
Oceanographic Engineering Laboratory, 1:16 scale models of the P.E.P. Reef units were 
tested on a fixed bed. 

Laboratory measurements in this study included wave transmission and current 
velocities. Wave height measurements yielded transmission coefficients of 
approximately 95% for conditions simulating the Palm Beach P.E.P. Reef (i.e., 
continuous Reef structure with less than 50% of the vertical water column blocked by 
the Reef). 

The lab tests, for all arrangements of the units, were able to reproduce the 
"pumping current" hypothesized from the littoral performance of the structure in the 
field (see Figure 9). Figure 11 illustrates the trajectories of bottom drogues documented 
in the laboratory report (Dean et al., 1994). Figure 11 indicates that for normally 
incident waves, in which there is no predominant wave or tidal generated longshore 
current, the presence of the submerged breakwater generates a longshore current that 
originates from the centerline of the structure in the lee of the Reef and flows toward the 
open ends, where the current is reduced through expansion. 

While this longshore current was never directly measured in the field, the 
patterns of erosion measured in the lee of the Reef, relative to the volumetric changes 
along the adjacent shorelines, suggests that this "ponding and pumping" mechanism 
does in fact exist. It is believed that the pumping current existed as a secondary current 
to the longshore current, and was sufficient to increase the sediment transport rates 
along the seabed in the lee of the Reef, resulting in the substantial erosion measured 
between the Reef and the shoreline. 
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Figure 11 Typical circulation patterns witnessed in laboratory study using neutrally 
buoyant drogues. The patterns indicate that the Reef generates 
longshore currents in its lee that flow toward the ends of the Reef. 
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Summary 

The results from a 3-year monitoring study of the Palm Beach, FL, Prefabricated 
Erosion Prevention Reef (P.E.P Reef), indicate that the reef modified both the incident 
wave climate and the nearshore current patterns. As defined by the State of Florida 
Department of Environmental Protection (FDEP), the project was intended to increase 
shore protection against storm waves and to create a wider beach in the lee of the Reef. 
Wave transmission measurements indicated a 5 to 15% reduction in incident wave 
heights due to the Reef. The results of the monitoring program at the end of two years 
indicated erosion throughout the project area, primarily in the lee of the Reef, where the 
annual volumetric erosion rate was measured to be 2.3 times higher than the pre-project 
rate. The submerged breakwater was found to have increased the longshore currents via 
ponding of water trapped behind the breakwater, which was then diverted alongshore. 
Laboratory experiments were conducted to investigate this ponding phenomenon and 
to test the performance of various segmented and repositioned breakwater arrangements. 

Shoreline erosion in the lee of the Reef was sufficiently severe to warrant 
removal of the structure in August, 1995. Immediately following the dismantling the 
of the submerged breakwater, a large-scale beach nourishment project was constructed 
on the site. This project utilized some of the P.E.P. Reef units as the core material for 
shore-perpendicular groins within the beach-fill. The remaining units were moved into 
deeper water offshore to create artificial reef habitat 
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CHAPTER 180 

Nonlinear Wave Transformation 
over a Submerged Triangular Breakwater 

Lifen DongJ Akira Watanabe and Masahiko Isobe2 

Abstract 

This study deals with wave transformation over a submerged triangular break- 
water that is composed of a series of elements with a triangular horizontal cross- 
section. The idea of such a triangular breakwater is founded on the use of the 
wave refraction due to peculiar spatial change in water depth around it. 

A numerical model is developed to predict nonlinear wave transformation over 
and around the breakwater on the basis of fully nonlinear wave equations proposed 
by Isobe (1994). Laboratory experiment has also been conducted in a wave basin. 
The validity of the numerical model is examined by comparing the computations 
with the measurements. 

1.    Introduction 

When waves propagate over a submerged triangular breakwater, wave refrac- 
tion will happen. The superiority of a submerged triangular breakwater lies in its 
capability of controlling the wave direction as well as the height as compared to 
conventional submerged breakwaters with rectangular cross-section. For exam- 
ple, a breakwater as shown in Fig. 1 (a) can control even the longshore current 
through the change in the wave direction, whereas the one as illustrated in Fig. 
1 (b) may be employed to increase the wave height in the locations where the 
waves converge for purposes such as effective wave energy use and surfing. 

This paper presents the results of numerical computation based on fully non- 
linear mild-slope equations proposed by Isobe and compares them with those of 
a laboratory experiment for breakwaters of the type (b). 

1Research Engineer, River Engineering Consultants Co., Ltd., Ohyama Higashichou 40-5, 
Itabashi-ku, Tokyo, 113, Japan. 

2Professor, Dept. of Civil Eng., Univ. of Tokyo, Tokyo, 113, Japan. 
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2.    Numerical Model 

2.1    Governing equations 

The mild-slope nonlinear equations proposed by Isobe (1994) are as follows: 

K% + V(4,/,Vy» - Ba0f0 + (C0a - CaP)VUVh + ^-ZUPVvVh = 0 (1) 

gr, + Z$& + IzfflVWU + l^^f.fe + ^Z^VfpVh = 0     (2) 

where Z% = Za\z-V, h is the water depth, and the water surface elevation r\ and 
the function /„ are unknown variables. The vertical distribution function Za is 
related to the velocity potential <j> and defined as 

N 

<p(x, y, z,t) = J2 Za(z, h{x, y))fa{x, y, t) (3) 

Za{z,h{x,y))=(l + j^2a (4) 

The coefficients Aa0, Bap and Ca0 can be obtained from Za by 

/n 
ZcZpdz (5) 

•h 

R       tn dzadzp Bl* = L-te!hdx (6) 

0a 
n dz, Wl^/f^ (7) 

2.2    Boundary conditions 

For the present case, the following perfectly reflective boundary condition is 
imposed on the side boundaries by virtue of the symmetry of the structure and 
the resulting wave field. 

I- 
By substituting the expression of </> into Eq. (8), the following two expressions 

are obtained as side boundary conditions. 

!=»•   t-° (9) 

The Sommerfeld radiation condition is used on the onshore open boundary. 



SUBMERGED TRIANGULAR BREAKWATER 2327 

The substitution of <j> yields the onshore boundary conditions as follows: 

in which n is the length of the mean direction vector of transmitted waves and C 
denotes the wave celerity. 

The offshore boundary condition is given by 

- 9<l>     nd(j> _    d<t>0 .    . 
cosar— - C— = (1 + cosar) —- (12) 

at        ox at 

where <j>0, the potential of the incident waves, is expressed as 

N 

4>o — /__, Zafao = Zafa0 (13) 
a=0 

Substituting of the expressions of <j> and </>o into Eq. (12), we obtain 

cosar— - C— = (1 + cosar)— (14) 

cosar--- G—— = (1 + cos ar)——- (15) 
at ox at 

where T}Q is the water surface elevation of the incident waves and ar is the mean 
direction of reflected waves. 

2.3    Expression of incident waves 

Even in the computation of nonlinear wave transformation, the incident waves 
will be reasonally expressed by a small amplitude wave theory if the Ursell num- 
ber is not so large at the offshore boundary. Assuming that the incident waves 
are monochromatic sinusoidal waves propagating along the x-direction, their po- 
tential 4>0 can be expressed as 

a0g cosh k0(z + h0) 
<f>o    = —--, sm(k0x-crt) (16) 

a       cosh Ko«o 
N 

a=Q 

which corresponds to the water surface displacement r)0 given by 

rjo = a0cos(kox — at) (18) 

where a0 and fco are the amplitude and the wave number of the incident waves, 
ho is the offshore water depth, and a is the angular frequency. 

By expanding cosh ko(z + ho), <j>o can be expressed as 
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*  a0g      (k0h0)
2a „ , f        z\2a 

From this equation we obtain 

*<* = —W¥*YVT 
sin(fcoX - ^ W <x  (2a)!coshfc0fto 

2.4    Finite difference equations 

Numerical solutions of the governing equations are obtained using a finite dif- 
ference technique. Central difference and forward difference are adopted in space 
and in time, respectively. To the nonlinear equations into a finite difference form 
for the present two-dimensional problem, ADI (Alternating Direction Implicit) 
scheme (Fletcher, 1987) is employed, namely, Eqs. (4.1) and (4.2) are splitted 
into x-sweep and y-sweep finite difference equations. 

£-sweep 
During the first half-step the following discretization is made. 

m+i ,m+§ ,m+| ,m+i 

7„ %j       ~ Vi,j . Jp{i+l),j + J0(i-l),j       ZJ0i,i 
a     At/2      + A"^ A^2 

fm _i_  fm   o f m t 
,   A Jpi,3 + l ~T Jpi,j-1       LJf3i,3        n     fm+2 

+ Aa0i,j ^"5 Vapjpij 

A A fm+*       -  fm+* 

2ACE 2Ax 

,   ^-a0i,i+l ~ ^qfft,j-l J0i,j+1 ~ J0i,j-\ 
+ 2A^ 2A^ 

m+§        _    -m+i 

+(C*. - Ga/J) — — 

+{O0« - CaP) — — 

+ dh    afpij   y       2Ax 2Ax 2 Ay 2Aj/        J 
= 0 (21) 

f
m+5 fm , / fm _  fm fm+2       _   fm + 2 

m+2    1    r7r,J0i,i     ~ J0i,j    .    1 7I1 V7)  I  •/7(«+l).J       •/T(»-l),i •//?(i+l),j        •/ff(i-l)j 
9Vt>>    + ^      Ai/2       + 2^Z" I 2A^ 2A^ 

1 / fm fm fm f• \ lfl71/)7'1 1 
I   -1 ?n yV I Jli,3+l        J"ti,j-1 J0i,3+1       JPU-T-)    I    IUZJ

~I
UZJ

P fm    fm+l 
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+ J0(i+l),j        J0(i-l),j ni+l,j - ni-l,3 

2A* 2Ax 

dh J'li'3 0 

= 0 

J0i,j+1       J/3%,3-1 "»,J+1 ~ "i,j-l 

2Ay 2Ay 

(22) 

in which, Ax and Ay are the space intervals and At is the time interval.   The 

quantities ?/,- • 2 and /^ •2 are the unknowns, whereas r)•j, fjfij and other param- 
eters are given in the previous time step m. 

y-sweep 
During the second half-step the following discretization is made. 

„m+l          -»+!                        f
m+2         ,    /-m+2 

' r A-a0i,j  

/.m+5 

At/2 

,   4 //3»,j+l + J0i,j-1       ZJ0 

Ax2 

'•3 D      rm+l 
"'" ~ ~~ &aPJpi,3 

+ 

+ 

,m+j       _     m+j 
A»/3(.+ l),,y ~ A-a0(i-\),j J0(i+l),j       J/3(i-l),3 

2Aa; 2Aa: 
A A rm+l     _   rm+l 

•TlgfoV+l ~ S\g0i,j-1 J 0i,j+l        J0i,j-l 

2Ay 

+ (Cf3c — Cap) 

+ {Cf3a — Cap) 

dZl I  P_ rrri rm+l 
+   Qh   ^«J0i,3 

2Ay 
m+i       _  fm+\ 

J0(i+l),j       J0(i-1),3 ni+l,j - ft»-lj 

2Ax 2Az 
rm+l     _  rm+1     7 7 
J0i,j+l        J0i,j-l ni,3 + l ~ ni,3-l 

2Ay 2Ay 

V»+i,j       li-1,3 "j+ij ~ "t—i,j   ,   '/ij+i      '/i,i-l »t,j+i ~ "ij-i 

2Ax 2Ax 2A«/ 2 Ay 

(23) 

rm+l _   r"» + j /   r»'Tj       _   ,»'TJ       pj       _  r"'xj 
o„r".+1 _L zv   0i'j        j0i'j     J- -7.7>71 I •/-v('+1).i      •

/
-Y(«-I),J •y/3('+l),i      J0(i-i),3 

+ 2^0 

0        At 

< r"»+5 

V 

+ ^Z} 
rm+i rm+9 

2Ax 

r»"f 2          j-"'T2    rm+l rm+l    \         1 f)7r] ay'O 
Jfi,3+1        Jli,3-1 J0i,3+1 J0i,3-i   \    L   L UZj~t ° ^ 0 

2A 

•m+i rm+i 

2 ^   92 
rm    rm+l 
Jfi,jJ0i,j 

I   f        2        _   f'""r2        7 1 rm+l     _   rm+l     7 7 
,        J0{i+T-),3        J0{i-l),j ni+l,j — »»-l,j    ,    J0i,3+1.        J0i,j-1 ni,j+l ~ "i,j-l 

2Aa; 2Ax 2Aj/ 2Ai/ 
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8Z" 7  fm    yl\ 

dh J•*f> 
= 0 (24) 

in which f]^1, fplj1 are the unknowns, and r/^j 2, fgij2 and other parameters 
are given at the previous time step (m + |). 

2.5    Numerical solutions 

Solutions of the finite difference equations are obtained by using the boundary 
conditions given above. In the numerical computation, the intervals of space and 
time are taken as follows: Ax < Lo/20, Ay < Lo/20, At = T/250, where, T is 
the wave period and LQ is the wavelength. 

At any time step m, the water surface elevation f]m{xi,yj) can be obtained 
by solving the above equations. Then the root mean square value of the water 
surface displacement 7?ITOS(a;,-,2/j) can be given by 

'/nnsi^n Uj) \ Y,vl(xi,yj)/n (25) 
\ m=l 

where n is the total sampling number of water surface elevation within several 
wave periods. 

3.    Laboratory Experiment 

3.1 Experimental setup 

In order to observe the wave deformation process and to examine the numerical 
computation model, a two-dimensional laboratory experiment on wave transfor- 
mation over submerged triangular breakwaters has been made in a wave basin, 
of which the flow domain is 3.55x0.75 m. A flap-type wave maker is equiped to 
generate regular waves, and a wave absorber is placed on the onshore boundary 
in order to avoid the wave reflectoin. 

Only a half element of the breakwater has been taken in the experiment (as 
well as in the computation) because of the symmetry of the breakwater as shown 
in Fig. 1 (b). Two types of model breakwaters have been modeled. The first one 
has a purely triangular horizontal cross-section with seaward and shoreward side 
slope of 1/3, whereas the second one has a cross-section composed of triangular 
and rectangular parts as shown in Fig. 2. In all the cases, the direction of incident 
waves is in parallel to the z-axis and no wave breaking over the breakwater has 
occurred. 

3.2 Data acquisition and processing 

The water surface displacement was measured at many points with small spac- 
ing in the rc-direction along the nine sections shown in Fig. 2 with the capacitance- 



SUBMERGED TRIANGULAR BREAKWATER 2331 

Reflective Boundary 

5 X(n) 

Z(«)j 

0.0 I 
- 0.1 

-0. 15L 

.«(») 

TAT 

Fig. 2 Experimental setup. 

type wave gages. After preliminary processing, the root mean square value of the 
water surface elevation 1]-^^ was obtained for every point. 

^rnis 

V 
Y,V2(ti)/n (26) 

By utilizing the separation technique for incident and reflected wave compo- 
nents (Goda and Suzuki,1976) from two adjacent wave records measured along 
the x-direction at the same time, the amplitude of incident waves a0j was eval- 
uated. Then the root mean square of water surface displacement of the incident 
waves was obtained by using the following expression. 

?70rn 

\ 

v^ aoj 

3=1 

(27) 

where m is the number of incident wave components. 
Finally relative values of the water surface elevation ?/rms/7?orms were calculated. 
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4.    Results and Conclusions 

4.1     Results 

For the two types of breakwaters, the experiment and computation were carried 
out under various incident wave conditions. In the numerical computation, the 
mean direction angle of reflected waves ar was taken as 0.0 degree for all the 
cases, and the mean direction of transmitted waves was assumed to be parallel 
to the ^-direction at any grid point on the onshore boundary. The range of a in 
the vertical distribution function Za(z) is taken from 0 to 3, i.e., four terms are 
taken in the expression of velovity potential <j>. 

Fig. 3 shows examples of the comparisions between the measurements and the 
computations of the relative root mean square of the water surface displacement 
along the sections (1), (3), (5), (7) and (9) for the first type of the breakwater. The 
total water depth is 15 cm, the breakwater height is 10 cm, and the incident wave 
height and period are 0.85 cm and 1.0 s. Fig. 4 shows the comparisions between 
the measurements and the computations of time histories of the water surface 
displacements at several points along the x-direction for the same condition. Both 
the figures demonstrate a rather good agreement between the measurements and 
the computations. 
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In Fig. 3, we can see significant variations in the cross-shore distributions of 
water surface displacements for different sections. Usually the water surface dis- 
placement in the region behind the breakwater increases from section (1) to sec- 
tion (9); the mean relative water surface elevations are less than unity from 
sections (1) to (7), while they are larger than unity for the section (9). The mean 
value of the transmission coefficients reaches a value of 0.85. 

In Fig. 4, a remarkable change in the time histories of the water surface dis- 
placements along the ^-direction can be seen. In the region before the breakwater, 
the water surface elevation at position 1 (x =0.5 m) behaves without peculiarities, 
whereas the time history at position 4 (x =2.0 m) on the top of the breakwater 
shows strongly nonlinearity with steep peaks. In the region behind the breakwa- 
ter, two peaks appear in the wave profiles at position 5 (x =2.5 m), i.e., higher 

harmonics exist. 
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Fig. 4.1 Time history of the surface displacements. 
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4.2     Conclusions 

It has been shown that the agreement between the measurements and the com- 
putations is good enough for practical use. For all the other cases, the agreement 
has been as good as for this case. It will be concluded that the present model 
reproduces well not only the root mean square wave height distribution but also 
the temporal variations of surface displacement at every point even when higher 
harmonic components strongly appear above and behind the breakwater owing 
to the high nonlinearity of waves. 

These results indicate the validity of the present model as well as the interesting 
effects of the wave direction change due to the presence of a submerged triangular 
breakwater on the wave deformation. 
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CHAPTER 181 

BREAKING LIMIT, BREAKING AND 
POST-BREAKING WAVE DEFORMATION DUE 

TO SUBMERGED STRUCTURES 

Koichiro IWATA1, Koji KAWASAKI2, and Do-Sam KIM3 

ABSTRACT 
The aim of this paper is to investigate experimentally and numerically 

the breaking limit, breaking and post-breaking wave deformation due to three 
different types of submerged structures such as bottom-seated, non-bottom- 
seated fixed and tautly-moored structures. Based on laboratory experiments, 
the breaking limits have been formulated for three different types of the sub- 
merged structures. Moreover, a modified SOLA-VOF method with the non- 
reflective wave generation method has been proposed and found to be very 
effective in evaluating the wave breaking process and post-breaking wave char- 
acteristics. 

INTRODUCTION 
An accurate prediction of the wave deformation due to a submerged 

structure is very important for the nearshore sea environment. Most of the 
foregoing researches have discussed wave breaking and breaking wave deforma- 
tion only due to bottom-seated submerged structures. On the other hand, the 
breaking limit and breaking wave deformation for other types of submerged 
structures have been little investigated. Recently, a research and development 
of numerical computation techniques has been highlighted to evaluate the wave 
breaking process with a strong energy dissipation (for example; Miyata et al., 
1988, Takigawa et al., 1991, Park and Miyata, 1994, and van Gent et al, 1994). 
A reliable numerical analysis model, however, has not been established yet to 
compute the wave deformation after breaking. 

This paper is aimed to discuss experimentally and numerically the break- 
ing limit, length of breaker zone, and post-breaking wave deformation due 
to three different submerged structures such as bottom-seated, non-bottom- 
seated, and tautly-moored structures.   First of all, breaking limits, breaker 

1) Professor, Dept. of Civil Eng., Nagoya Univ., Nagoya 464-01, JAPAN 
2) Doctoral Course Student, Dept. of Civil Eng., Nagoya Univ., Nagoya, JAPAN 
3) Assoc. Professor, Dept. of Ocean Eng., Korea Maritime Univ., Pusan 606-791, KOREA 
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types and length of breaker zone are experimentally investigated for three dif- 
ferent submerged structures in a two-dimensional regular wave field. Next, a 
numerical analysis model which combines the SOLA-VOF method (Hirt and 
Nichols, 1981) with the non-reflective numerical wave source (Brorsen and 
Larsen, 1987) has been developed to evaluate the wave breaking and its post 
deformation in the regular wave field. The validity of the present numerical 
calculation method is proved by comparing the computed results with the ex- 
perimental ones. 

LABORATORY EXPERIMENTS 
Two-dimensional laboratory experiments were carried out using a wave 

tank at Nagoya university. The still water depth h was 40, 50 and 60cm. The 
structural types employed in this experiment are bottom-seated (Type I), non- 
bottom seated (Type II) and tautly-moored structures (Type III), as shown in 
Fig. 1. The non-dimensional structural width B/L (B : width of the struc- 
ture, L : incident wavelength) for Type I ranged from 0.025 to 1.2, and the 
non-dimensional structural height D/h {D : height of the structure) was 0.4, 
0.6 and 0.8. The length and height of the structures (Type II and III) were 
68cm and 23 or 34cm, respectively. The initial angle 9Q of the mooring line to 
the bottom was 45 degrees in case of Type III. The submerged water depth hd 
was 6, 9 and 12cm. The regular waves with periods T=0.6 ~ 1.68s and steep- 
ness H/L=0.02 ~ 0.13 (H incident wave height)were generated. The total 
number of experimental runs was about 540. For each experimental run, the 
water surface profile rj and the water particle velocities u and w were measured 
with capacitance-type wave gages and electromagnetic type velocimeters, re- 
spectively. Also, the wave breaking process was recorded using a video camera. 

-Wave 
"H 

-Wave 
IH 

'X6o=45°   B 

^X 
>d 

D 

Bottom seated 
(Type I) 

Non-bottom-seated Tautly-moored 
(Type II) (Type III) 

Fig. 1    Structural Types 

NUMERICAL ANALYSIS 
The numerical analysis model which combines the SOLA-VOF method 

with the non-reflective numerical generator has been proposed. The governing 
equation consists of the continuity equation Eq.(l), Navier-Stokes equations 
Eqs.(3) and (4) for incompressible fluid, and the advection equation Eq.(5) 
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which represents the behavior of the free-surface. These equations involve the 
source term because the wave generation source is placed within the computa- 
tional domain. 

dx     dz { 0 : x^xs 
v ' 

n*i7 rt_ J 0 - eM~0-5t/T)} -2U   : t/T < 3 
q[Z,t,-~\2U :t/T>3 {l) 

du     du2     d(wu)       1 dp        (d2u     d2u\ , . 

-di + ^ + Adz-l—pTx + uW + ^)+uq () 

dw     d(uw)     dw2 I dp        (d2w     d2w\ 1   dq   .,, 
dt        dx        dz       a     pdz       \dx2     dz2)       H     3  dz 

where the Cartesian coordinate system (x,z) is employed, and u and w are 
the velocity components in the respective directions of x and z, t the time, p 
the pressure, p the fluid density, v the kinematic viscosity, g the gravitational 
acceleration, and q the wave generation source with q* as the source strength 
which is only located at x = xs. The wave generation source q* with the 
horizontal velocity U corresponding to the third-order Stokes wave is gradually 
intensified, as given in Eq.(2), in order to produce a regular Stokes wave train 
and T is the incident wave period. The VOF function F represents the volume 
fraction of the cell occupied by the fluid; the cell with F=0 is the air cell (the 
empty cell), the cell with 0 < F < 1 is the air and water mixture cell (the 
surface cell) and F—l is the water cell (the full cell). 

Employing the modified SOL A-VOF method with the wave generation 
source, the velocity components (u and w) and the pressure p at the next 
time step are determined by using the continuity and momentum equations 
(Eqs.(l), (3) and (4)). The staggered mesh was adopted for discretization of 
the calculational domain. The flow chart of this numerical scheme is shown in 
Fig. 2, where D = du/dx + dw/dz — q. Regarding the boundary conditions, 
Sommerfeld radiation condition Eq.(6), where Q is a quantity representing the 
velocities u, w and C is the wave celerity, is applied for the open boundaries. 
The non-slip condition is used on both the structure surface and the sea bed. 

The computational domain is taken as 500cm times 70cm in the respec- 
tive directions of x and z. As shown in Fig. 3, the wave generation source 
is located at an appropriate location determined according to the wavelength, 
and the origin of x coincides with the wave generation source. While, the pos- 
itive direction x-axis is taken toward the structure and the vertical axis z is 
taken positive upward with its origin being on the still water level.  The cell 
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length Ax and Az are 1/50L and 1/40ft in respective directions of x and 2, 
and the successive time interval At, initially Af j=0.01s, is determined at every 
time step so that the Courant condition Eq.(7) is satisfied. Here, 7=0.5 in this 
study, and |u|max and |u)|max are, respectively, maximum velocity of u and w. 

At < 7 • min 
Ax Az 

\w\. 
(7) 

Figure 4 shows one example of the time history of the calculated water 
surface profile 77(f) (solid line) in which the theoretical value of third-order 
Stokes wave (open circle) is simultaneously shown for comparison. It is obvious 
that the calculated water surface profile becomes stable and regular after the 
fifth generated wave.   Moreover, both the calculated and theoretical results 
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Boundary condition 

I 
Calculation of N-S equation 
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Calculation of advection equation for VOF function F 
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Fig. 2    Flow chart of Numerical Calculation 
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T l/40h 

Fig. 3    Definition Sketch 
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Fig. 4    Time History of Water Surface Profile (h/1=0.5 and Hi/L=0.Q5Y) 

agree well and, hence, the validity of the wave generation by the wave source 
method is proved. 

RESULTS AND DISCUSSIONS 
I.     Laboratory Experiment 

a) Breaking Limit: Analyzing the laboratory experiments, the breaking limit 
for three different structures is, first of all, discussed. Figures 5(a) and (b) show 
the relationship between the wave steepness H/L and the non-dimensional sub- 
mergence depth hd/L in cases of Type II and III structures, respectively. The 
critical wave steepness (H/L)b in case of Type II structure can be represented 
only by one curve, regardless of the values of hd/h, while the critical value 
(H/L)b in case of Type III structure takes a peak value at certain value of 
hd/L according to hd/h, as shown in Fig. 5(b). This took place under the res- 
onance condition that the natural period of the motion of the tautly-moored 
structure is close to the wave period. Employing the concept of breaking limit 
of partial standing wave (Iwata and Kiyono, 1985), the breaking limit for Type 
II and III structures can be formulated as 

H 
~)   =t 0.0845 n-exp   -1.6757T hd l-KR 

l + KR 

+0.218 tanh 
2irhd 2KR 

K* 
;Z = p/[{a{Tn •T)}2 + i] + i 

(8) 

where, (H/L)t is the critical wave steepness, KR the reflection coefficient, L0 

the wavelength at deep water, Tn the natural period of the tautly-moored 
structure, and a and (3 are numerical constants (see Fig. 5(b)) which are zero 
for fixed structures. 

Equation (8) agrees well with the experimental values, as shown in Fig. 
5. The comparison between Figs. 5(a) and (b) shows that the breaking limit 
{H/L)b in case of Type III structure is slightly larger than that in case of Type 
II structure. In other words, the non-bottom-seated structure is more effective 
to break waves than the tautly-moored structure. 

Equation (8) can be also applied to define the breaking limit for Type I 
structure. In addition, the breaking limits (H/hd)b for Type I structure can be 
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formulated, as shown in Fig. 6, in terms of B/L for h/L=0.13 and 0.4 without 
using the reflection coefficient KR. The breaking limits for Type I structure 
are formulated as follows: 

{H/hd)b = 0.3656 + 0.3668 exp{-10B/L) 
; 0.1 < B/L < 0.6 for h/L = 0.13 

(H/hd)b = 0.3641 + 0.2313 exp(-10£/L) 
;0.1 < B/L < 0.6 for h/L = 0.2 

(H/hd)b = 0.4417 + 0.2252 exp(-10fi/L) 
; 0.1 < B/L < 1.0 for h/L = 0.4 

(9) 
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Fig. 6    Breaking Limit for Bottom-Seated Structure (Type I) 

b) Breaker Type : As shown in Figs. 6 and 7, the change in the breaking 
limit and the breaker type become very small for B/L >0.5 in case of h/L=0.2 
and 0.4, and for B/L >0.3 in case of h/L=0.13. The breaker type changes 
from Spilling breaker to S-P breaker (an intermediate type between Spilling 
and Plunging breaker) and finally to Double breaker (Katano et. al., 1992) as 
H/hd increases. It is also revealed from Fig. 7 that the critical values of H/hd 
for the wave breaking and the breaker type classifications in case of h/L~0A 
is larger than other cases. Also, the non-bottom-seated structure, among three 
different types of the submerged structures, is found to be the most effective 
one to break waves because a strong circulating flow is usually formed around 
the structure. 

c) Breaking Position : As shown in Fig. 8, the non-dimensional breaking 
position Xb/L (xb : distance from the front of the structure to the breaking 
position) shifts to the offshore side of the structure by an increment of H/hd 

and is almost constant at x\,l'L—-0.05 near the antinode position of the par- 
tial standing wave in front of the submerged structure for H/hd > about 1.0. 
Inspection of Figs. 7 and 8 reveals that Xb/L shifts to the offshore side of the 
structure according to the change of the breaker types from Spilling to S-P, 
and to Double breakers. 

d) Breaker Zone Length : Non-dimensional breaker zone length Lb/L is 
plotted versus H/hd in Fig. 9 with parameters of hd/h and B/L, where Lb is 
the distance from the breaking point to the location where the breaking wave- 
caused turbulence with air entrainment disappears. As H/hd increases, Lb/L 
becomes larger regardless of hd/h. Further, Lb/L for hd/h=0.2 is larger than 
that for hd/h=0A because of the stronger non-linear interaction between the 
wave and the structure. 

e) High Harmonic Components : Figure 10 shows the spatial distribution 
of the non-dimensional wave height spectrum 2A(f)/H around the submerged 
structure, where A(f) is the amplitude spectrum for frequency / and B.P. is 
the breaking point. It is found from Figs. 10(a) and (b) that the fundamental 
harmonic component increases in front of the structure and decays toward the 
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onshore side of the structure because of the wave energy dissipation due to 
the wave breaking. On the other hand, higher frequency components grow up 
above the structure, especially the second harmonic component becomes larger 
around the submerged structure. This is accounted by the wave energy transfer 
from the fundamental harmonic component to the second harmonic component 
due to the non-linear interaction between the wave and the structure. Figures 
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10(b) and (c) reveal that the spatial distribution of 2A(f)/H depends on hd/h 
and that larger wave energy dissipation takes place with decreasing hd/h. It 
is obvious from Fig. 10(d) (case of a weak Spilling breaker) that the second 
harmonic component is seen to change periodically after breaking. Accord- 
ing to Massel(1983) who calculated the wave transformation due to submerged 
structures for non-breaking waves, the beat length A2 has been formulated in 
Eq.(10), where ki and k2 are the wave numbers for the fundamental and sec- 
ond harmonic components, and <r is the angular frequency of the fundamental 
component. Applying Eq.(10) to the case presented in Fig. 10(d), X2/L = 0.6 
is obtained and found to coincide with the corresponding experimental one. 
Therefore, it can be thought that the free second harmonic component wave is 
generated even under the breaking wave condition. 

A2 = 2n/(k2 — 2ki)    ; a2 = gkxtanhkihd,   4er2 = gk2tanhk2hd (10) 

II     Numerical Calculation 
The post-breaking wave deformation due to a submerged structure is 

computed using the modified SOLA-VOF method. The non-dimensional water 
surface profiles rj/Hi measured at :c=174cm offshore side and £=290, 314 and 
338cm onshore side of the Type II structure are plotted versus t/T in Figs. 
ll(a)~(d) in case of a spilling breaker. In Fig. 11, laboratory experimental 
values are also shown for comparison. It is found that higher frequency com- 
ponent waves are generated as mentioned above and, hence, the time history 

(a) 36cm offshoreward from structure   (b) 12cm onshoreward from structure 
(x/L=1.15) (x/L=1.92) 

(c) 36cm onshoreward from structure   (d) 60cm onshoreward from structure 
(x/L=2.0S) (x/L=2.2A) 

Fig. 11     Comparison of Calculated and Experimental Water Surface Profile 
(Type II ; H/L=0.04, h/L=0.33) 
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(a) x-directional velocity u (b) z-directional velocity w 
Fig. 12    Comparison of Calculated and Experimental Velocity Profile 

(Type II ; H/L=0M, h/L=0.33, x/L=1.92, z/h=-0.2) 

of the water surface profile has a complex form in the onshore region of the 
structure after breaking. From Fig. 11, the calculated values are found to be in 
good agreement with experimental ones. Good agreement between the calcu- 
lated values and laboratory experiments is also confirmed for the water particle 
velocity, as shown in Fig. 12. Therefore, it is demonstrated that the present 
numerical calculation method can reproduce well the water surface profile and 
the water particle velocity before and after breaking due to a impermeable 
submerged structure. 

Figures 13(a)^(d) show the spatial variations of the water surface pro- 
files and the particle velocities around the structure at t—7.55, 7.60, 7.72 and 
7.83s, respectively, under the same condition stated in Fig. 11. Figures 13(a) 
and (b) show that the wave passing over the submerged structure breaks with 
an overturning wave front, and Figs. 13(c) and (d) show that the broken 
wave is deformed into several wave components with two or three peaks in one 
wavelength. According to Fig. 14, in case of Type I structure, large vortex 
is found to be formed on the onshore side of the submerged structure after 
the wave passes over it. In addition, analysis of video tape recorder confirms 
that the breaker type and wave deformations evaluated with the numerical 
calculations are very similar to those measured at the laboratory. However, 
the air-bubbles entrainment due to wave breaking, which was observed by the 
video tape recorder and the visual observations, cannot be simulated in the 
numerical calculations. 

As shown in Fig. 15, both the numerical and experimental results show 
that the high mean onshore velocity is generated near the free-surface onshore 
side of the structure and the high mean downward velocity is observed to oc- 
cur near x=340cm. The mean offshore velocity, i.e. the return flow, is also 
generated to compensate the onshore mass transport caused by wave breaking 
around the still water level. The return flow is, in particular, strong below the 
structure because the flow cross sectional area below the structure abruptly di- 
minishes from the onshore side of the structure, which could accelerate the flow 
velocity. According to Fig. 15(a), the upward velocity takes place in front of 
the structure where the antinode of the partial standing wave seems to appear, 
and the offshore steady flow takes place just above the crown of the structure. 
However, it is expected that there is a strong onshore steady flow above the 
wave trough (i.e. around the still water level) over the structure. Judging from 
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Fig. 13    Results of Numerical Calculation (Type II) 
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the above-stated, it can be said that a circulating flow is formed around the 
submerged structure. Judging from Figs. 15(a) and (b), the proposed numer- 
ical calculation scheme is shown to agree well with the measured mean wave 
velocity field in laboratory experiments. 
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Fig. 14    Results of Numerical Calculation (Type I) 
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CONCLUSIONS 
The breaking limit, breaking and post-breaking wave deformation due 

to three different types of submerged structures have been discussed experi- 
mentally and numerically. Main conclusions in this study are summarized as 
follows: 

1) Breaking limits have been formulated experimentally for three different 
types of submerged structures. 

2) Breaker types have been also formulated experimentally for two types of 
submerged fixed structures. 

3) Among the three types of structures, the non-bottom-seated structure 
has been found to be the most effective one to break the waves. 

4) A numerical model using the modified SOLA-VOF method has been 
found to evaluate well the wave deformation before and after breaking 
in case of a spilling breaker. 

REFERENCES 
Brorsen, M. and Larsen, J. (1987). "Source Generation of Nonlinear Gravity 

Waves with Boundary Integral Equation Method", Coastal Eng., Vol. 11, 
pp. 93-113. 

Hirt, C.W. and Nichols, B.D. (1981). "Volume of Fluid (VOF) method for the 
Dynamics of Free Boundaries", J. Comp. Phys., Vol. 39, pp. 201-225. 

Iwata, K. and Kiyono, H. (1985). "Breaking of Standing Two-Component 
Composite and Irregular Waves", Coastal Eng. in Japan, Vol. 28, pp. 
71-87. 

Katano, A., Murakami, S., and Hattori, M. (1992). "Relevant Parameters 
Representing Energy Dissipation due to Submerged Breakwaters", Proc. 
Coastal Eng., JSCE, Vol. 39, pp. 646-650 (in Japanese). 

Massel, S.R. (1983). "Harmonic Generation by Waves Propagating over a 
Submerged Step", Coastal Eng.,  Vol. 7,   pp. 357-380. 

Miyata, H., Katsumata, M., Lee, Y.-G., and Kajitani, H. (1988). "A Finite- 
Difference Simulation Method for Strongly Interacting Two-Layer Flow", 
J. Soc. Naval Arch. Japan, Vol. 163, pp. 1-16. 

Park, J.C., and Miyata, H. (1994). "Numerical Simulation of the 2D and 
3D Breaking Waves by Finite-Difference Method", J. Soc. Naval Arch. 
Japan, Vol. 175, pp. 11-24 (in Japanese). 

Takigawa, K., Yamada, Y., Arimoto, M., and Tabuchi, Y. (1991). "Devel- 
opment of Numerical Analysis System on Deformation and Breaking of 
Waves on Sloping Bottom", Proc. Coastal Eng., JSCE, Vol. 38, pp. 
61-65 (in Japanese). 

van Gent, M.R.A., Tonjes, H.A.H. and van den Bosch, P. (1994). "Wave 
Action on and in Permeable Structure", Proc. 2\th ICCE, ASCE, Vol. 
2, pp. 1739-1753. 



CHAPTER 182 

ITALIAN EXPERIENCE ON SUBMERGED BARRIERS AS 
BEACH DEFENCE STRUCTURES 

by Alberto Lamberti* & Alessandro Mancinelli** 

Abstract 
The use of submerged barriers in Italy is rather new starting in the first 80's. 

Since that time more than 50 submerged barrier defence system were constructed and 
this type of structure is progressively complementing and substituting the traditional 
use of parallel emerging breakwaters. 

The paper presents documentation about the experience gained on the topic 
and describes and compares to prototype experience the design criterion suggested by 
the authors, based essentially on the selection of a proper wave attenuation necessary 
to obtain to desire profile modifications. 

1     Introduction 

Since the XV century, beach erosion has been taking place in many parts of 
the Italian coastline. The numerous historical maps document, for instance, erosion 
due to the construction of channel-harbour in the Adriatic Sea such as Cesenatico, 
Rimini, Pesaro, Fano, Senigallia, Pescara, etc. The extension of jetties in these ports 
carried out at different times in order to avoid silting up of the entrance, gave rise to 
down drift erosion (in the Adriatic sea north of these structures). 

The first coastal defence structures built in Italy date back to the beginning of 
this century. An exception though, is to be found in the Venetian Republic which had 
already started to construct seawalls in the XVII century, to protect the sandy strip 
which separated the lagoon from the sea, the so-called "murazzi". 

The erosion phenomenon remarkably increased between the 50's-60's largely 
due to the extension of existing ports or to the construction of new harbour and to the 
first structures of river engineering works. 

*  Professor, DISTART, University of Bologna, viale del Risorgimento 2, 40136 Bologna, Italy 
** Professor, Hydraulics Institute, University of Ancona, via Brecce Bianche, 60131 Ancona, Italy 
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In addition to the causes mentioned above, the indiscriminate extraction of 
sand and gravel from the low-water bed of rivers was also responsible for the rapid 
beach erosion. 

The first defence interventions carried out on the Adriatic coast consisted of 
natural rubble-mound seawalls or breakwaters of the emerging type. Instead, in 
Liguria, beach nourishment using a narrow strip of sand has been adopted since the 
1950's (Savona, Lavagna). 

The construction of longitudinal detached emerging breakwaters which 
determine down drift erosion, forced the Administrations of Emilia Romagna and 
Marche to build breakwaters of the emerging type for almost 80 km. Beaches are 
essential in supporting the tourist economy which has been rapidly growing since the 
1960's. 

At the end of the 1970's, the erosive phenomenon aggravated and this was 
particularly severe in Emilia Romagna because of subsidence. Therefore, the 
Administrations of the two Regions predisposed for legislative interventions which 
prohibited extraction of sand and gravel from the low-water bed and limited the gas 
and water extraction from the subsoil. Regional Plans were also set up to protect the 
coast. Their aim was to study and gain knowledge on this phenomenon in addition to 
finding alternative interventions to breakwaters of the emerging type. 

Thus, at the beginning of the 80' s, submerged barriers were tested. When the 
first author was performing his first analysis and tests on this type of structure, 
Lamberti & Tomasicchio (1981), only very few real life applications were observable 
in Italy and all of them were using a very special technology (Longard tubes). Since 
then, more than 50 submerged barrier defence systems have been constructed and this 
type of structure is progressively complementing and substituting the traditional use 
of parallel emerging breakwaters. 

Two main types of structures have been constructed: 
- sand-bag barriers, mainly used in combination with beach nourishment, and 

characterised by a high submergence and small section; they do not provide a 
significant reduction of wave height nor an effective retaining capacity on sand, but 
they are supposed to provide stabilization of natural sand bars and are appreciated 
because of their very low impact; 

- rubble-mound submerged breakwaters, used alone or in combination with 
nourishment, with or without gaps, with or without a bed protection at the gaps, 
used to reduce wave transmission through the gaps of emerging parallel 
breakwater systems or to protect the bed from erosion in correspondence of the 
gaps. 

In the meantime, many model tests have been carried out, Aminti & al. (1983), 
Lamberti & al., (1985), DH (1983, 1989, 1990) and others. Detailed moniring of their 
behaviour in nature was also performed in some cases, Ferrante & al. (1992). 

The evolution of defence systems with the introduction of submerged barriers 
will be examined for typical cases in three italian regions: Veneto, Emilia Romagna 
and Marche situated on the Adriatic sea. 

The Adriatic Italian coast is low and very flat in the Northern reach pertaining 
to Veneto and Emilia Romagna, and is an alternation of alluvial plains and moderately 
high erosion coasts in Marche region. Tidal escursion at spring ranges from 1.0 m in 
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Venice to 0.6 m in southern Emilia Romagna. Tide is substantially lower and mainly 
diurnal in the Marche region. Extreme storm surge ranges from 1.1m in Venice to 0.8 
m in Artcona. 

Typical 1 year return period waves are about 3.5 m and extreme about 6.0 m 

2     Case histories 

2.1 Emilia Romagna 

The protective systems built after 1983 are nourishments protected by 
submerged barriers formed with sand-bags. Transversal groins made with sand-bags 
or rock in the emerging part and connected to the submerged barriers, are almost 
always present. 

The new intervention extend for about 13.8 km in length with the use of 
2.130.000 m3 of sand nourishment coming from borrowed land quarries. 

In these first interventions, sand-bag barriers had a small section, a volume of 
1 m3 and were generally arranged in two rows of 3 and 2 bags at a depth of-2.50, -3 
metres. 

The high submergence of these barriers does not produce any appreciable 
reduction of wave action. The barriers, however, stabilize the natural sand bars giving 
rise to a localized inshore erosion and to raising of the bed offshore (see. Fig. 1). 

Frequently sand-bag barriers can undergo static failures. To avoid erosion 
produced by breakers falling on the sand, the dimensions of the sand-bags and the 
width of the barriers were enlarged during subsequent interventions (see Fig. 2). 

The only work carried out in Emilia Romagna with submerged barriers of 
natural rock is that of Lido di Dante (Ravenna) (see Fig. 3) where a series of emerged 
groins had been incapable of preventing erosion. The subermerged barriers have a 
crown width of 12 m and are 0.5 m deep in water, as shown in Fig. 3. The last groin 
is connected to the barrier in order to prevent leakage of the sediments northwards. 
The volume of nourishment is such that the equilibrium profile has a closure depth 
between the coastline and the submerged barrier, producing a maximum shoreline 
advancement of about 30 metres from the. 

Figure 4 shows the beach of Lido di Dante after the above intervention was 
carried out. Before the intervention the shoreline was just at the toe of the house. 

2.2 Marche 

Since 1982-83, in alternative to breakwaters of the emerging type or rubble- 
mound seawalls, a series of defence interventions were performed in the Marche 
region. Submerged barriers with nourishment were used for low coasts while those 
without nourishment were used for rocky coasts [Fiorenzuola (PS), Sirolo and 
Numana (AN)]. In some cases (Pesaro, Fano, Montemarciano) the typology was the 
same as in Emilia Romagna with sand-bag barriers or Longard tube barriers. In other 
cases, south of Ancona, the first submerged barriers in natural rock were used, both 
as breakwaters and as a defence at the foot of the nourishment. Figure 5 shows an 
intervention at Grottammare; the characteristics of a submerged barrier can be seen 
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with a crown width of 3.00 m and a submergence of 0.90 m. The barriers have gaps 
of 30 m and link two stretches of emerged breakwater barriers. 

The drawbacks of these first submerged barriers are the following: 
- heavy erosion in the gaps and in the terminal head arising from strong return 

currents; 
- scouring effects at shore-side foot of the barriers; 
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Fig. 4 - Lido di Dante after intervention. 
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Fig. 5 - Protective system at Grottammare (AP, Marche) 
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- rock displacement due also to an imperfect execution when building the barriers, 
since it is difficult to place rocks in cloudy water; 

- high submergence particularly stressed during Southeast sea-storms characterized 
by a remarkable rising of the average sea level. This produces an insufficient 
dissipation of wave energy. 

The second generation of submerged barriers carried out in the Marche region 
have a considerably wider transversal section. This was done by increasing the crown 
width to 10-12 m, by lowering the submergence to -0.5 m and by increasing the slope 
of both barriers sides (see Fig. 6). 

The gaps between the barriers are covered with a quarry run mattres in order 
to extend the base of the foundation between one gap and the next. 

Second generation submerged barriers were used in place of emerging 
breakwaters or along stretches of the coast subjected to new erosion, without 
nourishment (see Fig. 7 on the intervention in Montemarciano (AN)). These 
replacements were carried out with the aim of improving the quality of the water and 
the sediments. 

When emerging barriers are placed close to the shoreline, an insufficient water 
circulation is created which leads to the formation of slimy and annoying deposits of 
material for bathers. 

In Montemarciano, the submerged barriers defend the facing coast. These 
barriers have been subjected to displacement of the stones along the slopes facing the 
shore and sea. The erosive process moves down drift (see Fig. 8), similarly to what 
happens with the emerging barriers. 

Bathymetric measurements carried out at different intervals, show the 
formation of scouring effects both offshore and inshore of the structures and in 
proximity of the head of the extreme segments. 

In Senigallia, the substitution of emerging barriers with submerged ones has 
lead to the disappearance of sand "tombolo" and subsequent withdrawal of the 
shoreline by 20-30 metres (see Fig. 9). 

Longard tubes and sand-bag barriers have not been used anymore in the 
Marche. The negative results of these typologies were seen in those beaches with a 
steep bed slope. 

2.3 Veneto 

In interventions regarding the defence of Venetian beaches which began in the 
60's, the structures used were mainly groins with rigid seawall. Breakwaters of the 
emerging type were used only in a small stretch off the coast of Jesolo. 

On the coast of Caorle (1985), submerged barriers in Longard tubes or sand- 
bags were experimented to create a protective nourishment. 

At present, a project predisposed by the Consorzio Venezia Nuova is 
underway for interventions regarding the defence of the Cavallino and Pellestrina 
shores situated in the stretch of coast which separates the lagoon of Venice from the 
sea. The work which has been underway since 1995, foresees the construction of an 
artificial beach contained inside areas delimited by lateral groins, in part submerged 
and in part emerging, and by a submerged structure which connects these groins. 
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Fig. 8 - Down drift erosion of the submerged breakwater Marina di Montemarciano. 
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Fig. 9 - Protective system at Senigallia (AN, Marche). 
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Once finished, the artificial beach will stretch for 9 km with an average width 
of 100 metres at the time of sand-filling which should stabilize around 70 metres. 

The main source supplying nourishment sand (12.000.000 m3) has been 
individuated off Malamocco, 20 km from the coast at an average depth of-20 metres. 

The characteristics of the intervention are visible in figures 10, 11 and 12, 

3     The suggested design criterion 

3.1 Relevant components of the dynamics of submerged barriers 

The most important effect of submerged barriers is the depth induced wave 
breaking; even in the absence of breaking relevant effects on wave agitation take 
place. The limited submergence cause the generation of higher harmonics, see Fig. 7, 
and the relevant friction exterted by armour stones in the shallow stream flowing over 
the crests cause significant energy dissipation and modification of wave spectrum. 

The breaking of wave over the crest is the cause of a potentially high wave 
set-up inshore the barrier. Set-up is significantly reduced by gaps in the barrier or at 
the ends of the barrier, but contemporary strong currents are induced through the 
gaps, where the bed must be adequately protected. 

The mutual effects of energy dissipation by breaking and by friction must be 
adequately balanced because while they cooperate in reducing wave energy, they act 
in an opposite direction on wave set-up and currents, which are recognized as 
negative effects of the barriers. 

3.2 Criterion For Global Retaining Efficiency 

As a consequence of turbulence induced by breakers, the resuspension 
capacity of waves just inshore of the barriers is greater than for normal waves of the 
same height. Therefore, if sand is transported from the shore to the barrier, it will 
probably be resuspended and transported out of the barrier. 

In order to be retained, sand should not reach the barrier, i.e. the reduction of 
wave height on the barrier should be strong enough to ensure the formation inshore of 
the barrier itself of a beach profile down to its closure depth. 

Wave transmission is evaluated by formulae or experiments. Approximately 
Hst = sc (Hst= transmitted wave;        sc = barrier submergence). 

Transmission coefficient depends on scaled values of: 
• barrier submergence 
• crest-berm width 
• stone size 
• wave steepness 

Closure depth (hc) for sandy beaches is evaluated by formulae or, 
approximately, as hc = 2Hst. On gravel beaches a no movement condition at the foot 
of the inshore barrier can be imposed. The equilibrium beach profile is evaluated 
according to Dean 2/3 power relation. The turbulence decay area of the breaker can 
be approximately evaluated as Wh. 
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Fig. 11 - Pellestrina litoral before the works. 

Fig. 12 - Pellestrina litoral after the interventions. 
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High water conditions are obviously the most severe for the beach stability; 
since hc = 2sc, a sea level rise cause an almost double increase of closure depth and an 
almost equal lowering of the closure point. 

3.3 Most frequently used formulae 

The Goda-Seelig (SPM), (Goda, 1985) and Van der Meer & Daemen (1994) 
formulae are most frequently used to calculate the wave transmission from the barrier. 

For the closure depth of the equilibrium beach profile, Hallermeir's (1980, 
1981) formula is used for sandy sediments. 

For gravel beaches a modified Shield criterion is used in combination with a 
friction formula returning shear velocity from the orbital wave velocity at the bed. 

For the armour stones stability Van der Meer (1993), Vidal (1995) and other 
formulae are normally used. 

4 Open problems 

The development of currents induced by the barrier is a 3-D complicated 
phenomenon, since the limited size of the barrier make the use of a mild slope 
approximation questionable. As a consequence the capacity of providing quantitative 
and reliable predictions of sediment transport by rip and longshore currents is limited 
and consequently of erosion in the vicinity of the structure and of effects on the beach. 

Even if barriers made of rocks are stable according to the calculation formulae 
used, their transversal section show changes probably due to sinking of the rocks in 
the sediments of the bottom. This could be due to a probable underestimation of the 
structure-foundation interactions caused by the dynamic actions induced by the 
waves. 

The structural resistance of sand bags showed to be insufficient. Most works 
constructed with this technique were destroyed after few years and in some case the 
remnants could not be found after 8-10 years. 

Some damages to bags are probably caused during construction. During 
lifetime bag are covered with vegetation and mussels, the effects of which is poorly 
known, or abided by sand. 

Finally quite often the sandy bed on which they are posed is ploughed by 
mussels fishers damaging the barrier. 

5 Conclusions 

In order to be efficient sand retaining structures, submerged barriers should 
be: 
• sufficiently high and wide, so that they cause a significant reduction of the 

transmitted wave height and avoid erosion of the bed at their inshore foot: 
sc < h/2 (sc=h/3 at high water level) 
bc < 3h (bc=3h at high water level) 

• sufficiently distant from the shoreline, so that turbulence produced by induced 
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breakers decays before reaching the inner beach. 
Wave transmission and hydraulic stability of their stones are rather well 

known, particularly in the absence of cross-currents. 
The knowledge of barrier behaviour is nevertheless still insufficient regarding 

several aspects: 
• induced set-up and currents influencing sediment transport and water quality; 
• related sediment transport causing littoral sand trapping efficiency or sand losses; 
• local bed erosion at inshore and offshore toe of the barrier and in the gaps; 
• barrier sinking mechanism, which must be controlled in order to preserve barrier 

submergence and efficiency. 
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CHAPTER 183 

Resonant Reflection and Refraction-Diffraction of Surface 
Waves due to Porous Submerged Breakwaters 

Hajime Mase", Akira Kimura2) and Hiroshi Sakakibara3) 

ABSTRACT: A wave equation, taking account of the effects of porous medium, 
is transformed into coupled parabolic equations. It is assumed in the theory that 
the mean water depth and the thickness of porous layer are slowly varying and the 
bottom undulation is rapidly varying compared to the wavelength of surface waves. 
Though we can utilize the Bragg reflection to reduce transmitted waves behind 
breakwaters in one-dimensional case, wave heights behind breakwaters do not 
always decrease due to wave refraction-diffraction in horizontal two-dimensional 
case. By adding a dissipation term to the coupled parabolic equations, we 
can calculate the wave breaking deformation. 

INTRODUCTION 

Porous submerged coastal structures are superior from the view points of seascape, 
water quality conservation, and fishery resources. If artificial reefs for fish habitat, 
consisted of blocks, are arranged to form a suitable bar field, we can expect a function 
of wave control as well as the function of creating fishery resources. Such porous bar 
fields make wave reflection and transmission smaller than those by impermeable bar 
fields. 

Davies and Heathershaw (1984) studied the reflection from sinusoidal undulation 
over a horizontal bottom and derived a solution of reflection coefficient. Mei (1985) 
and Naciri and Mei (1988) developed theories of wave evolution at and close to the 
resonant condition by shore-parallel sinusoidal bars and two-dimensional doubly sinu- 
soidal undulations over a slowly varying topography. Kirby (1986) derived a general 
wave equation which extends the mild slope equation of Berkhoff (1972). These ex- 
isting theories don't take account of the effects of seabed permeability. Izumiya (1990) 
obtained an extended mild slope equation for waves propagating over a permeable 
submerged breakwater. However, since the assumption that the slope of the structure 
is very gentle is employed, the theory cannot be applied to the case of seabed with 
rapidly varying undulations. 

In this study, a wave equation over porous rippled beds (Mase and Takeba, 1994), 
taking into account the effects of porous medium, is transformed into coupled para- 

l)Assoc. Prof., Disaster Prevention Research Institute, Kyoto Univ., Gokasho, Uji, 611, Japan 
2) Prof., Dept. of Social Systems Eng., Tottori Univ., Koyama Minami, Tottori, 680, Japan 
3) Engineer, NEWJEC, 1-20-19 Shimanouchi, Chuo-ku, Osaka, 542, Japan 
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bolic equations of forward- and backward-scattering waves. Numerical calculations 
are carried out to examine wave transformations or the Bragg scattering by a group of 
porous submerged breakwaters over constant and sloping beaches in horizontal two- 
dimension. 

WAVE EQUATION OF ELLIPTIC TYPE 

Mase and Takeba (1994) and Mase et al. (1995) derived a wave equation over 
porous rippled beds: 

V, .(aV^) + afe20-^^(l-7)V, .(8Vhi) = 0 (1) 

where 

a = 5" l cosh2 khs sinh 2kh   1 + —  + y sinh 2khs (cosh 2kh -1) 
4/fcZT I V     sinhlkh )- 

2kh 
+ yz sinh/ kh, sinh 2kh 11 I + y sinh 2khK sinh 2kh 

' s '      sinh2tt '   ' 
1 +    2kH 

sinh2ttj     (2) 

D = cosh khs cosh kh(\ + y tanh khs tanh kh) (3) 

y = n/(T + if) (4) 

(ol - gk s- (5) 
l + ytanhkhtanhkhs 

where 0 is the complex amplitude of velocity potential, 8 is the rapidly varying undu- 
lation, h and hs are slowly varying water depth and thickness of porous layer, Vh is the 
horizontal gradient operator,/is the linearized friction factor, n is the porosity, Tis the 
inertia coefficient, and ft) is the angular frequency. The effects of the porous medium 
are taken into account through the complex wavenumber k given by Eq.(5) and the 
complex coefficients a and y. 

Eq.(l) contains the existing models such as the mild slope equation by Berkhoff 
(1972) and the general wave equation by Kirby (1986), see Mase and Takeba (1994). 

COUPLED PARABOLIC EQUATIONS 

We need the boundary condition along a closed curve surrounded an analytical 
domain to solve Eq.(l) of elliptic type. In problems of predicting wave transforma- 
tions over sloping topography, we cannot set the shoreward boundary condition a priori. 
A parabolic approximation method developed by Radder (1979) is useful for such 
problems. Here, following Kirby (1986), we transform Eq.(l) into coupled parabolic 
equations. 
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Multiplying Eq.(l) by the gravity acceleration g makes the dimension of ag same 
as that of CCg (phase velocity x group velocity). Hereafter, ag and gcosh2 khs ID

2 are 
described as a and jS, respectively. Manipulating Eq.(l) yields 

{a - j3(l - r)8}K + {ax - p{\ - 7)8x}<px + ak2^> + (a<l>y)y - 0(1 - y)(ty), = 0   (6) 

and Eq.(6) is rewritten as 

*„ + v~lvjx + v-lak20 + v-\a<py)y - v^l - r)(<%), = 0 (7) 

where 

v = a-p(l-y)8 (8) 

vx = ax-/5(l-y)8x + 0(kdf 

l + -(l-y)8 + 0(kS)2 v~l = a-x 

a 

Let's introduce the following pseudo-operator: 

H2<l> = k2 '^-^y-^H),-^*,) 

(9) 

(10) 

+ 0(kS)2    (11) 

Treating /i2 to be a numerical value and taking the square root of it gives 

H<j> = k '•^'-^W^W^M' + 0(k5)2     (12) 

Now we express the potential 0 as a sum of the forward-scattered potential, 0+, and 
the backward-scattered potential, 0~, as 

and express their derivatives as 

^ = ^0++F(0+,0-) 

(13) 

(14) 

(15) 

where F(0+, 0 ) is a coupling term, and /J, is a kind of wavenumber. Using Eq.(ll), 
Eq.(7) is expressed as follows: 

^ + y^ + i"20 = O (16) 
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Fir ") is found to be 

by substituting Eqs.(13)~(14) into Eq.(16). The pseudo-operator ^uvcan be given by 

^v = kla - £ (1 - y)s\ + 0(kS)2 

Differentiating Eq.(18) with respect to x yields 

(»v)x = (ka)x-±{kp(l-y)8}x 

(18) 

(19) 

Using Eq.(12) and Eqs.(17) ~ (19), Eqs.(14) and (15) can be expressed as follows: 

*H{i+£(i~r)*k+i?^'> 
^.M-rvM-r) 
2ka     4a (20) 

<t>x = -ik 

2kAa      "\ •' iy\   i 2ka    4a 

The relation between the potential amplitude and the wave amplitude is 

CO 

co 

(21) 

(22) 

(23) 

where k0 is a reference wavenumber. Substituting Eqs.(22) and (23) into Eqs.(20) and 
(21) yields 

2a 2ka 4a 

W-rif.u \ _[M,    P(l-Y)Sxln„-2,knX 
2tov    y,y '     2ka ;K)> +- -K), 2ka 4a 

Be' (24) 
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Bx + 
2a 2ka Aa 

B 

+^LK) -Mzrl(ffl \ =(^k_fcAW      (25) 
2tov    ^       Ika   v   ^    [ 2to 4a 

Eqs.(24) and (25) are the coupied parabolic equations for forward- and backward- 
scattered waves. Detail deviation is seen in Mase et al. (1995). 

BRAGG SCATTERING DUE TO POROUS SUBMERGED BREAKWATERS 

Procedure of numerical calculations 
Eqs.(24) and (25) were finite-differentiated by the Crank-Nicolsen method. The 

procedure of numerical calculations is as follows: 
1) Setting B = 0 in the right hand side of Eq.(24), we calculate Eq.(24) for A in the 

forward direction; 
2) Using the calculated A for the right hand side of Eq.(25), we calculate Eq.(25) for B 

in the backward direction; 
3) Using the calculated B in the previous step, we solve Eq.(24) for A; 
4) Using the calculated A in the previous step, we solve Eq.(25) for B. 
The procedure of 3) and 4) is repeated until getting convergence of the calculated 
results of A and B. A preliminary calculation revealed that four repetition was enough 
to reach the convergence. 

Numerical conditions 
The following conditions were adopted in the numerical calculations: 

1) The analytical domain is 500 m x 500 m; 
2) The model beaches are constant water depth of 8 m, and 1/25 uniform slope; 
3) Impermeable and permeable submerged breakwaters of elliptic shape (see, Mase et 

al., 1995), are installed at the interval of 40 m over constant and sloping beaches; 
4) The height of the breakwaters is changed by 1.5 m and 2.5 m; 
5) Characteristics of porous medium are selected as n - 0.4, r= 1.0, and/= 1.0; 
6) Waves propagate in the direction of x axis. The incident wave amplitude is 1 m, and 

the wave period is changed by 8 s, 10 s, and 12 s. 

Calculated results and discussions 
When the wave period is 10 s, the resonant Bragg reflection condition is satisfied 

in the constant water depth. The calculated results to be shown hereafter are those in 
the case of wave period of 10 s. Figure 1(a) shows the contour of the forward-scattered 
wave amplitude, Fig.1(b) the backward-scattered wave amplitude, and Fig.1(c) the 
total wave amplitude for the case of impermeable submerged breakwaters of which 
height is 2.5 m. It is seen from Fig. 1(a) that the amplitude becomes large behind the 
elliptic breakwaters similar to the case of a large shoal. Fig. 1(b) indicates that the 
breakwaters generate the reflected waves. In Fig. 1(c), the two-dimensional standing 
wave pattern can be seen. 
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Breakwaters over Constant Water Depth 

(Continued) 

The spatial distribution of the wave amplitude along y = 250 m and y - 350 m is 
shown in Fig.2. In an one-dimensional case, we can see that the transmitted waves 
downstream the ripples are reduced by utilizing the Bragg resonant scattering (Mase 
and Takeba, 1994); however, in a two-dimensional case, the wave height behind sub- 
merged breakwaters does not become small. 
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Figure 3 shows the result of the case of permeable breakwaters of 2.5 m in height, 
where the figure (a) is the contour of the forward-scattered wave amplitude, the figure 
(b) the back-scattered wave amplitude, and the figure (c) the total wave amplitude. 
Figure 4 is the spatial change of total wave amplitude along y = 250 m (solid line) and 
y = 350 m (dotted line). Comparing these figures with those of Figs.l and 2, we can 
see that the standing wave pattern and the increase in wave height behind the breakwa- 
ters are weakened due to energy dissipation in the porous medium. 

Within the surf zone, wave energy is dissipated. To include the energy dissipation 
due to wave breaking in the coupled parabolic equations, an energy dissipation term is 
required. Dally et al. (1985) proposed an energy dissipation model which assumed 
that there is a stable wave height after breaking equal to some fraction of the water 
depth and that the rate of energy dissipation in the surf zone is proportional to the 
difference between the actual wave energy flux and the stable wave energy flux, (ECg)s. 
The model is as follows: 

d(ECg) 

dx -W = -j{ECs-(ECsl} (26) 

where E is the wave energy. The stable wave height is given by Hs = yh. In this study, 

500 

0 100 200 300 400 500 
x(m) 

Fig.5 Wave Transformation due to Permeable Submerged 
Breakwaters over Sloping Beach 
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K= 0.15 and y= 0.4 were adopted. And the wave breaking condition of Hb = 0.78ft 
was employed, where wave height H is defined as 2L4I. 

A coefficient of energy dissipation is defined as 

Wr = W/E (27) 

In order to include energy dissipation in the coupled parabolic equations, the term of 
WrA/(2Cg) was added in the left hand side of Eq.(24). 

Figure 5 shows the wave transformation over a uniform sloping beach existing a 
group of permeable submerged breakwaters. Figure 6 shows the spatial distribution of 
wave amplitude along the line of y = 250 m. Wave breaking occurs around x = 300 m, 
and wave begins to decrease and again increases toward the shore. Second wave break- 
ing occurs around x=380m, and wave amplitude continues to decrease. 

CONCLUSIONS 

In order to deal with wave transformations due to permeable submerged breakwa- 
ters, we developed a wave equation of elliptic type taking account of the effects of 
porous medium, and the wave equation was transformed into coupled parabolic equa- 
tions. It was assumed, in the theory, that the mean water depth and the thickness of 
porous layer were slowly varying and the bottom undulation was rapidly varying com- 
pared to the wavelength of surface waves. 

Numerical examples of the Bragg scattering were shown in horizontal two-dimen- 
sional case. Wave amplitudes became large behind a group of submerged breakwaters 
due to the wave refraction-diffraction, even when the resonant Bragg reflection condi- 
tion was satisfied. When the breakwaters were permeable, the standing wave pattern 
and the increase in wave height behind the breakwaters were weakened due to energy 
dissipation in the porous medium. 
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CHAPTER 184 

BEM-FEM COMBINED ANALYSIS OF NONLINEAR 
INTERACTION BETWEEN WAVE AND 

SUBMERGED BREAKWATER 
N.Mizutani1, W.G. McDougal2, A.M. Mostafa3 

ABSTRACT: 
A combined BEM-FEM model has been developed to study the nonlinear dynamic 
interaction between a submerged breakwater and waves. The resistance 
coefficients in the equations of motion inside the porous media have been 
experimentally determined based on measured values of the wave forces on 
spherical armor units in a submerged breakwater. Comparisons of the numerical 
model results with the experimental measurements indicate that this modification 
has improved the model accuracy in simulating the wave deformation and the 
energy dissipation due to a submerged breakwater. Results also show that the 
model gives good estimates for the wave kinematics inside and around the 
breakwater which are necessary to compute the stable armor stone weight. 

INTRODUCTION: 
Submerged breakwaters have several advantages over the conventional surface 
piercing structures including aesthetics, less impact on the near shore water quality 
and ability to trigger early wave breaking. Their use is also recommended on 
recreational beaches to ensure safe conditions. They are usually constructed from 
rubble and may be protected by an armor layer of large stones or concrete blocks. 

Earlier researchers focused on wave deformation and energy dissipation due to 
submerged breakwaters, but less interest was given to their internal properties and 
shape. Driscoll et al. (1992) studied the harmonic generation and transmission past 

1 Assoc. Prof., D.Eng., Dept. of Civil Eng., Nagoya University, Nagoya 464-01, Japan 
2 Prof, Dept. of Civil Eng., Oregon State Univ., Corvallis, OR 97331, USA 
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a submerged impermeable rectangular obstacle. They conducted laboratory 
experiments and compared the results with a linear scattering model and a fully 
nonlinear model. Cruz et al (1992) derived a set of nonlinear vertically integrated 
equations similar to that of Boussinesq to estimate the wave transformations past a 
submerged permeable breakwater. They found that their equations work well in the 
region of cnoidal waves, but the transmitted and the broken wave characteristics 
could not be well predicted. Gu and Wang (1992) linearized the porous flow 
equations inside the submerged breakwater using the equivalent energy principle 
and developed a model based on the Boundary Equation Method (BEM). They 
found that maximum wave energy dissipation can be achieved at practical 
permeability levels. 

Based on modified Navier-Stokes equations, McCorquodale and Hannoura (1978) 
developed the flow equations inside the porous media and applied them to the case 
of rubble mound breakwaters. A mixed numerical model was also developed to 
simulate the wave motion inside rubble mound breakwaters and, hence, check the 
stability of the seaward slope (Hannoura and McCorquodale, 1985). Ohyama and 
Nadaoka (1991) developed an idealized numerical wave tank consisting of sponge 
layer(s) and the non-reflective wave source developed by Brorsen and Larsen 
(1987). They used the BEM and proved that their proposed wave tank is 
applicable for use with irregular and nonlinear wave fields. 

Sakakiyama et al. (1991) developed a porous body model analysis of nonlinear 
wave transformations to study the velocity, pressure fields and free surface 
displacement in and near rubble mound and composite breakwaters. They 
considered the flow to be rotational inside and outside the porous media, but their 
numerical model required a very long CPU run-time. Moreover, in a comparison 
between permeable and impermeable submerged breakwaters, it has been found 
that the wave reduction is slightly affected by the porosity of the breakwater 
(Sakakiyama, 1992). 

For wide crown submerged breakwaters, the flow velocities and the wave field 
behind the breakwater are small and assuming irrotationality of the flow in the 
wave field may be reasonable. This will reduce the computation time and cost. 
Therefore, a hybrid-type numerical model has been developed and used to simulate 
the non-linear dynamic interaction between waves and rectangular permeable 
submerged breakwater considering irrotational flow in the wave field, but 
rotational flow inside the porous media (Mizutani et al., 1995). 

This study has been conducted to develop an accurate numerical model for the 
simulation of the nonlinear dynamic interaction between waves and submerged 
breakwater with irregular cross section. An idealized wave tank, similar to that of 
Ohyama and Nadaoka (1991), has been used to simulate the nonlinear wave field. 
Modified Navier-Stokes equations have been employed to simulate the flow inside 
the porous media (McCorquodale and Hannoura, 1978). The Boundary Element 
Method (BEM) has been used to develop a numerical model for the wave field. 
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The Finite Element Method (FEM), based on the weighted residual technique, has 
been used to solve the flow problem inside the submerged breakwater. The link 
between the two models has been maintained through boundary conditions on the 
interface between the wave and porous media fields. The BEM-FEM model 
computes the wave deformations and the flow inside the submerged breakwater 
simultaneously at each time step in a time marching scheme. 

The resistance coefficients in Navier-Stokes equations have been modified through 
comparison with a Morison type equation for evaluating the wave forces on a 
spherical armor unit. The measured values of the wave forces and velocities in the 
experiments (Mizutani et al., 1994) have been used to estimated the drag and 
inertia coefficients. 

GOVERNING EQUATIONS AND MODEL DEVELOPMENT 

Wave Field 
The flow in the wave field has been assumed to be irrotational and the water is 
considered inviscid and incompressible. The idealised wave tank used in this study 
is shown in Fig. 1 and it is governed by the following Poisson equation (Brorsen 
andLarsen, 1987). 

d2<j)     d24>      , 
dx2 + dz2 ~q 

q*=U*(Z,t)5(X-Xs) 

(1) 

(2) 

where § is the velocity potential; X and Z are the horizontal and vertical 
coordinates, respectively; q* corresponds to the flux density at the wave-making 
source and is zero elsewhere; U* is the flux density at the wave-making source; 8 
is Dirac's delta function and Xs is the X-position of the wave-making source. Eq.l 
is subjected to the following boundary conditions (see Fig.l): 

Ml 

Fig. 1 Wave tank for wave-submerged breakwater dynamic interaction 
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to=n^T (onSf) (3) 

3n~ = 0 (onSB) (4) 

to=Vn (°nSs) (5) 

—+ i(V(|))2+gTi + ^-/^^(t)dX = 0 (onSf) (6) 

^7^(*+N,+/x^dx) (°nS
L)  ^ /gh 

jty L^x..^. fX4^Mu 

/gh 
aX--/MT"(¥ + ^~^^dX) (onSR)    (8) 

Umax = (0.25-0.50) Jf 
"V h 

(9) 

where nz is the directional cosine of the normal outward from the boundary with 
the Z axis; t is time; Vn/m is the porewater velocity normal to the boundary; m is 
the porosity; h is the water depth; and i\ is the water surface elevation above SWL. 
|x is a damping factor which varies linearly inside the sponge layer from zero at the 
beginning of the layer to nmax at the open boundary (see Fig. 1). 

Ohyama and Nadaoka (1991) have found that if the value of the coefficient in Eq.9 
ranges from 0.25 to 0.50 and the sponge layer width is more than one wave length, 
the coefficient of reflection from the sponge layer will be less than 2%. Eq.6 can 
represent the free surface inside and outside the sponge layer since \i - d[\JdX = 0 
outside the layer and, hence, the equation is reduced to the original dynamic 
boundary condition. 

Applying Green's theorem, the integral form of Eq. 1 can be written as follows 
(Brebbia and Walker, 1980): 

«(q)<t>(q) +/.«>§* " f£o)ds +//0 q * G d£2 = 0 (10) 

where a(q)and <)>(q) are the internal boundary angle and velocity potential at point 
(q), respectively; s represents the outer boundary; and G is the Green's function 
defined as: 

G-ln(l/r) + ln(l/R) (11) 

where r is the distance between the point of interest (q) and other domain points 
and R is the distance between the point (q) and the image of other domain points 
considering the seabed as a mirror line. 
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The weighted residual method has been applied to integrate the dynamic boundary 
condition on the free surface using linear elements and weighting factor TU resulting 
in the following integral equation. 

Further details about this method are given in Ohyama and Nadaoka (1991). 

Initial condition: 
The water surface elevation above the SWL, the velocity potential and their time 
derivatives are set to zero at the initial time step of the program (cold start). The 
model ramps up from this condition. Iterations for the location of the nonlinear 
water surface are made at each time step in a time marching scheme. 

Porous Media 
The flow in the porous media is considered to be rotational and the porewater is 
assumed to be incompressible but viscous. The continuity equation and the 
equations of motion (McCorquodale and Hannoura, 1978) for the flow inside the 
porous media are as follows: 

iU + M = 0 03) 
ax   az 
A^+BU^+CW^U   D^J>      U + FUVU2+W2 _Q (]4) 

ot 3X dZ dX 

AM+BU^+CW^+D^ + EW+FWVU
2
+W

2
 =0        (15) 

at 3X dZ dZ 

where 

( 1+- 
A = ^ r_ L      B_c_4_      ry   i    *    4.6i> 

mg ' m2g> Y' gmD
2 

0.79 
gm1/2D ' 

P=p + yZ 

and U,W,P are the horizontal and vertical water particle velocities and the 
porewater pressure, respectively; p is the dynamic porewater pressure; C^ is the 
added mass coefficient; g is the acceleration of gravity; v is the kinematic viscosity 
of water; y is the unit weight of water; and D is the mean particle diameter. 

The porous media equations are subjected to the following boundary conditions: 

P=Ji_!J(£)\v?}-Yz «»s>> <"> 
Vn=(Wcos9±Usin0) (on Ss)    (17) 
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Vs = ^ (°»SS)    (18) 
as 

V„=0 (onSb)    (19) 

where Vs is the water particle velocity in the tangential direction to the boundary 
and 0 is the inclination of the permeable boundary on the X axis. 

The continuity of the normal velocity component (Vn) and the porewater pressure 
have been considered along the surface boundary of the submerged breakwater. 
The tangential component of the water velocity along the breakwater surface has 
been solved using the Finite Difference Method (FDM). 

The FEM in the porous media is based on the weighted residual method. A special 
isoparametric trapezoidal element has been considered for discretization of the 
FEM domain. A four node element for the velocity (u and w) and eight node 
element for the pressure (p) have been employed to solve the problem. Linear 
interpolation and weight functions have been used for the continuity equation but a 
special technique has been applied to the equations of motion (Mizutani et al., 
1995). 

Initial conditions: 
The velocity, pressure and their derivatives have been set to zero at the initial time 
step of the program (cold start) and a time marching scheme has been used to 
compute the flow inside the porous media at subsequent steps. 

BEM-FEM Model Development 
The BEM model for the simulation of the wave motion and the FEM model for 
porous flow have been linked together into one model that computes 
simultaneously the wave deformations outside the breakwater and the porous 
media flow inside the breakwater. The time derivative of any variable aj) at any time 
step (n) in the porous media or the wave field equations is solved using Taylor 
series expansion as follows: 

/fhp\ "    2M) _ /dm 
\dt) At    \dt) 

n-l (20) 

The nodes along the surface boundary of the breakwater and the water surface are 
located at spacing less than L/20 (where L is the wave length). The location of the 
FEM nodes are selected to be the same as that of the BEM along the interface 
between the breakwater and the wave domain. The time step of the model is 
initially selected to be T/24 and then the results are compared to the experimental 
results. If the difference between the numerical and experimental results is more 
than an accepted tolerance, smaller time steps are selected. It has been found that 
time increments less than T/24 may be needed for steep waves. 
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PHYSICAL MODEL 
Submerged breakwater experiments were conducted in the coastal engineering 
laboratory at Nagoya University. These experiments measured the wave forces on 
spherical armor units (Fx and Fz), wave deformations and the water velocity 
around the surface of the breakwater. The submerged breakwater was constructed 
of spherical glass balls 3.0 cm in diameter and placed in a wave tank of 25.0 m long 
and 0.70 m wide. The breakwater had a crown width of 220 cm, height of 21 cm, 
and the seaward face had a slope of 3.2 (horizontal) : 1 (vertical). The balls were 
arranged to produce the maximum densely packed arrangement and their 
computed corresponding porosity was 26%. Two possible positions were 
considered for the spheres, namely, embedded and non-embedded positions 
(Mizutani et al., 1992). The experiments were conducted in a water depth of 28.0 
cm so that the still water depth over the crown was 7.0 cm. Wave heights (Ff) of 
3.0, 5.0, 7.0 and 10.0 cm and wave periods (T) of 1.0, 1.40 and 1.80 sec were 
examined. Records were sampled for one minute at a rate of 50 hz. 

It was observed that the waves pass over the breakwater without breaking for 
wave heights 3.0 and 5.0 cm, but break for larger heights. Studies were formerly 
conducted to estimate the wave forces on armor units over a submerged 
breakwater and proved that the dimensionless non-breaking wave force, 
normalised by the wave height, on the armor is higher than the breaking one 
(Mizutani et al., 1992). Therefore, the non-breaking wave conditions will only be 
used for comparison and discussions in this study. 

ESTIMATION OF WAVE FORCES 
Standard Morison type equations have been found to be generally applicable to 
estimate the horizontal wave forces on the spherical armor units of submerged 
breakwaters (Rufin et al., 1996). However, in this study, the wave force has been 
considered to be composed of three components as follows: 

Fx = iCwxpjtD3^ + icDXipJtD2ur7ur
2+wr

2 + 3CDX2pvJtDur <21> 

By applying Eq.21, the horizontal wave force acting on a small element of a 
homogeneous porous submerged breakwater can be written as follows: 

c ,,~      dur     i_ . r-~ Y    /-      3PvS (22) Fx = pVCMX-^- + jCnXl pAxUr Juf + Wj?   + CDX2 ~^~Ur 

where ur and wr are the porewater velocity components in the horizontal and 
vertical directions, respectively; S is the surface area of the armor unit affected by 
friction with the flow; p is the porewater density; C^. is the coefficient of mass; 
and CDX1 and CDX2 are the drag coefficients in the X direction. A^ is the projected 
area of the armor unit in the X direction and V is its volume. This form of the 
Morison equation includes the common inertia and quadratic drag terms but also 
has a linear drag term. This linear term is analogous to Darcy flow in groundwater. 
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To solve the modified Morison equation, the porewater velocities (ur , wr), V, S 
and \ have been expressed as follows and inserted into Eq.22. 

(23) 

(24) 

(25) 

(26) 

where AX, AZ are the horizontal and vertical dimensions of the computational unit, 
respectively. Therefore, Eq.22 can be now expressed in terms of the flow 
parameters inside the porous media and the computational unit size as follows: 

Fx - p^CMxf AXAZ + iCox^liVlFTw^Z + CDX2^U   (27) 

Furthermore, the force per unit weight of the porewater (fx) can be expressed as 
follows: 

fx = ii^CMxf + Cpxi
3

(1-m)uTu^W^AZ + 3C^u (28a) 
gm2 dt       2m3gAX gmdD 

, = mAXAZ (28b) 
S 

By comparing Eq.28 with the horizontal equation of motion in the porous media 
(Eq.14), the coefficients E and F are now modified and can be expressed as 
follows: 

E = 3CDx2V (29a) 
gmdD 

F = Cpxi(l-m) (29b) 
2m3gAX 

The size of the computation unit should be selected such that the side length is not 
less than D and, therefore, the value of AX = AZ = D has been used in Eq.29 to 
compute the resistance coefficients as shown in Eq.30. Consequently, the 
coefficients C,^, CDX1 and CDX2 should be first estimated in order to be able to use 
the modified equations of motion. 

E = 6(l-m)CDX2V (30a) 
gm2D2 

F = Cpxi(l-m) (30b) 
2m3 gD 
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ESTIMATION OF THE RESISTANCE COEFFICIENTS 
Using the experimentally measured values of the wave forces and water velocities, 
the values of the coefficients (C^ , CuX1 and Cp^J have been estimated for the 
previously described wave conditions by means of the least square technique 
applied to Eq.21. The corresponding values of these coefficients for the case of 
non-embedded spheres have been plotted against, the Keulegan-Carpenter number, 
KCX in Figs. 2-4. The KCX number is UmT/D where Um is the maximum horizontal 
porewater velocity. Also shown are the data for the case of isolated spheres by 
Iwata and Mizutani (1989). 
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It is clear in Fig.2 that the value of C^ is almost constant and independent of KCX. 
Also, the values for isolated spheres and armor spheres are very similar. The value 
of C,^ has been estimated to be 0.96 (0^= -0.04) by taking the average over all 
computed values. This value has been used in the numerical model for comparison 
with the experiment. 

The value of CDX1 ranges from 0.20 to 0.60 and is only weakly dependent upon 
KCX as shown in Fig.3. The values of CDX1 for isolated spheres are generally higher 
than that for the armor units of a submerged breakwater. It is worth mentioning 
that the coefficient of drag CDX, , formerly estimated by a standard Morison type 
equation and neglecting the linear friction term, experienced large scatter at small 
values of KCX (Rufrn et'al., 1996). It has been estimated that CDX1 = 0.45 for use in 
the numerical model computations by taking the average over all the computed 
values. 

The experimental results for CDX2 show large scatter, especially at large KCX. The 
range is from a minimum of near zero for low KCX to a maximum near to 200 for 
high KCX. However, it has been found that the relative importance of the linear 
friction term including the drag coefficient CDX2 is very small at values of KCX > 10, 
where flow separation occurs. Its effect is only considerable at low values of KCX. 
Therefore, a value of CDX2=25.0 has been estimated for use in the numerical model 
by considering the average of its computed values for the range of KCX<10.0. 

RESULTS AND DISCUSSIONS 
The BEM-FEM model, employing modified resistance coefficients and their 
experimentally estimated values, has been used to model waves over a submerged 
breakwater. The comparisons with experimental results confirm the importance of 
the modified coefficients. 

A velocity vector diagram and the wave profile along the wave tank at t/T=5.0 are 
shown in Fig. 5. It is obvious that the water flows into the breakwater at the 
locations of the wave crests and flows out of it at locations of the wave trough. 
The areas over the leading edge of the crown and on the offshore slope have higher 
velocities than the other locations inside the breakwater. There is a rapid change in 
the free surface as the waves encounter the structure. 

1CM/S 

Fig.5 Wave deformation around and water velocity inside the breakwater at 
t/T=5.0 (h/gT2 = 0.029,H/h = 0.11) 
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The computed and measured water surface levels over the crown of the 
breakwater at X/L=0.30 and X/L=0.50 for a wave height (H) 3.0 cm and period 
(T) 1.40 sec are plotted in Fig.6. The BEM-FEM model agrees well with the 
measured water levels along the crown of the submerged breakwater. The waves 
are very nonlinear and asymmetric. Computations have also been conducted to 
evaluate the average wave setup (fj) at X/L=0.30 and 0.50 over the crown. It is 
obvious that the differences between the BEM-FEM model results and the 
experiment are small (Fig.6). 

Fig.6a Free surface elevation at X/L=0.30 over the crown 
(h/gT2 =0.015, H/h = 0.11) 

Fig.6b Free surface elevation at X/L=0.50 over the crown 
(h/gT2=0.015,H/h = 0.11) 

The value of rin^ along the wave tank has been used to represent the wave energy 
and comparison has been made between its measured and computed values along 
the wave tank (Fig.7). The measured and computed values are in good agreement. 
A partial standing wave is formed offshore of the breakwater and nonlinear wave 
damping occurs across the crown leading to a small transmitted wave to the lee 
side. 
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Fig .7 water level variation along the wave tank (h/gT2 =0.015, H/h = 0.11) 

The computed and measured values for the maximum water particle velocity 
components (Um and W^ along the crown of the breakwater are shown in Fig.8. 
While Um has been used to denote the maximum horizontal porewater velocity 
over the crown, Wm has been used to express the maximum vertical seepage 
velocity along it. The results are compared for a wave height (H) of 3.0 cm and 
period (T) of 1.0 sec. It can be observed that the numerical model results agree 
qualitatively well with the experimental ones. However, the values computed by 
the numerical model seem to be higher than that in the experiment. The velocities 
have been measured in the experiment at a small distance over the crown but, in 
the BEM-FEM model, the velocities have been computed exactly on the crown 
surface. It has been found that the locations of the maximum horizontal and 
vertical velocities are located at the offshore crown corner of the breakwater. This 
is in agreement with earlier investigations that have also proved experimentally that 
the point of maximum wave force is at the same location (Mizutani et al., 1992). 
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CONCLUSIONS AND PERSPECTIVES 
1) A numerical model is presented which simulates the nonlinear interaction between 

free surface waves and a submerged permeable breakwater. Modified resistance 
coefficients have been developed from experimental measurements and improved 
the results of the BEM-FEM model. 

2) The model accurately predicts the partial standing wave that is formed offshore 
of the breakwater and the damping which occurs along it causing a small wave to 
be transmitted to the lee of the breakwater. The model can accurately estimate 
the transmitted wave height resulting from the combined effects of reflection, 
shoaling and dissipation. 

3) The numerical model has been shown to compute with good accuracy the wave 
kinematics inside and around the submerged breakwater. Therefore, this model 
can be used further for studying the stability of the armor of the breakwater. 

4) The point of maximum velocity along the submerged breakwater is at the 
offshore corner of the crown for all wave conditions tested in this study. As a 
result, the location of the maximum wave forces on the armor units is also at the 
offshore crown corner. 

5) The model may be used to optimize the submerged breakwater shape, size and 
properties for site specific design requirements. 
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CHAPTER 185 

Regulation of Nearshore Circulation 
by Submerged Breakwater for Shore Protection 

Hisamichi Nobuoka1, Isao Irie2, Hajime Kato1 and Nobuo Mimura1 

Abstract 

A submerged breakwater induces a circulation with onshore currents 
over the structure and offshore currents through gaps, resulting in sediment 
loss to the offshore region. A new submerged breakwater with inclined 
multiple blades is tested by laboratory experiments and numerical simulations. 
This breakwater can generate offshore currents over the structure and onshore 
currents through gaps suggesting onshore sediment supply. 

1. Introduction 

Submerged breakwaters and artificial reefs have been widely 
constructed to prevent coastal erosion without spoiling landscapes of coast. 
However, wave set-up induced in the onshore area of the structure by wave 
breaking often generates strong nearshore circulation. The directions of 
cross-shore currents of the circulation are onshore above the structures and 
offshore in their gaps (Figure l(a))(Browder, 1996; Uda, 1987). 

These currents reduce the efficiency of shore protection, since the 
current crossing over the structure does not bring sediment onshore, while the 
offshore current takes sediment away to the offshore. If an opposite pattern of 
circulation, in which the direction of flow is onshore in the gaps of the 
structures (Figure 1(b)), can be formed, sediment will be supplied from 
offshore to onshore. In order to generate such current, it is need to develop a 
structure which dose not induce wave set-up in the onshore area. Authors 
have proposed such structures (e.g. Irie 1991). 

This study aims at finding a technical solution which can meet the 
above requirement to control current's direction. To this end, a new 

1 Dept. of Urban and Civil Eng., Faculty of Eng., Ibaraki University Nakanarusawa, Hitachi, 
Ibaraki, 316, Japan 

2 Dept. of Civil Eng. Faculty of Eng., Kyushu University, Hakozaki, Fukuoka, 812, Japan 
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submerged breakwater with multiple inclined blades shown in Figure 2 is 
proposed. 

In the study, experiments were performed to measure the wave set-up 
and patterns of the induced circulation around a structure in a wave flume 
and a wave basin. Numerical calculations using a two-dimensional model 
were also performed to simulate the nearshore currents around a structure. 
Finally, the functional capacity of these structures for shore protection was 
evaluated on the basis of the numerical simulation. 

(a) (b) 

Figure 1 Patterns of nearshore circulation 

Figure 2   Sketch of a new submerged breakwater 
with multiple inclined blades 
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2. Methods of Experiments for Wave Set-up and Currents 

Experiments were performed to examine the distributions of wave 
height and wave set-up and set-down around breakwaters under the 
condition of the uniform water depth(h=0.35m) in a wave flume whose length, 
width and height were 35m, 0.3m and 0.5m respectively. The structures 
examined were an artificial reef and four types of new submerged 
breakwaters with multiple blades; a type of blades was upright, and the 
others were inclined offshore as shown in Figure 3. The angle of blades was 
15°, 30° and 45°. The height(D), spacing of the blades(B) and total length of 
the body(WT) was 0.5h, 2.Oh and 6.Oh respectively. Each structure was set in 
the flume at the point of 12m onshore from the wave maker. In each case, the 
condition of incident waves was 6.0cm in height, and 1.02, 1.27 and 1.83s in 
period. Fluctuations of water surface were measured around the structure at 
intervals of 7cm, i.e. 0.2h. 

wave AZ 
Hib \7 

„WT... 

-> 
X 

Dl 

v N—/ 

Figure 3   Scale of multiple blades 

Another experiments were performed to measure currents around the 
breakwaters in a wave basin with a uniform water depth(h=0.1m). The basin 
was 246cm long, 170cm wide and 30cm high, and was equipped with a wave 
maker, wave absorber and filter as shown in Figure 4. In the experiments, 
models of detached breakwater (20cmx60cm), artificial reef (60cmx60cm, 
6.5cm high) and multiple blades (60cmx60cm, 6.5cm high, 9= 30°, B=2.0h) 
were set in the center of the wave basin. The conditions of incident wave were 
1.7cm in height and 1.1 and 0.76s in period. 

To measure the patterns of currents, floats having a diameter of 1cm 
were used. The weight of the floats was adjusted so that they stayed in the 
surface layer and bottom layer respectively. The movement of the floats was 
recorded by a video camera, and traced at an interval of 5 or 20s. 
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(cm) 

Figure 4   Experimental wave basin 

3. Wave Set-up and Set-down Around the Multiple Inclined Blades 

Figure 5 shows the distributions of wave heights and mean water 
level around the artificial reef (a) and multiple blades inclined by 30° (b). 

In the case of artificial reef, wave transmission coefficient is 
approximately 40% and standing waves is observed in the offshore side. On 
the other hand, for the multiple blades, the transmission coefficient is 
approximately 70% and no standing waves form. The coefficient changed from 
60 to 70% with blade slant angle and wave period. 

It was found by observation of the water motion that strong wave 
breaking occurred on the reef. On the other hand, at the top of the multiple 
blades, large eddies occurred. It can be concluded that the decreases in wave 
height were caused by wave breaking and reflection for artificial reef and 
eddy formation for multiple blades. 

Regarding the mean water level distributions, wave set-up occurred in 
the onshore area in the case of reef. While, for the case of multiple blades, the 
mean water level decreased gradually in the onshore direction. Wave set- 
down occurred in the onshore area. 

For all cases of blade's slope type and wave conditions, the mean water 
level is rather constant except just above the breakwater. Figure 6(a) shows 
the difference between the mean water levels of offshore and onshore sides 
around the five structures, respectively. Since the water depth is constant, it 
was taken as the reference level. The distribution of mean water level around 
the structure varies systematically depending on structure's type and the 
slope of the inclined blades. In the case of the reef, wave set-up occur in the 
onshore area. For the breakwaters with blades, the larger is the blade slope, 
the lower is the wave set-up in the onshore area. Even wave set-down takes 
place for the blade slopes of 30° and 45°. 
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Figure 5 Distribution of wave height and mean water level 
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Figure 6(a)    Difference in mean water level around the structure 

The results of the cases with different wave periods are shown in 
Figure 6(b). The horizontal axis is a wave period and the vertical the 
difference in mean water level. The same tendency as mentioned above was 
obtained; when the slant of blades is large, the wave set-down is also large. 
This tendency becomes more profound as the wave period becomes large. 
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Figure6 (b) Difference of mean water level in all the case of multiple blades 

4. Experimental Results on Nearshore Currents 

Figure 7 (a),(b),(c) show the currents at surface layer around the 
detached breakwater, the reef and multiple blades inclined by 30°. The wave 
conditions are H=1.7cm and T=l.ls. Filled dots in the figure indicate the 
location of floats at an interval of 5 or 20 seconds and the square in the center 
of figure shows the corresponding structure. 

Around the detached breakwater (Figure 7(a)), the flow is so weak that 
a circulation is not very clear. At the side of the structure, onshore and 
offshore currents occur near the structure and far away from the structure. 

For the case of the artificial reef (Figure 7(b)), a clear circulation is 
formed around the reef, in which currents flow in the onshore and offshore 
directions above the structure and on it's both sides, respectively. The 
directions of the circulation at the bottom layer were same as that of the 
surface layer. 

A completely opposite pattern of circulation is generated for the case of 
breakwater with inclined blades by 30° as shown in Figure 7(c); the current 
flows to the shore through the gaps, and juts out over the blades. In the 
bottom layer except above the structure, the flow is very weak and goes 
toward onshore. The case with different wave condition, which is 0.76s in 
wave period, is shown in Figure 7(d). Though a pattern of circulation around 
the multiple blades was not so clear, the pattern of currents was same as that 
in the case of wave period which was 1.1s. 
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Figure 7 Nearshore currents around the structure (experiment) 

5.    Evaluation of Functional Capacity of Currents for Shore 
Protection 

In order to study the currents around the submerged breakwaters in 
detail, a numerical model was developed. 

5-1. Government Equation 
Equations of conservation of mass and momentum (1), (2) and (3) for 

nearshore currents were used, with two additional terms to express special 
conditions imposed by the existence of the breakwater. 
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where, u, v are x and y components of the velocity, v mean water level, Fx, 
Fy bottom friction, Mx, My horizontal mixing terms, and Sx, Sy radiation 
stress term. The bottom friction was formulated according to Longuet- 
Higgins(1970) with the Manning roughness coefficient being 0.013[m-1/3s]. 
These equations were calculated by ADI method. 

5-2. Special Term 
The one of special terms is needed to express the onshore momentum 

transport due to strong wave breaking above the reef. If this effect is not 
introduced, the reproduction of the flow is insufficient (Sasaki, 1990). In this 
study, this phenomenon was expressed by increasing the gradient of radiation 
stress at onshore side from wave breaking point. 

The other special term is to express the mean resistance force of the 
inclined blades which appears as a residual stress over a period. This mean 
force was caused by the difference in the resistance force between the onshore 
and offshore directions. When the direction of water particle's motion is the 
same as the blade's inclination, the resistance force acting on the water mass 
is weak(Figure 8(a)). On the other hand, when the direction of flow is 
opposite to the blade inclination, the resistance force becomes strong(Figure 
8(b)). Such a mechanism, therefore, can induce the difference of onshore and 
offshore resistance forces in a wave period. Since the offshore resistance force 
is stronger than onshore one, the blades exert offshore force on the water body 
and cause wave set-up on the offshore side. 

wave 

_X -XZ_ V7 

weak resistance 
^W 

strong resistance 

(a) (b) 

Figure 8    Generation of the offshore residual resistance force 

T^TT 
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wave 

area2      areal 

Figure 9 Balance of power around the multiple blades 

It is assumed that the onshore and offshore resistance forces caused by 
blades are proportional to the square of the horizontal velocity of wave motion, 
and act in the direction opposite to the flow above the blades. It is also 
assumed that the resistance force integrated over the period of onshore or 
offshore flow is also proportional to the square of the maximum velocity in the 
corresponding period. The residual resistance force can be, therefore, 
evaluated by the difference in the square of maximum velocity. In this study, 
the horizontal maximum velocity was calculated by second-order stokes wave 
theory. 

The three forces, which are the gradient of hydrostatic pressure, the 
gradient of radiation stress and the resistance force, balance near the 
multiple blades. This relation in area 1 shown Figure 9 can be formulated as 
Equation 4. 

g iv + h 
A??i _     1   AS,, ^ ,2 
—  — ~        ~ "T O aLJZ-i   \ U on (max) 
Ax p    Ax 1 

" 11 of f (max) 
(4) 

The left hand side is the gradient of hydrostatic pressure. The first and the 
second terms in the right hand side are the gradient of the radiation stress in 
the water column on the blades and the mean resistance force in a wave 
period, respectively. Coc is a kind of resistance coefficient and was obtained by 
a least, squares method for the cases of different blades angle. 

Mean water level varied even in the offshore area of the structure, 
which is indicated as area 2 in Figure 9. It is assumed that the resistance 
force also acts this area. The balance of forces in area 2 is, therefore, 
formulated in the same way as Equation (4) using a coefficient of Cp instead 
of Ca, although the water depth is different from the area 1. 

Ca=-0.010x9-0.016 
Cp=-0.013x9-0.022 

(5) 
(6) 

here, the unit of 9 is degree. 
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When the simulation of nearshore currents around the multiple blades 
was performed using the government equations with this resistance term, the 
velocities of flow became too strong. This is because the present model 
includes only the resistance force caused by wave motion, and dose not take 
into account that by the currents. The coefficient of Cy which modify the 
coefficient of Cot, Cp was evaluated so as to reproduced the currents well. 

Opl.2-0.88xT (7) 
where, a range of a wave period, T, is from 0.76s to 1.1s for the water depth of 
0.1m. 

5-3. Results of Simulations for Nearshore Circulation 

Figure 10(a) illustrate the currents around the detached breakwater. 
Very weak circulation flow occurred around the body. 

For the case of artificial reef, a clear circulation was formed as shown in 
Figure 10(b). The direction of circulation is onshore above the structure and 
offshore both sides of structure. 

On the other hand, for the case of multiple blades, a completely opposite 
pattern of circulation was generated as shown in Figure 10(c); the current 
flow to the shore through the gaps, and juts out over the blades. For the case 
with different wave period, the circulation was not much clear, but the same 
pattern appeared ( Figure 10(d) ). 

These results of simulations show fairly good agreement with those 
obtained by experiments. 

-> lOcm/s — lOcmls   _ 

\   \ 

onshore onshore 
0 60cm 

(b) artificial reef (a) detached breakwater 

Figure 10 Nearshore currents around the structure (simulation) 
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Continue Figure 10 

5-4. Functional Capacity of Currents for Shore Protection 

The effect of the induced currents for shore protection is evaluated on 
the basis of the result of the calculation. There are two disputed points; the 
one is wave set-up near shoreline, and the other is currents on the sides of 
breakwater. The examined structures were the detached breakwater, the 
artificial reef and the new submerged breakwater with multiple blades. 

Wave set-up near the shoreline causes shoreline retreat, and the 
difference in wave set-up along the shoreline induces strong longshore 
currents which transport the sediments. 

The wave set-up at line A-A' in Figure 10(d) are showed in Figure 11 
The horizontal axis is long shore distance and the square of the center 
indicates the position of the structure. For the case of reef, highest wave set- 
up appears. On the other hand, for the case of multiple blades and detached 
breakwater, wave set-up was low, and the difference of mean water level in 
longshore direction was small, that indicates the beach would be protected. 

The offshore currents on the side of the structure bring sediment; 
offshore, resulting in shore erosion. The flow rates across the line B-B' in 
Figure 10(d) are indicated in Figure 12. The vertical axis shows the cross- 
shore flow rates; a positive value indicated the onshore flow rates. 

In the cases with detached breakwaters and multiple blades inclined 
by 15°, no or little currents occurred, so there are no bars on the graph. The 
case of artificial reefs shows strong offshore currents. For the case of multiple 
blades, with the blade angle, the onshore currents become stronger. For the 
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case of multiple blades inclined by 45°, most strong onshore currents occur. It 
may be expected that the onshore currents supply sediment onshore. 
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Figure 11 Wave set-up near the shoreline 
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Figure 12    Cross-shore flow rates on the side of structure 
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6. Conclusions 

This study confirmed the principle and effectiveness of a new type of 
breakwater with multiple blades to generate a preferable circulation pattern 
for preventing beach erosion. Three points should be emphasized as the 
conclusions of this study. 

1. Wave set-down occurred in the onshore area of the new submerged 
breakwater with multiple inclined blades in laboratory experiments with 
a two-dimensional wave flume. 

2. The direction of nearshore circulation around the multiple inclined blades 
is offshore above, the structure and onshore on the sides of the structure. 
This pattern of the flows is opposite to that of nearshore circulation 
induced by artificial reefs. 

3. The structure with multiple blades inclined by 45° caused the most 
strong onshore currents on the side of structure, which suggested that 
onshore transport of sediments was expected. 
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CHAPTER 186 

Submerged breakwaters for the defence of the shoreline at Ostia 
Field experiences, comparison 

by 
Ugo Tomasicchio, Member ASCE ' 

Summary 

An important study case with different defence structures and the results of the 
monitoring data of are reported. Field experiences are specially usefull to compare 
two soft structures used to defend the Lido of Ostia, i. e. the coastline of Rome at the 
mouth of river Tevere (Tiber)2 

Introduction 

Erosion phenomena along the almost 7500 km of the Italian coast are widespread 
and certainly have been increasing more and more during the last decades. The main 
causes of this aggravation are the large number of protection works against the 
landslides, the use of material from the river basins for building purposes and the 
construction of reservoirs for water supply. 
Disappearance or reduction of the sandy beaches often determines a too heavy 
damage for the economy related to the tourism. This encorauges the State or the local 
administrations to try to contrast the phenomena. A large number of defence 
interventions has been realized starting since the sixties and their importance and cost 
have been raising through the years. Adopted techniques have been paying an 
increasing attention to the results effectiveness and to the costs benefits optimization. 
For this last evaluation, the enviromental parameters have assumed a big importance. 
In fact, it is clear that every defence intervention in areas which have particular tourist 
attractions can only be directed towards protection and, possibly, improvement of 
these amenities. During the recent years, the deeper attention for the environment has 
induced preference for soft structures like the beach nourishment and the submerged 
breakwaters. Even if the experience from the wide use throughout the sixties to the 

1 Politecnico di Bari, via Re David 200, 70125-Bari, Italy. 
2 Rome was for many centuries the Caput Mundi = Capital of the World (Tiber is the name in latin 
language; in the Roman time usual its pronunciation was Tiver, from wich many scholars consider 
to deduce the common name river). 

2404 



DEFENCE OF THE SHORELINE AT OSTIA 2405 

eighties of the detached emerged breakwaters is only sufficient, this structure resulted 
to be effective for the defence of eroded beaches with a reasonable cost. A detached 
emerged breakwater interrupts the natural sediment longshore transport therefore the 
sand material which is entrapped in the sheltered area is subtracted to the downdrift 
coastline. 
This phenomena, like the domino game, is visible at most of the Italian coasts and has 
given extension of this type of structure to very long coastlines (e.g. the Adriatic 
coastline). 
Of course, their environmental result is not highly appreciated. Infact in addition to an 
incovenience in the sometime wonderful seawiews, the emerged breakwaters have 
often induced a worsening of the water quality in the protected area together with a 
strong and fast erosion phenomena at the openings between the barriers. 
If the second effect, as well known, gives troubles to the swimmers, the first can 
induce the Health Authority to forbid the recreational use of the beach. If we realize 
that, generally, the defence work aim is to preserve the beach for a recreational use, 
the previous discussion shows, ad abundantiam, the unacceptableness of the emerged 
structures. In fact, during the Summer season, the water circulation, which is ensured 
only by the openings, is often unsufficient for a tendentially eutrophic water. These 
are some of the reasons which have driven to the use of soft defence interventions, 
like the combination of a beach nourishment with the submerged breakwaters. 
Sand material which is compatible for a beach nourishment can not easily be found in 
the Italian seas.There fore, the required large volumes of necessary material for a 
beach nourishment are usually taken from quarries whose travel distance from the 
intervention area is giving sometime a too high cost. Use of the quarry must consider 
that the Italian territory is highly used for different purposes and, enviromentally 
speaking, the areas still free of buildings are not less important and sometime they are 
in a preserved zone. On the other hand, the submerged detached breakwaters offer big 
benefits. They can be considered as soft structures; in fact, their enviromental impact 
is soft (nature uses the coral reef) and they offer a low cost and effective defence of 
the beaches. The submerged breakwaters have been recreating sandy beaches which 
were completely lost with only a small negative impact on the adjacent coastaline and, 
more important, without any reduction of the water circulation in the sheltered area 
during the summer. These benefits are attainable under the condition of a careful 
structure design. The design should consider the stability of the rubble mound, the 
trasmission coefficient (which is related to the crest width, its submergence and wave 
climate) and the verification that the residual wave energy is not able to erode further 
the beach. 
Many laboratory tests and field study have been carried out in Italy. The results from 
these studies allowed a verification of the indications published on this subject since 
the seventies and a better calibration of the relationships used for the design. 
Obviously, the field gives the best results for the interpretation of the phenomena and 
the calibration of the interventions. 
The present paper aims to refer about and to discuss one of the most noising Italian 
defence work intervention. In particular, the purpose is to carry out a technical 
economical comparison between two different defence structures (beach nourishment 
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with reef and submerged breakwater) which have been built along two adjacent 
coastlines at Ostia (Roma). Their behaviour we compare. The first is an expensive - 
composite structure (beach nourishment and submerged barrier or reef defending a 3 
km stretch). The second is a submerged rubble mound breakwater defending a 1 km 
long strecth. Results obtained suggest a preference for the second cheaper structure. 

Fig. 1 The site of Lido of Ostia in front ofTirrenian sea 

The littoral of Ostia 

The littoral of Ostia extends itself to South-west and to South-east of the two mouths 
in which the sacred river Tevere forks itself, before flowing into the sea. 
History says that the area around theriver mouth has always been eztending seaward. 
The increment of the distance between the shoreline and the antique port of Ostia, the 
port of Rome at Empire time, was very rapid, causing not few problems to the 
transport from the Africa and Sicily regions of the provisions for the two millions of 
citizens. 
Fig.2 (an old map of year 1680 by Mayer) shows the distance between the ports of 
Traiano and Claudio (Roman Emperors of the first century a.C.) and the sea. It's 
interesting to remember that the Port of Traiano and the next of Claudio were 
interested by silting up, soon after the end of their construction. 
In fig. 3 (Caputo and al., 1992) the shoreline changes among 1873 and 1987 are 
represented.   So, until year 1950, a shoreline advancement of about 2-3 m/y it has 
verified. No more accretion of the land area after 1950, due to the drastic reduction 
of the sediment transport from the river Tevere (use of material from the river basin 
for building purpose and the construction of about 20 reservoirs for water supply). 
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Fig. 2 Coastline as in old Map of Mayer (1680) 
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Fig. 3 Shoreline changes in the last 
century and in the last decades 

Actually the river bed of the 
terminal zone has retreated, on 
the average, of 2 meters and the 
sediment transported by river has 
a very lMe size, not sufficient to 
stay in the inshore zone. 
The result of this new situation 
was the erosion of the beach, in 
theleftofthefig.3. 
In the fig.4 the Lido of Ostia 
from the Nautical Map of 1983 is 
reported; in the same map four 
zones are distinguished (A, B, C, 
D) according to the years of the 
construction of the defence 
structures (the letters from A to 
C indicate the real time sequence 
of the building). 
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ZONE B I1M9 - INI ) 
ZONE C HM2 • IMS > 
ZONE   0  I IN CONSTRUCTION) 

Fig. 4 Shoreline in a map of 1983. The four zones A,B,C,D. 

Fig. 5 In the map of Consiglio Nazionale delle Ricerche, many results of study. 

In the map (fig.5) many results of investigations and studies by National Research 
Council are presented: arrow shows the direction of the net longshore transport, as 
monitored by the sedimentolologist research group. 
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Defence works in two last decades 

To stop the shore erosion and its unacceptable effects, some defence structures were 
built, beginning from the years seventies; in the eighties was an hard structure 
consisted in a few segments of detached emerged rubble mound breakwaters (about 
one meter over the m.s.l.) founded in 2-3 meters depth with the crest 3-5 meters 
width. 
Each one of the four zones (fig. 4) corresponds to a different defence structure used. 
The emerged detached breakwaters are in the zone A. 
That hard structure, being the first structure downdrift to the mouth, was able to 
capture large volume of sediment transported by longshore and to enlarge the beach. 
Such design solution corresponds to the people request of that time. 

PLANIMETRY 

Fig. 6 Aerial photo of zone A and cross section of the emerged segmented breakwater 

Aerial photo (fig.6) shows the increase of land area A with the formation of the 
tombolos. 
This result is good for the defence of the beach from the erosion but is not well 
accepted for the bathing use of the sea water in the tombolo areas. In fact, these areas 
are too receptive to the bacterial colonies, and so they are interdicts to the bathers 
like dangerous for their healthiness. (Italian law permits the water bathing use only if 
the number of the bacteria coli, per liter, is less than 100; for many other national 
laws - as in USA - is 500/liter). Also the emerged rubble mound breakwaters are very 
good sites for the development of the bacterial colonies (expecially in the sea level 
exchange band by tide). 
It's clear that each one structure, going from North to South, has conditioned the 
downside structure behaviour. 
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New design demands. Soft structures for the defence of the zones B and C. 

In the second part of the years '80, the demand of more space for the recreational use 
of the beach increased very fast; moreover, the environmental culture was more 
developed in the people. Consequently, in order to prevent the erosive action of the 
sea in the littoral of Ostia, where the sediment balance is poor, to reduce the impact of 
the works on the environment, to limit the effects on the adjacent beaches, to ensure 
the exchange of protected areas, many technical solutions were investigated. 
Mathematical and physical models were used to study the beach stability and to 
reduce the cost (first and of the maintenance) of the intervention. 
The preference went, not without oppositions, to the soft structures, and mainly to 
the beach nourishment. 
But, where to find the borrow areas for so large volume of suitable sand for an 
artificial beach, both from a quantitative as a qualitative by? 
Many environmental investigations, supported by scientific criteria, were done; the 
search of the suitable sand was very difficult and  the results suggest to take all the 
necessary    materials from the land quarries (that means a greater cost of the 
intervention), relying the artificial beach nourishment and submerged rubble mound (a 
reef), as in fig. 7 for the zone B, 3000 m. long. 
The width of the artificial beach in the design was of 40+90 m. (gravel and gross sand 
nourishment), while the crest of the reef was 15 m wide and 1,5 m deep under m.s.l. 
with the slopes 1/3 seaside and Vr landside on the bottom of about 4 m under m.s.l. 
(quarry stones among 5 and 1000 kg). The reef section hydraulic stability was tested 
in wave flume. 
This solution was the more pleasant to the people of the bathers, but the question 
was: how will the reef be able to reduce significantly the wave energy and to maintain 
sufficiently stable that artificial beach throgh the years? 
Due to the very high cost of the intervention, the Public Administration financed it as 
sperimental project. Obviously a monitoring plan was also financed. 
The construction   was carried out    1989-1991 (not in the Summer season). But, 
already when  the works weere in progress and soon after, a not neglegible erosion 
phenomenon started updrift (see aerial photos Fig. 9). The dimension of erosion 
pointed out the necessity of a periodic maintenance having a too high cost for the 
public administration. 
So, in the 1992   decided to use a different cheaper soft structure to defend the 
neighbour new part of the coast, 700 m. long (zone C in fig. 8.).  Fig. 8 shows also 
the cross section of the submerged breakwater used for the zone C and the aerial 
photos fig. 9 the shoreline exchanges between 1991 and 1995 years. 
The depth of the crest of submerged barrier is this case was lowered only to 0,5 m 
under m.s.l., while the bottom is on 3 m    about. In the zone C no artificial 
nourishment was done. Main reason of this decision was the reduced money 
availability. The first idea was to provide the artificial nourishment of the zone C, if 
necessary, in the future. 
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Fig. 7 Aerial photo of the zone B and cross section of the defence composite structure 
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Fig. 8 Aerial photo of the zone C and cross section of the defence structure 

It can be also observes that between the zones B and C there is a big groyn (the inlet 
of the Canale dei Pescatori) that reduces significantly the sediment transport capacity 
of the natural drift. In spite of this, not few inspectors hoped too much in submerged 
breakwaters defence action. 
Pay attention that we distinguish between submerged barrier, like breakwater, and 
reef; the first is able to reduce significantly the wave energy, the second can not (in 
the submerged breakwaters depth of the crest has to be not large than 50 cm.). 
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Both the defence soft structures used for the zones B and C are able to assure the 
healthiness of waters in the protected areas. 
In fact, thinking that the water transport by sea waves travels in maximum part on 
the surface, it means that a well designed submerged barrier can defend the shoreline 
stability by reducing the highest waves energy and can permit the transmission in 
protected area to the low waves mass transport (low waves and high temperatures 
are characteristic of Summer time in Italy) to assure a well exchange of water 
between offshore and inshore areas (id est the healthiness of recreational bathing 
water). 
But, already at the end of the construction of the submerged rubble mound 
breakwater for the zone C, it was possible to see there a not little shifting of the 
shoreline seaward due to the natural sand capture. 

Monitoring results 

The aerial photos in fig. 10 show the shoreline exchanges of the artificial beach in the 
zone B between the years 1991-1995. 
Cross sections (Figg. 11 and 12) northside and in the middle of the zone B taken in 
the year 1989 (before the works), in the 1992 (one year after the end of the works) 
and in the year 1995. Erosion action by waves is evident; southside is smaller due to 
long groyn (at the inlet of the Canal). 
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Fig. 10 In the aerial photographs the shoreline exchanges among 1985 -1995 years 

The width of the emerged beach northside is reducing almost at the same size of the 
1989; in all cases the erosion action by waves on the artificial beach is very clear both 
landside and seaside the reef. 
As in Dean tests (1995), these results make evident that a similar reef can't defend the 
beach by waves and, also, breaking, does not reduce significantly the energy of waves 
passing in the area, increases the erosion in both sides; so, its presence can be, at the 
limit, dangerous rather than useful. 
Viceversa, for the zone C, the defence utility of the submerged breakwater of the fig. 
8 is demonstrated from the aerial photos in Fig. 10 and from the profiles of the cross 
section of Fig. 13. 
No sand artificial nourishment was done in the zone C, so it's easily understandable 
that the submerged breakwaters can not only defend the coastline but it is able to 
capture the fine sediments by longshore drift and to assure them a dynamic sufficient 
stability. 
These results have been observed also in not few field experiments (as at the mouth of 
Volturno river Napoli, like other example) and in laboratory tests (Chiaia and al., 
1992 ). These results suggested to the public administration to continue in the 
defending of the zone D with the same structure as in zone C (works in progress). 

Costs and benefits, comparison 

First cost of the defence structure of the zone A (segmented detached emerged 
breakwaters) is the same of those of the zones C and D, fig. 9 (continuous submerged 
breakwaters), i.e. about 2 million US dollars/km. 
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Fig. 11 Zawe B - Crow section in the north of zone B. 
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Fig. 12 Zone B - Cross section in the middle of zone B. 
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Fig. 13 Zone C - Cross section in the middle of zone C. 

The barrier of the zone C is long 700 m, that of the zone D 1,300 m. For the 
nourishment of the zone B (3 km long), cubic meters 502,000 of fine sand and 
880,000 of gravel mixed with coarse sand were used; the cross section volume of the 
stone reef in the zone B is very similar to that of the submerged breakwater in the 
zone C. So the first cost of the artificial beach in the zone B (artificial sand 
nourishment and stone reef) is very bigger ( about 6.2 million US dollars/km) that the 
cost of the defence structure ( only a submerged breakwater) in the zone C ( about 2 
million US dollars/km). 
The monitoring control of the works suggests, also, a necessity of about 15,000 
cubic meters/km of sand supply for the maintenance of the artificial beach in the zone 
B; none cost of the maintenance for the beach in the zone C, because there the 
nourishment is natural, i.e. it is due to the capture action of the downdrift sediment by 
the submerged breakwater. Comparison of the above results shows that in both 
cases of the two soft structures used for the zones B and C the principal scope of the 
defence from waves erosion has been obtained, also the healthiness of the bathing 
water was assured; moreover in the zone B a large artificial beach results (in the year 
1995 the width was between 30 and 100 m. in going from north to south), while in 
the zone C the width of the natural beach was smaller (between 15 and 30 m.). It is 
interesting, also, to look at the favorable action of the special shape of the cross 
section of the submerged barrier used (two different steps to reduce the reflection of 
incident waves and, consequently, the energy of the breaking waves at the foot 
seaside of the barrier). Above the costs of both the soft structures are reported with 
the benefits for all the beach of very high tourist interest: the comparison is easy. 
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Fig. 14 Zone B - Before and after the works 
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Fig. 15 Zone C - Before and after the works 

Considerations 

The above experiencies suggest the following considerations: 
a) both the soft structures have a very low environmental impact; 
b) well designed submerged breakwater is able to defend the coastline from erosion 

by seawaves, permits a sufficient water exchange between offshore and inshore 
areas during the summertime, can capture the sediment transport (when it there is) 
for a natural, low price and enough stable sand beach (pay attention that, for the 
Italian seas, the maximum spring-tide is generally about 30 cm); 

c) a reef does not assure the stability of the shoreline and increases the erosion 
landside due to the waves breaking on it (it's too much the energy of the highest 
waves that comes in the landside area); 

d) the costs of construction and maintenance of the defence soft structure, as in the 
example of the zone B, is very high and hardly supportable from the community. 
As benefits, it is a very acceptable soft structure, the area of emerged sand beach is 
large and better responds to the requests of the people for the recreational and 
bathing use. But, really, the defence structure is the coarse sand and gravel 
nourishment, while the effect of the reef is more negative than doubtfull. The 
laboratory tests demonstrate that an increase of the sand and gravel dimensions are 
more usefull to stabilize the beach (Aminti,1987). 

e) use of a submerged breakwater as in zone C and D has to be favourite when you 
want to defend from erosion the shoreline and also to build an artificial beach to 
reduce the sand supply necessity. 

f) In fact, it does not disturb the landscape scenery, permits to preserve the 
healthiness and the bathing use of the water in the protected area, assures a good 
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shoreline stability because it can reduce notably the energy of the highest erosive 
waves. 
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CHAPTER 187 

WAVE TRANSMISSION AT LOW-CRESTED STRUCTURES 

Kees d'Angremond', Jentsje W. Van Der Meer2, Rutger J. De Jong3 

Abstract 

Existing data on wave transmission have been critically examined to obtain a 
homogenous data base. These data have been re-analyzed, and an expression has 
been derived relating the transmission coefficient to structural parameters and wave 
parameters. 

Introduction 

One of the main aims of breakwaters is improving the tranquility in designated 
areas to facilitate cargo handling or to protect natural shorelines. Economic con- 
siderations often indicate that the structural integrity of the breakwater shall be such 
that the structure is able to survive severe weather conditions without major damage. 
The functional requirements, however, do not always require that absolute tranquility 
is maintained under such extreme conditions. Since the volume of material involved 
in the structure (and thereby it's cost) is proportional to the square of it's height, it is 
worthwhile to consider the minimum crest level as carefully as the structural strength 
of the armor layer. Therefore it is necessary to give a good prediction of wave trans- 
mission of low-crested structures. This is the main reason for the continued attention 
for wave transmission at Delft University and Delft Hydraulics. 

1 Delft University of Technology, P.O. Box 5048, 2600 GA Delft, the Netherlands 

2 Delft Hydraulics, P.O.Box 152, 8300 AD Emmeloord, the Netherlands 

3 MSc-Student, Faculty of Civil Engineering, Delft University of Technology, at 
present: Grabowsky and Poort, Consulting Engineers, The Hague, The Netherlands. 
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Run-up. Overtopping and Transmission 

Before analyzing the phenomenon of wave transmission it may be wise to 
define the three related subjects, run-up, overtopping and transmission, since there 
seems to be a lot of misunderstanding about the meaning of these words. 

Wave run-up is the phenomenon that when a wave approaches a sloping face, a 
wave tongue runs up the slope. The tongue reaches a maximum elevation above still 
water level, which is the run-up level. This is thus a vertical distance above the 
momentary sea level. When the crest of the slope is lower than the run-up level, the 
wave tongue will pass over the crest. 

The average quantity of water passing over the crest is called wave transmis- 
sion. It is expressed in m3 per running meter crest per second, and it can therefore be 
compared with the specific discharge per unit width (q) in open channel flow. In case 
the area behind the sloping structure is dry land, the quantity of overtopping mat be 
used to design the capacity of the drainage system. 

In case the area behind the structure is a plane of water, the masses of water 
spilling over the crest from time to time will generate waves in the basin. These 
waves will generally be smaller than the waves at the outside of the structure. The 
ratio between the wave height behind the structure (Ht) and the wave height in front 
of the structure (Hj) is the transmission coefficient Kt. 

The governing parameters related to transmission are: structural geometry, 
permeability, crest freeboard, crest width, surface roughness, water depth and the 
hydraulic parameters wave height and wave period. A definition sketch is given in 
Figure 1. 

H s i ,T p i __B_t H s t , T p t 

Figure 1.  Definition Sketch 

Existing Transmission Formulae 

Two formulae describing wave transmission at low-crested structures have 
already been published by the authors in previous papers. In the first formula, derived 
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by Van der Meer (1990, a and b), the transmission coefficient was related to the crest 
freeboard Rc, divided by the incident significant wave height H^. 

•fC 

K, is limited between 0.8 and 0.1. 

0.46  - 0.3 
H 

Figure 2 shows an indication of the scatter obtained in this way. In particular, it 
is remarkable that the transmission coefficient does not reach the value 1 for rela- 
tively low structures, and that it remains quite above 0 for structures with a consider- 
able relative freeboard. 

u 

° Van der Meer 
v HR 
* Allsop 
o Seellg 
* Daemrlch 0.2rn 
* Ahrens 

-1       -.5        0 .5 1 
Relative crest height Re/Hi 

Figure 2. Wave transmission versus relative crest height R/Hj 

The second formula was derived by Daemen in his Master's thesis (Daemen 
1991) and published by Van der Meer et al (1991). Daemen attributed part of the 
scatter to permeability of the armor layer, specifically for those structures that had a 
crest slightly above MSL. It was concluded that the scatter could be reduced by intro- 
ducing a different dimensionless expression for the freeboard i.e. Rc/Dn50, in which 
Dn50 is the nominal stone diameter of the armor layer. 

Eventually, an expression was developed of the shape: 

R 

in which 

Kt = a 

0.031 

D 

H 

+ to 

0.24 
n50 
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and 

H 
b =  -5.42  s      + 0,0323 

op D 
0.0017   ( B 

D 
0.51 

n50 n50 

Boundaries were set at K, max. = 0.75 and Kt min = 0.075, while the validity of 
the formulae was limited for 1< Hs/DnS0 < 6 and 0.01 < sop <0.05. 

Daemen further noted that the data by Ahrens, based on the behavior of reef- 
type breakwaters were so much different that other formulae were required to de- 
scribe transmission over such structures. A comprehensive analysis of the back- 
ground of the tests by Ahrens justifies the separation of reef type structures from 
regular breakwaters. At the same time, Daemen suggested a modified expression 
valid for reef type breakwaters. The results obtained by Daemen for regular breakwa- 
ters are presented in Figure 3. 

restriction: 1<H1/Dn50<6   and 0.0Ksop<0.05 

*      .2 - 
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O 

a   Van der Mow 
B   Daemrlch 0.2m 
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•   Daemen 
O   Seellg 

V 

HBfflB 
3ffl 

v   $%* + 

Si     J. .   i      1      I      i.i 1    1    1 1    1    1 III! 

.2 A .6 M 
Measured transmission coefficient Kt 

Figure 3. Calculated and measured transmission 
for conventional breakwaters (Daemen) 

Although the result of Daemen looks quite promising considering the scatter, 
there is one obvious disadvantage: the formula is not valid for structures that have no 
characteristic diameter, or that have a low or zero permeability in the region around 
MSL. Examples of such structures are asphalt grouted breakwaters and groynes, 
caisson type breakwaters, and breakwaters with large solid superstructures. It was 
therefore decided to continue the work by Daemen and to try and find an expression 
for the transmission that is primarily based on the outer dimensions of the structure, 
with correction factors for roughness and permeability. Before starting the new 
analysis, it was decided to examine existing data sets critically to obtain a homoge- 
nous data base. 
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Existing Data Sets 

Van der Meer and Daemen both used various sets of data that were gathered 
and published by various researchers. It was mentioned already that the test results by 
Ahrens were omitted by Daemen because of the completely different character of the 
reef type breakwater. The test series by Seelig (1980), Allsop (1983), Daemrich and 
Kahle (1985), Powell and Allsop (1985), Van der Meer (1988) and Daemen (1991) 
that had been used by both, van der Meer and Damen, were studied again for the 
present work, and new data from site specific model investigations by Delft Hydrau- 
lics (mainly carried out in 1993 and 1994) could be added. In these series also imper- 
meable submerged breakwaters were included. 

All data, however, have there specific character. Seelig used waves with an 
extremely large wave steepness of 0.10, which could not be reproduced in other 
laboratories due to wave breaking. Allsop restricted his studies to structures with a 
relatively high crest level. Daemrich and Kale used tetrapods as armor units, instead 
of quarry stone used by many other authors. Probably, the permeability is thus 
slightly larger, which results in a larger transmission. Powell and Allsop carried out 
their tests at extremely shallow water depths. Some of the recent investigations by 
Delft Hydraulics were also on armor layers with Tetrapods and Accropods, with 
consequences for the permeability. All authors are a little ambiguous about the 
definition of the crest level. This may explain systematic deviations between various 
data sets. 

In spite of the inconsistency of the various data sets, all data, except those of 
Ahrens for reef type breakwaters were used. From the data sets, some tests were 
discarded, however, i.e. those sets with extremely steep or breaking waves (sop > 0.6 
and Hsi/h > 0.54). Tests with Rc/Hsi > 2.5 and with Rc/Hsi < -2.5 were considered less 
relevant and therefore not taken into account either. 

The complete set of data used during the present study is compiled in Figure 4, 
which gives the raw relation between Rc/Hsi and K,. 
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Analysis 

The analysis of data was taken up in a similar way as was done originally by 
van der Meer. This resulted in a relation of the form: 

K.  = a —-  + b 
1 H . 

in which 
a       determines the slope of the curve, and appears to be independent of any 

of the parameters considered, and 
b       determines the value of the transmission coefficient K, when the relative 

crest height equals zero. This coefficient appears to be a function of crest 
width and breaker parameter. 

Because of the trend in all data, the coefficient a could be set at -0.4. The 
coefficient b was expected to depend on crest width and breaker parameter £. It was 
attempted to find a dimensionless expression for the crest width by combining it with 
wave height and wave length respectively. Eventually, the best result was obtained by 
the expression 

B     ~0-31 

0.54   ( —) 
H . 

The coefficient 0.54 in this expression could, however, not be considered a real 
constant yet. Because of the similarity between wave transmission and wave run-up, 
it was expected that the Iribarren parameter, E, = tan a I NH/L would play a role. It 
was found that the expression (1 - e " °55) * C, (with C = 0.64) yielded optimum 
results. 

The remaining scatter is due to the influence of the stone size Dn50. This influ- 
ence becomes noticeable for values of Hsi/Dn50 < 2. The influence, however, is two- 
fold and works in different ways, depending on the crest level: small values of H/D 
indicate the presence of relatively large armor stones, which increase the permeability 
and thus increase the transmission by water flowing through the breakwater, but 
which increase the surface roughness at the same time and thus reduce transmission 
by water flowing over the breakwater. There were insufficient data to establish a final 
relation. Therefore, it is suggested to maintain the coefficient 0.64 for the time being. 
The deviation by this choice mainly influences the results for extreme values of Kj 
and thus of Rc/Hsi (see figure 5). 
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Figure 5. Remaining scatter due to armor size 

Conclusions 

In conclusion, the expression proposed for permeable breakwaters is: 

Kt  = 

D       -0.31 
0.4   —--   +   ( —) *   (1 

H . H . 

-0.55 )    *  0.64 

with limits for the value of Kt: 
0.075 < K, < 0.80. 

In a similar way, an expression for impermeable structures was derived: 

Kt = -0.4 +   (• 
H 

*   (1  - e"0'5^)   * 0.80 

with the same limits. 

Measured and calculated results for compared for permeable and impermeable 
structures respectively. The results are presented in Figures 6 and 7. For permeable 
structures, the standard deviation o was 0.060, resulting in a 90% confidence band of 
Kt ±0.10. For impermeable structures, the standard deviation was found to be 0.053, 
with 90% confidence level for Kt ± 0.087. 
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Recommendations 

The main problem in finding a reliable expression for wave transmission is the 
fact that available data do not form a homogenous data base. Model tests have been 
carried out by several different laboratories, where it is not certain that always the 
same definitions have been used. This mainly applies to the crest level. Further, many 
model tests were carried out with emphasis on other aspects of structural behavior. It 
is therefore recommended that special tests be carried out with the main aim to 
establish a homogenous data base for transmission of permeable and non-permeable 
breakwaters. 
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CHAPTER 188 

EFFECT OF SUBMERGED BREAKWATER 
ON PROFILE DEVELOPMENT 

Martin D. Groenewoud1, Jan van de Graaff2, Edward W.M. Claessen3 

and Stephan C. van der Biezen1 

ABSTRACT 
The project "Dynamics of Beaches" is carried out by a network of six European 
Universities within the framework of the Human Capital and Mobility Program of 
the European Union. The aim of the project is to improve the existing knowledge 
on physical processes governing the nearshore zone due to effects of submerged 
breakwaters. Within the project hydrodynamic and morphological experiments 
have been carried out. 
This paper discusses the results of the experiments that took place in a wave flume 
and the large wave basin at Delft University of Technology. The experiments were 
carried out with movable beds and varying wave conditions. 

INTRODUCTION 
Structural erosion and dune erosion during severe storm surges threaten large 
parts of coasts. Proper protection of threatened coasts is often an important aim in 
coastal engineering practice. Apart from this type of protection, sometimes new 
reclaimed areas have to be protected from attacks from the sea. 
Coastal engineers must always select the proper protection method out of the many 
available methods; e.g., beach nourishments, series of groins, series of offshore 
breakwaters, submerged breakwaters, seawalls and revetments. In order to apply a 
specific method its physical effects on the surrounding area should be well known. 

Researcher; Delft University of Technology; Stevinweg 1; 2628 CN Delft; the 
Netherlands 
Senior scientific officer; Delft University of Technology; Stevinweg 1; 2628 CN Delft; 
the Netherlands 
formerly Msc. student DUT 
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One of the promising methods of coastal protection is the use of submerged 
breakwaters. Within the framework of the Human Capital and Mobility program 
of the European Union six universities [Barcelona (Spain), Thessaloniki (Greece), 
Ghent (Belgium), Liverpool (U.K.), Cork (Ireland) and Delft (the Netherlands)] 
work together in solving some of the unknown aspects related to the use of 
submerged breakwaters along sandy coasts. 

The primary aim of this project called "Dynamics of Beaches" 
valuable database which is available for further modelling studies. 

is to obtain a 

In the research program many experiments in wave flumes and wave basins have 
been carried out by the partners with the main emphasis on the effects of a 
submerged breakwater on hydrodynamics. Table 1 gives an overview. 

Laboratory Facility Bottom Waves 
Barcelona Flume Rigid Irregular 
Liverpool Flume Rigid Regular/Irregular 
Cork Basin Rigid Irregular 
Delft Flume Movable Regular/Irregular 
Delft Basin Movable Regular 

Table 1 Overview experiments "Dynamics of Beaches" project. 

This paper discusses the results of the experiments in Delft with main emphasis on 
the wave flume experiments. First a general evaluation of the applicability of 
submerged breakwaters is given. 

OBJECTIVES OF APPLICATION 
The erosion of coasts can often be divided in two types of problems, viz.: 

1 - Structural erosion 
Structural erosion of a stretch of coast means that the stretch loses sediments at a 
regular basis. Typical for structural erosion is the fact that it is an irreversible 
process. In a certain cross-shore profile the amount of sediment diminishes as a 
function of time. Eventually all parts of the profile will suffer from this type of 
erosion. 
Often a gradient in the longshore transport is the cause for this erosion. Fig.l 
shows a simple schematization of the coast. If Sb > Sa then the shoreline will 
retreat. 
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Fig. 1   Longshore sediment transport 

2 - Retreat of coastline during severe storm surges 
A retreat of the (sandy) coast can take place during severe storm surges. Typical 
for this type of erosion is that it is a reversible process. Sediment is lost from the 
upper part of the profile to the shoreface, but will be transported in opposite 
direction again during calm weather conditions. 

The second type of erosion should in principle not be battled by submerged 
breakwaters. During storm surges the combination of wave set-up, wind set-up 
and high (spring)tide leads to a high water level. The height of the submerged 
breakwater relative to water depth will become smaller. The influence of the 
breakwater will decrease at the time its presence is needed mostly. Therefore 
submerged breakwaters are not a proper solution to that kind of problem. It is 
stressed that of course the level of the crest is very important in this case. 

Undesired structural erosion can be battled either by 'hard' or by 'soft' measures. 
'Hard' measures are supposed to interfere with the sediment transports in such a 
way that the erosion is reduced or stopped at all. Well-known examples of such 
methods are: groins, offshore breakwaters, dikes etc. The erosion problem often is 
shifted to the adjacent leeside of the structure, which is a serious disadvantage of 
these types of countermeasures. 
'Soft' measures (e.g. artificial nourishments) can avoid the disadvantage of leeside 
erosion. Nourishments, however, only treat the symptoms of the erosion; no 
permanent solution can be offered by these methods. 

The general desire to solve erosion problems has stimulated the research of more 
structural solutions to the problem. 

One of the promising methods is the use of submerged breakwaters. Basically the 
submerged breakwaters are supposed to reduce the wave heights landward of the 
structure. Because of this the wave-driven longshore current will be reduced. The 
decrease of the wave-driven longshore current will in principle lead to a reduction 
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of the longshore transport capacity. By fine-tuning the dimensions of the 
breakwaters (e.g. crest-height, gap size, orientation etc.) the desired reduction in 
transport capacity can be achieved. In other words, structural erosion can be 
avoided. More detailed descriptions of the effect of offshore breakwaters in 
general can be found elsewhere, e.g.: CUR, 1997; Pilarczyk and Zeidler, 1996. 

The experiments as carried out in the framework of the 'Dynamics of Beaches' 
project are meant to increase the knowledge about the effects of submerged 
breakwaters on hydro- and morphodynamics. 

THE DELFT EXPERIMENTS IN A WAVE FLUME 
Experimental set-up 
Several agreements concerning the experiments were made between the different 
partners of the Dynamics of Beaches project. Wave conditions and breakwater 
layout were in principle defined for a (fictitious) submerged breakwater at scale 
1:1. 

The experiments were carried out in one of the wave flumes of the Laboratory of 
Fluid Mechanics at Delft University of Technology (DUT). The dimensions of the 
wave flume are: length: 32.0 m; width: 0.8 m; height: 1.0 m. 
The wave board is able to generate irregular waves. Because of the dimensions of 
the wave flume it was decided to perform the experiments at scale 1:15. Prototype 
wave conditions and breakwater layout were scaled down. Only the scaled 
parameters of the experiment will be mentioned in this paper. 
The layout of the flume is shown in Fig.2. The layout of the cross-section of the 
submerged breakwater is presented in detail in Fig.3. According to the test 
programme the experiments were done with and without breakwater with a 1 in 15 
slope and a movable bed. The bed consisted of sand with D50 = 95 um (D10 = 76 
um, Dpo = 131 um) which is relatively fine for sand along a beach. The purpose 
of using this type of sand is that the ratio between bed transport and suspension 
transport will be closer to the ratio that would occur if the experiments were 
performed at scale 1:1. 
Because the erosion near the seaward toe of the breakwater was not a research 
topic, the first part of the slope is made out of concrete (see Fig.2). An advantage 
of a concrete slope seaward of the breakwater is that possible amounts of sediment 
transport over the breakwater can be measured very accurately. 

Five different wave conditions with varying wave heights and wave periods (A 
through E, see Table 2) were defined in the Test Definition Report. By means of 
varying wave height and wave period the influence of these parameters on hydro- 
and morphodynamics can be investigated. One wave condition with regular waves 
was added (test F) to the program. In this way a coupling between the results of 
these 2DV tests and the 3D tests with regular waves can be made. 
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Fig.2 Layout experiment (wave flume DUT). 
still water level 

All dimensions are in centimeters 
Fig. 3 Layout of the breakwater in detail. 

Six experiments were carried out without breakwater, each of them with one of 
the predefined wave conditions (A through F). The same strategy was repeated 
with the breakwater present. By using similar conditions for the tests with and 
without breakwater it is possible to make a true comparison between both 
situations. 

Wave condition F/Hs Hs/L0p TP HR h F Hs/Lp 

(irr. waves) (-) (%) (s) (m) (m) (m) (%) 
A 1.00 1.50 2.07 0.10 0.4 0.1 2.61 
B 1.00 2.67 1.55 0.10 0.4 0.1 3.67 
C 1.00 3.84 1.29 0.10 0.4 0.1 4.66 
D 0.75 2.61 1.81 0.133 0.4 0.1 4.06 
E 1.50 2.56 1.29 0.067 0.4 0.1 3.01 

Wave condition F/H H/L0 T H h F H/Lp 

(reg. waves) (-) (%) (s) (m) (m) (m) (%) 
F 1.00 2.67 1.55 0.10 0.4 0.1 3.67 

Table 2 Wave conditions 
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Each experiment lasted for 7.5 hours. The period of 7.5 hours was divided in four 
intervals with durations of respectively 0.5, 1.0, 2.0 and 4.0 hours. 

The following types of measurements were carried out: 
• wave height measurements (electrical resistance method) 
• flow velocity measurements (electromagnetic fluid-velocity meters, (EMS)) 
• sediment concentrations measurements (transverse suction method with intake 

tubes) 
• profile measurements (electronic profile follower) 

The wave height, flow velocity and sediment concentration measurements were 
carried out during the different intervals at specific places (see Fig.4). Profile 
measurements were carried out between these intervals. Some of the results will 
be presented. (For a detailed description of measurements and results reference is 
made to Claessen and Groenewoud, 1995). 

5.25 6.15 7.05 

All dimensions are in meters ggs! = concrete 
IH= sand 
$$$ = stones 

Fig. 4   Cross-section of the flume and measuring positions 

Analysis of results 
As an example some of the results of the experiments with condition D (Hs = 
0.137 m and Tp = 1.81 s) will be presented. 

Profile measurements 
The initial profile has a 1 in 15 slope. This relatively steep profile is far from 
equilibrium. Fast adaptations were therefore expected. After a test duration of 7.5 
hours equilibrium is not yet reached. Aim of the tests was to see at what rate the 
adaptations would take place and what the influence of a submerged breakwater 
under varying wave conditions would be. 
Fig.5 shows as an example the profile development of experiment D without 
breakwater. The other experiments without breakwater showed similar trends in 
profile development; erosion takes place around the shoreline and the sand is 
transported in offshore direction where a bar is formed. The size of the bar 
increases in time; the center of the bar moves seaward. 
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Fig.6 shows the profile development of experiment D with breakwater. Again, 
erosion around the waterline takes place. Part of the sediment settles against the 
breakwater. A bar in between the waterline and the breakwater is also formed. 
Fig.7 compares the profiles after 7.5 hours of both experiments. The scourhole is 
less pronounced in case of the experiment with breakwater. The submerged 
breakwater clearly forms an obstacle for the sediment moving in seaward 
direction. Without the breakwater more sediment has moved in offshore direction. 
Fig.8 shows the sediment transport through the vertical indicated in Fig.7. The 
transport in offshore direction was smallest for the experiment with breakwater. 
Other experiments gave similar results. 

The experiments in the wave flume are strictly 2 dimensional. Therefore the mass 
flux due to (partly) breaking over the submerged breakwater has to return through 
the same cross-sections. 
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Fig. 5   Profile development experiment D without 
breakwater (Hs = 0.137 rn, Tp = 1.81 s) 
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Fig. 8 Comparison transport volumes through vertical (x = 7.05 m) 

Simulation experiments with 2DV model 
The experiments have been simulated with the computer programme Unibest- TC 
(Unibest is a pogram package of Delft Hydraulics). Measured wave heights and 
measured profile development have been compared with calculations. 

Wave heights: measured and calculated 
The   results   of  the   wave   height   measurements   have   been   compared   with 
calculations  executed  with  Unibest-TC.   The  results  of this  comparison  for 
experiment D are shown in Fig.9 and Fig. 10. (In the figures the Hrms have been 
plotted). 
For the situation with breakwater the Unibest-TC model calculates a sudden 
increase in wave height at the position of the breakwater. In reality the wave 
height and wave form will change less instantaneously as the effect of abrupt 
changes in the bottom profile. 
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Profile development: measured and calculated 
Unibest-TC predicts the profile development for the situation without breakwater 
rather well (see Fig. 11). Only the retreat of the waterline is not modelled 
satisfactory. This is due to the fact that the used equations are not valid near the 
waterline. The differences between measured and calculated development become 
larger with the breakwater present (see Fig. 12). The calculated size of the 
scourhole lags behind in comparison to the measured development. Again, the 
retreat of the waterline is not modelled correctly. 

Fig. 9   Comparison measured and calculated wave heights experiment D with 
breakwater (Hs = 0.137 m, Tp - 1.81 s) 
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j -*- Measured Hrms j \   1 
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Fig. 10 Comparison measured and calculated wave heights experiment D with 
breakwater (Hs = 0.137m, Tp = 1.81 s) 
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Fig. 11 Comparison measured and calculated profiles experiment D without 
breakwater (Hs = 0.137 m, T„ = 1.81 s) after 7.5 hours wave action 

Fig. 12 Comparison measured and calculated profiles experiment D with 
breakwater (Hs = 0.137 m, T = 1.81 s) after 7.5 hours wave action 

RESULTS OF THE 2DV MOVABLE BED TESTS IN BRIEF 
In most cases the presence of the breakwater has reduced the sediment transports in 
offshore direction. In some cases there was a small amount of sediment transport 
over the breakwater in offshore direction. This sediment can be considered as lost. 
The breakwater causes much dissipation of wave energy. The wave heights offshore 
have increased due to reflection against the breakwater. 
High sediment concentrations were measured behind the breakwater caused by the 
increased turbulence as effect of wave breaking. 
The experiments showed that with the used variety in wave conditions a change in 
wave height had much stronger effects on morpho- and hydrodynamics than a 
change in wave period. 
The simulations with Unibest-TC showed that the wave height development along 
the profile is predicted quite well. The calculated profile development differed 
considerably from the measurements. 
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It has to be stressed that the experiments in the flume are strictly 2 dimensional. 
Therefore the mass flux in the top of the breaking waves has to return in the same 
cross-section. This also applies for waves breaking over the submerged breakwater. 

3D MOVABLE BED TESTS 
In order to investigate 3D effects near the gaps between submerged breakwaters, or at 
an end of a long submerged barrier, in the wave basin of the Laboratory of Fluid 
Mechanics at the Delft University of Technology a segmented type of submerged 
breakwater was focused upon. Small scale experiments were carried out with regular 
waves. The experiments were carried out in resemblance with experiments in the 
Hydraulics and Maritime Research Center in Cork, Ireland. Both universities used the 
same set-up, except that in Delft a movable bed was applied instead of a concrete 
slope. 

Each experiment starts with the same initial profile, which is steeper than the 
theoretical equilibrium profile, and covers 7.5 hours of wave action. Three different 
mean wave heights H were applied: 0.08 m, 0.10 m and 0.12 m, defined at the seaward 
toe of the breakwater which had a crest submergence of 0.10 m. The mean wave 
period T was kept constant at 1.55 s. The sediment used in the basin was the same as 
used in the wave flume (D50 = 95 urn). 

Experiments were carried out with and without breakwaters. The experiments without 
breakwaters show a slope adjusting offshore sediment transport, transforming the 
initial 1:15 slope into an ogee profile which tends to stability after 7.5 hours of wave 
exposure; a real equilibrium is, however, certainly not reached in 7.5 hours. The 
experiments were interrupted five times for profile monitoring, to visualize the profile 
development in time in five steps. For a wave height of 0.10 m, Fig. 13 shows the final 
situation of the bed without breakwaters. The still water level is set at z = 1.00 m. 

Repeating the tests with submerged breakwaters installed, the most noticeable 
observation is a strong offshore flow through the gaps between the breakwaters, 
apparently compensating for the mass flux over the breakwater crests. Fig. 14 shows 
the final situation of the bed with breakwaters. 

The relatively high offshore velocities in the gaps lead to a profound sediment loss and 
a much larger retreat of the shoreline than observed without breakwaters. The same 
effect was found at Palm Beach, Florida, USA (Browder et al, 1996). In an attempt to 
reduce beach erosion and wave impact on a protective seawall, an experimental 
submerged breakwater of 1,260 m length was installed in a water depth of 
approximately 3 m off the Town of Palm Beach, Florida. The profile data documented 
erosion in the entire monitored area with the greatest erosion landward of the 
submerged breakwater. 
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The current velocities measured relatively close to the bottom support the hypothesis 
that a surplus of water is built up landward of the breakwater. This can be seen from 
Figures 15 and 16. 

Fig. 15 Velocities and directions 
without breakwaters 
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Fig. 16 Velocities and directions 
with breakwaters 

In Figs. 15 and 16 averaged current patterns relatively close to the bottom are given for 
the first 1.5 hours, with and without breakwaters. Although the vectors can only 
provide a rough indication of what the current pattern in the basin will be like, 
intercomparison of these figures clearly shows the influence of the breakwater 
segments. The offshore undertow, uniformly distributed over the width of the basin in 
Fig.15, is channelled towards the gaps between the breakwaters as shown in Fig.16. 

It has to be stressed that a main objective of tests with a movable bed is to achieve a 
reliable data set for verification purposes of mathematical morphological models. This 
comparison has not yet been carried out. 

CONCLUSIONS ON THE 3D MOVABLE BED TESTS 
Submerged breakwaters seem to offer a number of advantages over conventional 
coastal protection structures. However, 3D experiments indicate that one should be 
careful when applying submerged breakwaters with gaps. 2DV experiments often 
stress the reduction of the offshore sediment transport by the breakwater. This seems to 
justify the conclusion that the submerged breakwater creates a perched beach. The 
present 3D results, however, prove that it is important to count for the consequences of 
gaps between the submerged breakwaters. These can lead to unexpected scouring. 

Furthermore, from the 2DV tests it is found that the submerged breakwaters reduce the 
wave heights in the lee. This is in accordance with the 3D results. In the gaps, 
however, the waves can pass and diffract around the ends of the breakwater into the lee 
side of the breakwater. For this reason, the amount of wave energy at the lee side of the 
breakwater becomes larger than indicated by 2DV testing. 
To summarize, introduction of 3D properties such as gaps between breakwaters and 
breakwater endings affect the performance of submerged breakwaters as follows: 
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• the wave energy transmitted to the lee side of the breakwaters is much greater than 
predicted by 2DV testing (Murphy etal., 1996), 

• submerged breakwaters allow a mass transport over the crest. The return flow is 
concentrated in the gaps resulting in local high velocities, 

• although submerged breakwaters create a perched beach in a 2DV situation (an 
infinitely long breakwater), a significant amount of sand is removed from behind 
the structures and transported through the gaps when applying segmented 
breakwaters, 

• the exposure ratio, defined as the ratio of gap width to the sum of the breakwater 
length and gap width, has a significant influence on the morphodynamic processes 
occurring in the nearshore region. 

The equilibrium state was not reached during the present experiments, so the resulting 
profile shape after 7.5 hours of wave exposure is still partly determined by the initial 
steep slope. Therefore, a long term prognosis about the efficiency of segmented 
submerged breakwaters can not be made on basis of the present results. 

OVERALL CONCLUSIONS 
Especially the 3D experiments have shown that one should be careful with applying 
submerged breakwaters. Submerged breakwaters do not seem to be good solutions 
for an arbitrary structural erosion problem. 
The gaps in between of the breakwaters effect the hydro- and morphodynamics very 
strongly. 
Further research is necessary to increase the knowledge about the influence of 
parameters like gap size (exposure ratio). 
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CHAPTER 189 

CAUSE AND CHARACTERISTICS OF IMPACT PRESSURE 
EXERTED BY SPILLING AND PLUNGING BREAKERS ON A 

VERTICAL WALL 

Seyed Ali Azarmsa 1, Takashi Yasuda 2, Hidemi Mutsuda 3 

Abstract 

Detailed measurements of spilling and plunging wave pressures on a vertical 
wall are carried out to identify and compare their characteristics. Kinematical dif- 
ferences between the spilling and plunging breakers enable us to investigate better 
the generation mechanism and characteristics of the impact pressure. Further, 
the reliability of numerically computed breaking wave pressure is investigated 
through the comparisons with the experimental results. It is made clear that the 
impact pressure can be well expressed in terms of internal kinematics of breaking 
waves. 

Introduction 

Impact pressure of breaking waves has been studied by many investigators, 
but for only plunging breakers (e.g. Bagnold, 1939; Kirkgoz, 1982; Chan and 
Melville, 1988; Cooker and Peregrine, 1990; Oumeraci et al., 1992; Hattori et 
al., 1994). Since the impact pressure exerted by a plunging breaker on a vertical 
wall usually takes place near the elevations where air is entrapped, some of the 
investigators related the cause of occurence of the impact pressure to entrapped 
air dynamics, to reduced velocity of sound in a water-air mixture etc. and thus 
much less attention is paid on the role and contribution of the kinematics of water 
particles to the impact pressure. 

Discussing different ideas about the generation mechanism of the impact pres- 
sure, Azarmsa et al., (1996a) made clear that generation of the impact pressure 
is independent of breaker type and showed that even spilling breakers exert the 
impact pressure on a vertical wall. Besides, they made clear that entrapped air 

doctoral Student, Dept. of Civil Engineering, Gifu University, Yanagido 1-1, Gifu, 501-11, 
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does not play any role in generation of the impact pressure, although pressure 
oscillations are linked to entrapped air dynamics. Such conclusions turned our at- 
tention round from the entrapped air dynamics to the kinematics of the breaking 
waves as the key factor in generation of the impact pressure and related problems. 
To understand how the kinematics of breaking waves and the impact pressure are 
related, the internal kinematics of incipient breaking waves were computed nu- 
merically and applied to the calculation of the impact pressure in two different 
ways (Azarmsa et al., 1996a). The results indicated that both the horizontal 
and vertical components of velocity and acceleration of water particles should be 
considered in computations of the impact pressure. 

In this study, spilling and plunging wave pressures exerted on a vertical wall 
are investigated to make clear the common and individual characteristics of the 
impact pressure exerted by these breakers. Moreover, the experimental and nu- 
merical results are compared to investigate the reliability of the vertical distribu- 
tion of the maximum pressure computed on the base of the internal kinematics 
of breaking waves, as suggested by Azarmsa et al., (1996a). Further, since the 
internal kinematics of overturned waves is more critical than that of waves just 
at breaking, our attention is also focused on the pressure exerted by overturned 
waves. The results will be compared with the pressure exerted by waves which 
just break on the wall and the role of entrapped air will be discussed. 

Experiments 

Experiments were conducted in a 54m long, \m wide, and \m deep wave chan- 
nel. A computer-controlled piston-type wave maker was used to generate the 
desired solitary waves. 

Figure 1 shows a view of the wave channel and apparatus used for the exper- 
iments. A reef with the crown height of 9.0 cm was made of stainless steel plates 
and installed in the wave channel to make the generated solitary waves break. The 
dimensionless incident wave heights of generated spilling and plunging breakers 
are respectively {Hi/hi = 0.24) and {Hi/hi = 0.55), where hi = 15cm is wa- 
ter depth in the wave channel. A vertical wall with 60.0 cm height and 2.0 cm 
thickness made of acrylic material was installed on the reef. In order to prevent 
probable vibrations of the vertical wall from transferring to the pressure trans- 
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ducers, the transducers were set not to the acrylic wall but to a rigid steel frame 
which was directly fixed to side walls of the wave channel. An acrylic frame was 
used to hold the transducers in a vertical slit which was already prepared in the 
wall so that the transducers were not in contact with the vertical wall. The small 
space less than 0.1 cm between the acrylic frame and the vertical wall was coated 
by gum tape. 

Pin point pressure transducers with operational capacity of 500 gf/cm2 and 
overload capacity of 120 % were used for pressure measurements. Natural fre- 
quency of the pressure transducers are 10 KHz. Adaptors filled with silicon grease 
were used with the pressure transducers. Each adaptor had a pin hole of only 
0.5 mm in diameter which enabled us to measure pressure very locally. Pressure 
data were recorded and digitized with 20 KHz sampling frequency which was 
adequate for being able to record the peak pressure during the impact and to 
collect sufficient numbers of data around the peak, as the shortest pressure rise 
time was 0.4 rns. 

The spilling and plunging wave pressures were measured in detail at various 
elevations (spaced 5 mm apart, above the wave through level, here S.W.L.) and 
for different wall locations in their breaking zones. Since the breaking point varies 
with the breaker type, we were obliged to locate the wall in two different areas 
on the reef to measure pressure in the breaking zones of the spilling and plunging 
breakers. Hence, for the purpose of comparison, dimensionless relative distance 
of the wall from the breaking point, Sx/hi, is adopted to show the wall location 
in the breaking zone. 

Numerical Simulations 

Fully nonlinear BIM is used to compute the spilling and plunging wave profiles, 
the associated water particle velocities and accelerations, and the exerted pressure 
on a vertical wall installed in their breaking zones. Computations are made for the 
same incident waves and bottom topography used in the experiments. Details of 
the computational approaches, the concepts used for pressure computations and 
the computed free surface profiles of the spilling and plunging breakers (in the 
absence of the wall) at different stages of overturning process are presented in 
previous work of Azarmsa et al. (1996a). 

Figure 2 indicates how the spilling and plunging wave profiles vary during the 
collision with a vertical wall modeled at different locations on the reef. When 
these breakers collide with a vertical wall at a location before the breaking point 
(Fig. 2 (a)), their horizontal momentum smoothly converts, into the vertical 
momentum and as a result, water rises up the wall. For the wall at the breaking 
point (Fig. 2 (b)), the front face of both the breakers converges toward a point 
on the wall. The elevation of the focus of the front face of the plunging breaker 
on the wall is only a little higher than the elevation of the incident wave crest. 
But since the slope of the front face of the spilling breaker is milder than that of 
the plunging breaker, the water line at the wall can considerably rises up the wall 
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before that the wave crest could make a contact with the wall. As a result, the 
elevation of the focus of the front face of the spilling breaker on the wall is much 
higher than the elevation of the incident wave crest. Figure 2 (c) indicates that 
collision of the plunging breaker with the wall at a location after the breaking 
point results in entrapping air. However, air is not entrapped between the front 
face of the spilling breaker and the wall, as expected. 

Pressure Time Histories 

In order to investigate the characteristics of the plunging and spilling wave 
pressures, detailed measurements of pressure in both horizontal and vertical di- 
rections were carried out and variation of pressure time history with wall locations 
in the breaking zone and elevations along the wall are investigated. 

a) Plunging Breaker 

Pressure records on the wall installed in a location very near to the breaking 
point ( § x/hi = -0.13 ) are shown in Fig. 3 (a). The pressure measured near 
the still water level is very similar to the standing wave pressure and characterized 
by long pressure rise time and low maximum pressure value. However, as the 
elevation increases, the dimensionless value of maximum pressure exerted on the 
wall becomes larger so that Pmax/^oHi > 15 is observed at the elevation of zfh\ = 
0.52 just below the wave crest. Comparisons among the pressure time histories 
measured between the elevations z/h\ = 0.42 and 0.52 reveal that although the 
pressure rise times in these records are very short and more or less the same, the 
maximum pressure values and the pressure fall times differ from case to case. 

Figure 3 (b) illustrates the pressure time histories recorded on the wall in- 
stalled at the breaking point ( 8 x/hi = 0.00 ). Comparisons between Fig. 3 (a) 
and (b) reveal that for only a small ( 2.0cm ) change in the wall location, the 
pressure time histories measured at the elevations of z/hi — 0.42, 0.45 and 0.52 
have considerably changed. The maximum pressure value has increased more 
than twice at the elevations of z/hi = 0.42 and 0.45, but it has decreased at the 
elevation of z/hi — 0.52. 

In fact, when the wall is located at the location of d x/h\ — -0.13 violent 
vertical motion of the water on the wall prevents the wave crest from making a 
direct impact on the wall and causes the water particles near the wave crest to 
move upward. However, change of the wall location from d x/h\ = -0.13 to the 
breaking point ( 8 xjh\ = 0.00) allows the wave to deform more before colliding 
with the wall. As a result, the wave front face becomes nearly vertical and the 
wave crest makes a direct impact on the wall just before that the water rising on 
the wall reaches the wave crest elevation. Therefore, change in the wall location 
allows a change in direction of movement of the water particles near the wave 
crest from an upward direction to a nearly horizontal one. Moreover, the water 
jet observed by video camera just starts forming at the breaking point. In other 
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words, the velocity and acceleration of water particles which are near the wave 
crest and form the jet have also increased. Therefore, it can be concluded that 
the reason why both of the pressure intensity and the elevations at which high 
pressures take place change sensitively with the wall locations should be closely 
related to the rapid change in the wave kinematics. 

Time histories of the pressure exerted on the wall installed at two different 
locations after the breaking point are shown in Fig. 3 (c) and (d). Pressure 
time histories measured on the wall at different elevations, especially those near 
the still water level are characterized by low frequency oscillations which are sup- 
posed to be excited due to the dynamics of air entrapped between the curved 
front face of a plunging breaker and a vertical wall. Entrapped air also makes 
the pressure rise time become longer. Comparisons between Fig. 3 (b) and (d) 
reveal that although the pressure rise time becomes longer due to the entrapped 
air influence, the maximum pressure value remains in the same order or becomes 
even larger (e.g. at the elevation of zjh\ = 0.41, Fig. 3 (d)) than those mea- 
sured at the breaking point (8 x/h\ = 0.00 ). This confirms that the maximum 
pressure value does not necessarily change inversely with the pressure rise time, 
as mentioned before. Moreover, the impact pressure occurs in a wider area on the 
wall at the location of 8 xjh\ =• 0.47. Comparisons between the pressure time 
history recorded at the elevation of z/h\ = 0.41 (Fig. 3 (d)) and the pressure 
records on the wall at the breaking point (Fig. 3 (b)) reveal that the overturned 
waves may exert even stronger impacts on the wall than the waves which just 
break on the wall with an almost vertically fronted face (see also Fig. 6 (c) 
and (e)). As long pressure rise time, multiple peaks and low frequency oscilla- 
tions following the peaks reveal and also as seen in Fig. 2, a big amount of air 
is entrapped between the front face of the overturned wave which collides with 
the wall at the location of 8 xjh\ — 0.47. Therefore, occurence of such a high 
impact pressure may be related to the velocity and acceleration of water particles 
which their values have also become larger, in comparison with their values at 
the breaking point. As a result, it can be concluded that although the entrapped 
air is generally supposed to reduce the intensity of the impact pressure, it does 
not necessarily control the occurence of high impact pressures. 

b) Spilling Breaker 

Figure 4 (a) indicates that for a wall location close to the breaking point ( 
8 x/h\ = —0.27), the pressure recorded at and near the still water level is similar 
to the standing wave pressure. However, as the elevation increases, the pressure 
rise time becomes shorter and the maximum value of pressure increases so that 
it exceeds the value of 7UJ0H\ at the elevation of zjh\ = 0.47. 

The pressure time histories recorded at the breaking point (Figure 4 (b), 
0.33 < z/hi < 0.47) are characterized by short rise time and high peak value. 
The pressure time history recorded at the elevation of z/h\ = 0.43 reveals that 
even the spilling breaker exerts the impact pressure on the wall. This indicates 
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Figure 5: Oscillations in the time history of the spilling wave pressure. 

that occurence of the impact pressure is independent of breaker type, as concluded 
by Azarmsa et al., (1996a). Since a spilling breaker does not entrap an air pocket 
(as previously seen in Fig. 2), this result also indicates that the impact pressure 
may be generated even in the absence of entrapped air. As the elevation increases 
(above the elevation of z/h\ = 0.43), the maximum value of pressure decreases, 
although the pressure rise time remains short. 

The results shown in Fig. 4 (c) and (d) make clear that as well as a plunging 
breaker, a spilling breaker also exerts the impact pressure on a vertical wall 
at a location after the breaking point. As seen previously (Fig. 3(c)), low 
frequency oscillations which demonstrates presence of an entrapped air pocket 
are observed in the time histories of the plunging wave pressure. In contrast, 
very high frequency oscillations are detected in the time histories of the spilling 
wave pressure. To see better these oscillations, one of these records is shown in 
Fig. 5 in a smaller time scale. Frequency of these oscillations is more than 1.6 
KHz which is much higher than the frequency of oscillations observed in the time 
histories of the plunging wave pressure (reported here or those reported in the 
literature). Besides, these oscillations are damped in less than 4ms. Therefore, it 
seems that these oscillations are excited by some small air bubbles temporarily 
entrapped between the unstable wave front and the vertical wall or resulted from 
partial compression and expansion of the air between the wall and upper side of 
the wave front when it is forced to go out rapidly (see wave profiles of the spilling 
breaker while colliding with a wall at a location after the breaking point, Fig. 2 

(c))- 
Comparisons between the spilling (Fig. 4) and plunging (Fig. 3) wave pres- 

sures exerted on the wall in the after breaking area ( S x/hx > 0.00 ) reveal that 
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air pocket entrapped by the plunging breaker causes the pressure rise time to 
increase. From the comparisons, it is also understood that for the records with 
almost the same maximum pressure values, the pressure rise times are different 
and vice versa, as also mentioned before. Therefore, it can be concluded that 
the maximum pressure value does not necessarily obey an inverse relation with 
the pressure rise time, although some empirical formulas for the peak value of 
pressure have been based on such an assumption (e.g. Weggel and Maxwell; 1970, 
Kirkgoz; 1990, Hattori et al.; 1994). 

Vertical Distribution of the Maximum Pressure 

The study of vertical distribution of the maximum pressure is important not 
only for evaluating the critical force and momentum working on the structure 
during the wave impact but also for investigating the localized characteristics of 
the impact pressure which may be the cause of the local damages in a vertical 
structure. 

To derive the vertical distribution of the maximum pressure, the maximum 
pressure values of repeated tests carried out under the identical initial experi- 
mental conditions are averaged and normalized by UJQHI at each measuring point. 
Figures 6 and 7 respectively show the obtained results for the plunging and 
spilling breakers at different wall locations in their breaking zones. At each mea- 
suring point, the range of pressure variation and the mean value for repeated 
experiments are illustrated by the interval between two bars and open circle, re- 
spectively. From the comparisons, it is found that for both the breakers the peak 
value of pressure exerted on the wall increases as the wall is shifted more from the 
before breaking area (6x/h\ < 0.00) toward the breaking point (Sx/hi = 0.00). 

At the breaking point {8x/h\ = 0.00), both the experimental and numerical 
results are illustrated. The solid circle indicates the calculated peak value of the 
pressure resulted from the direct impact of the free jet on the wall. This value is 
calculated on the base of horizontal momentum and inertia of the jet (Azarmsa 
et al., 1996 (a)). The solid line represents vertical distribution of maximum 
pressure computed directly from the BIM by considering both of the horizontal 
and vertical components of water particle kinematics. Agreement between the 
experimental result and the numerical one using the BIM (the open circles and 
the solid line) reveals that vertical distribution of both the plunging and spilling 
wave pressures can be computed under the assumption of irrotational flow in 
the incompressible and inviscid fluid. Moreover, the difference between the peak 
values of the pressure resulted from each of the computational concepts (the 
solid circle and line) indicates the significant contribution of vertical velocity and 
acceleration of water particles in generation of the impact pressure. 

As seen, both the breakers exert the impact pressure on the wall not only at 
the breaking point but also in the after breaking area (6x/h\ > 0.00). From 
the comparisons, it is also found that as the wall is moved from the breaking 
point toward the after breaking area, size of the area on the wall subjected to 
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Figure 6: Vertical distribution of the maximum pressure exerted by the plunging 
breaker on the wall at different locations. 

high pressures becomes larger and reach to its largest value at the location of 
8 x/hi = 0.47 for the plunging breaker and S xjh\ = 1.47 for the spilling 
breaker. Therefore, it can be concluded that the total force exerted on the wall 
in the after breaking area should be the largest. On the other hand, comparisons 
between Fig. 6 and Fig. 7 reveal that size of the impact zone for the spilling 
breaker is smaller than that for the plunging breaker. This is because size of 
the jet (which contains water particles of the most critical kinematics) excited 
by a spilling breaker is much smaller than that by a plunging breaker. From 
the comparisons, it is also found that the ranges of pressure variation for the 
repeated experiments are larger for the spilling breaker. The reason why in the 
impact zone the spilling wave pressure varies more sensitively with the repeats of 
the experiments is also related to the fact that size of the jet excited by a spilling 
breaker is small. In fact because of the smallness of the jet size, the elevation at 
which the impact pressure is exerted on the wall may change owing to a small 
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Figure 8:  Variation of the peak value in the vertical distribution of maximum 
pressure with wall locations. 

change in the collision condition of a spilling breaker with a vertical wall and 
as a result, a fixed pressure transducer may or may not be affected by strong 
impact pressure, from one to another repeat of the experiments. Therefore, it 
can be concluded that the variability of the maximum pressure in repeated tests 
is not only due to the randomness and dynamics of entrapped air, but also may 
be because of the size and elevation of the jet at the instant of collision. 

For both of the breakers, variation of the peak value in the vertical distribution 
of the maximum pressure with wall locations is shown in Fig. 8 . The results 
for the plunging breaker reveal that pressure exerted by an overturned wave may 
be even higher than that by a wave just breaking on the wall with an almost 
vertically fronted face. The reason may be related to the fact that kinematics of 
an overturned wave is more critical than the kinematics of the same wave just 
at the breaking point. In contrast, the pressure peaks recorded for the spilling 
breaker at different wall locations near the breaking point and in the after break- 
ing area are almost the same. This is not unexpected because the kinematics 
of the spilling breaker does not change so much during the overturning process. 
Figure 8 also reveals that the obtained values for the spilling breaker are smaller 
than those for the plunging breaker. Since there is a big difference between the 
spilling and plunging breakers with regard to the volume of entrapped air, if the 
impact pressure is related to the reduced velocity of sound in a water-air mixture 
(Schmidt et al., 1992; Hattori, 1994; Peregrine and Topliss, 1994), the pressure 
exerted by the spilling breaker is expected to be higher (see discussion made by 
Azarmsa et al., 1996a). However, the results of this study make clear that occur- 
rence of the impact pressure can not be related to the water hammer effect even 
if the reduced velocity of sound in a water-air mixture is used. 
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Conclusions 

The results of this study clearly show that different types of breaking waves at 
different steps of their overturning process exert the impact pressure on a ver- 
tical structure. It is made clear that occurence of the impact pressure can not 
be related to the water hammer effect, even if the reduced velocity of sound in 
a water-air mixture is used. Besides, it is shown that although the entrapped 
air reduces the intensity of the impact pressure, it does not necessarily control 
the occurence of high impact pressures. Further, it is made clear that occurence 
of the impact pressure is closely related to the internal kinematics of breaking 
waves. Therefore, the condition under which the impact pressure may occur is 
not critically dependent on wave geometry, entrapped air dynamics and so on. 
In other words, the structures subjected to the breaking waves quite frequently 
experience the impact pressure. As a result, even if the impact pressure is sup- 
posed to cause local damage in the structure, after sufficient number of repeats 
of the event at different elevations the stability of the structure may be threaten 
in whole. 
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CHAPTER 190 

DYNAMIC RESPONSE OF VERTICAL ELASTIC WALLS   TO 
BREAKING WAVE IMPACT 

Masatato Hattori1 and Nobuaki Tsujioka2 

Abstract 

Experiments were focused on deflection responses of the wall member of 
upright structures to impulsive wave forces. The experiments revealed that the wall 
deflection response depends on wave loading modes as well as on natural frequency 
of the wall member system, fNW. Single degree-of-freedom model of transient impact 
shows that the peak wall deflection is given as a function of the ratio between rise 
time of wave force xF and fNW, representing characteristics of the wave load and the 
wall member. The measured peak deflection agrees well with the predicted by the 
model. In addition, the model indicates that with decreasing natural frequencies of the 
wall system, the wave load mode brought about greater peak deflections changes 
from the mode of short duration force to that of long-lasting force. 

Introduction 

Steep breaking waves impinging onto upright structures bring about high 
impact forces of short duration. It has been considered that such impact forces are not 
the cause of sliding and/or overturning of massive structures. On the other hand, some 
studies (e.g., Weggel and Maxwell, 1970; Mogridge and Jamieson, 1980) pointed out 
a possibility that the impact force will cause a cumulative and local damage due to 
shear and fatigue failures to the structure. As a result of successive attacks of the 
breaking wave, such damage grows likely into a sudden breakdown of the structure. 

1 Professor, Department of Civil Engineering, Chuo University, Bunkyo-ku, Tokyo 
112, Japan. 

2 Graduate-Student, ditto. 
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The failure processes, therefore, seem to be relevant to deflection responses of the 
wall member to the impact. 

Many studies have been conducted to provide functional information on the 
stability of upright structures. In contrast with this, as far as we know, only three 
previous studies (Witte, 1988; Kirkgoz, 1990; Hattori, 1994) have discussed dynamic 
responses of the vertical wall to impact wave pressures. Therefore, more precise 
studies are requested to deepen our understanding of the deflection response of elastic 
walls, as the first step toward the explication of failure processes of the wall member. 

Accordingly, we conducted a series of comprehensive experiments with the 
following objectives; 

(1) to build up the reliable data base of deflection responses of the vertical wall 
due to impulsive wave forces for designing the structures, 

(2) to examine influences of the wave loading mode and the physical property of 
elastic walls on the wall deflection response, and 

(3) to discuss a critical condition, producing the greatest wall deflection, based on 
a single degree-of-freedom model of transient impact. 

Experimental setup and Measurements 

Figure 1 shows the general arrangement of experimental setup. Experiments 
were conducted in a glass-walled wave flume, 0.30 m wide, 0.55 m high, and 20 m 
long, in which a steel plane beach of 1/20 slope was installed. Regular waves were 
produced by a reflection-absorbing wave maker of flap-type, controlled by a 
programmed analogue signal yielding a regular wave train. Vertical wall complex was 
mounted rigidly on a plastic mound with a foreshore slope of 1/10. Except for the 
wall complex, the experimental setup and measuring techniques used in this study are 
basically the same as those used in the previous study (Hattori et al. 1994). 

VERTICAL WALL     MOUND       HAVE GASE WAVE PADDLE 

Fig. 1 General arrangement of the experimental setup, (units: m) 

Vertical wall is composed of two parts, the rigid wall of 10 mm-thick steel 
plate (0.30 m wide and 0.50 m high) and the square elastic wall as shown in Fig. 2. 
The elastic wall is a thin plate fully fixed each side with rigid steel frames, and it is 
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inlaid into the lower section of the rigid wall. Taking into account influences of the 
wall physical property on the deflection response, we used three elastic plates with 
different properties (Table 1). 

300 

'Glass side wall 

Rigid Wall 
(steel plate of 10 mm thick) 

85   !_     135 

pressure transducer 
A>i     (3KHz) 

d =50 
! 9~^ m '     '° 

s 

50   . !..   50 

Elastic Wall 

•7*- 
accelerometer 

(3KHz) 

50 

50 

^C Tank bottom 

Fig. 2 Wave tank cross-section showing the location of 
rigid and elastic walls, (units: mm) 

Table 1 Physical properties of the elastic plates. 

Plate Thickness 

(mm) 

Density 

(g/cm2) 

E 

(KN/m2) 

fNW (Hz) 

in air in water 

Spring metal 1.0 9.0 1.0X108 557 271 

0.5 9.0 1.0X108 290 100 

Polyvinyl chloride 0.5 1.14 1.6X107 300 59 

E: Modulus of elasticity. 

In this study, the wall deflection response will be examined in terms of the 
natural frequency of the elastic wall system, fNW, as a relevant parameter representing 
dynamic characteristics of the elastic wall. Taking account of added mass effect of 
ambient water in front of the wall, the natural frequency (first mode) of wall 
deflection system (abbreviated to W-D system) were calibrated by a pendulum test 
with changing the water depth in front of the wall. As an example, the natural 
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frequency of 1 mm-thick spring metal plate wall is given by Fig. 3, as a function of 
the relative water depth dw/ha ( dw: water depth at the wall, and ha: elastic wall 
height). 

Fig. 3 Natural frequency of the spring metal wall. (1.0 mm-thick) 

When pressure transducers are installed on the elastic wall, the output signals 
are usually contaminated by wall oscillations (Hattori, 1994). To avoid such 
undesirable effect, eight semi-conductor type transducers (10 mm <)> , and natural 
frequency: 3 KHz) were deployed on the rigid wall (Fig. 2). Impact pressures were 
recorded on digital recorders over six wave periods at a sampling frequency of 5 
KHz. The time history of the wave force per unit wall width, F*(t)[=F(t)/YH2

B], was 
computed by depth integration of the pressure time histories, y is the specific weight 
of water, and HB is the breaking wave height. 

Wall oscillations excited by wave impact were detected by an accelerometer 
(natural frequency: 3 KHz) setting up at the elastic wall center(Fig. 2). Using time 
series data of the wall oscillations, the wall deflection at the wall center 8(t) was 
computed by means of a step by step integration of a linear acceleration method. 

Experimental Results and Discussions 

The wall deflection response depends closely on the magnitude and the rise 
time of impact forces (Hattori, 1994). Accordingly, we classify the wave loading into 
the three following modes (Hattori et al., 1994), according to the relationship between 
the wave force oscillation frequency fF0 and the natural frequency of W-D system 
fNW. That is, 

(1) Single peaked load (S-P LOAD) with very short duration: fF0 » f^, 
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(2) Damped pressure oscillation load A (D-P-O LOAD A): fF0 > f^, and 
(3) Damped pressure oscillation load B (D-P-0 LOAD B): fF0 < f^. 

Time history records of the wave force and the wall oscillations were 
examined by the aid of a frequency spectral analysis. The time history records taken 
from a breaking wave collision are transient data that result from short duration 
nonstationary phenomena with a clearly defined beginning and end. Hence, frequency 
spectra of these data will be analyzed by means of techniques commonly used for 
stationary data. 

Figure 4 shows a typical experimental result obtained from the S-P LOAD, 
an extremely high peak pressure of pP=1030 N/m2 [p*P(=pP/YHB)=80.1] occurs at just 
above the still water level(pressure records not shown). Fig. 4 (A) is time history 
records of the wave force and the wall oscillations of spring metal of 1-mm thick. 
t*[= t/(Hg/Cs)]=0 on the time axis refers to the time of the peak wave force. Cs(=1500 
m/s)is the sound velocity in water. Three video still pictures on the top of Fig. 4 
provide a sequential change of impinging wave shape, at three different instants 
marked by thick arrows on the top of the time history records. 

Fig. 4 (B) shows a comparison between the computed frequency spectra of the 
wave force and the wall oscillation data. From a comparison between time histories 
of the wave pressures (not shown) and the wave force (Fig. 4 (A)), we find that 
despite the peak wave pressures produced by S-P LOAD are extremely high 
magnitude, the maximum wave force does not attain a high magnitude (FM=1030 
N/m), because of narrow region of the high peak pressures and of subtle time gapes 
between the peak pressures. 

Just after impact, the wall starts to oscillate and keeps on oscillating with a 
natural frequency of the W-D system even after damping down the wave impact. In 
Fig. 4 (B), no any spectral peak appears on the frequency spectrum of wave force. 
In contrast with the wave force, on the frequency spectrum of wall oscillations, a 
distinct spectral peak is found at a frequency of 278 Hz correspond to the natural 
frequency of W-D system, in which the wall is almost in water (see Fig. 3, 
dw/ha=0.9). 

Under D-P-0 LOAD A, a thin air pocket is trapped between the wall and 
breaking wave front at impact, results in the wave force oscillations with higher 
frequencies than the natural frequency of the W-D system. Owing to short duration 
time of the wave force, the maximum wave force (FM=1720 N/m) is larger than that 
of S-P load (Fig. 4 (A)). Consequently, as seen in Fig. 5 (A), the spring metal wall 
of 1.0 mm-thick can not response to very rapid changes of the impact force and 
keeps to oscillate with its own natural frequency, even after the wave force 
oscillations damp down. The computed frequency spectrum of wave force record 
indicates a distinct spectral peak at a frequency of 479 Hz, while that of wall 
oscillation record shows the only peak at a frequency of 288 Hz, corresponds to the 
natural frequency of W-D system(see Fig. 3, dw/ha= 0.81). 
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Figure 6 shows the time history records taken from D-P-0 load B and these 
computed frequency spectra. The D-P-0 LOAD B occurs when a larger air pocket 
is trapped at impact. Therefore, the peak pressure magnitudes decrease and the 
pressure rise times increase. These wave loading characteristics are clearly reflected 
in the wave force record (Fig. 6 (A)). The wave force record also displays a regularly 
damped oscillations, while the wall oscillation record indicates a rather complicated 
behavior owing to collisions of irregular wave front of impinging breakers on the 
wall, as seen in the still pictures on the top of Fig. 6 (A). Frequency spectrum of the 
wave force record indicates that the wave force oscillates with a frequency of 186 Hz. 
On the other hand, the wall oscillations are composed of two dominant components 
in frequency, the natural frequency fNW of 479 Hz (see Fig. 3) and the frequency of 
186 Hz, identical with the wave force oscillations. The wall oscillations with 186 Hz 
frequency attenuate rapidly with the wave force oscillations. It seems that the small 
spectral peak at 250 Hz indicates the occurrence of the free oscillation of second 
mode of W-D system. 

From the experimental results, we notice the following facts; 
(1) When frequencies of the wave force oscillations are higher than the natural 
frequency of the W-D system (S-P LOAD and D-P-O LOAD A), the only wall 
oscillation with the natural frequency of W-D system is excited just after the wave 
impact. On the other hand, D-P-0 LOAD B excites wall oscillations with two 
dominant components in frequency, the wave force oscillation and the natural 
oscillation of W-D system. In either case, the wall keeps on oscillating with the 
natural frequency even after the impact force damp down. 
(2) The natural frequency of W-D system changes with the contact length of 
entrapped air pocket with the wall, depends on the wave loading mode (see Fig. 3). 
Then, the contact length is measured from still video pictures taken at the instant of 
a wave impact, and the natural frequency of W-D system is estimated by using the 
pendulum test result. It is found that the natural frequency is almost the same as the 
measured one. 
(3) Wave pressure records taken from the D-P-O LOAD display regular pressure 
oscillations with almost the same changes in magnitude and in phase (not shown). A 
thinner air pocket entrapped at impact brings about a higher peak pressure of short 
duration and results in pressure oscillations with a higher frequency (Hattori et al., 
1994). As the result, maxima of the wave force due to D-P-0 LOAD tend to be 
larger than that due to S-P LOAD, which produces very high peak pressures over 
narrow zone near the still water level. On the basis of the measured pressure record, 
Figures 7 (a) and (b) show relations of p*PM - x*P and F*M - x*F. p*PM(= pP|M/YHB) is 
the maximum peak pressure, and X*P(=T*P/(HBCS)) and x*p(=xF/(HBCs) are the rise time 
of wave pressure and wave force. The variation trend of F*M with x*F is similar to that 
of p*P M with x*P. However, we notice that maxima of the wave force due to D-P-0 
LOAD (open triangles) tends to be greater than that due to S-P LOAD. This is a 
very important evidence for designing the structure. 
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(4) As seen in Fig. 4 (A) of the S-P LOAD, the wall oscillations lasting for a long 
time are gradually damped and maintains a almost constant frequency. This implies 
that both the fluid damping and the added mass due to the impinging water mass do 
not practically affect the wall deflection response to a transient impact. 

Single Degree-of-Freedom Model for Transient Impact 

In the following, we will discuss the wall deflection as a transient 
phenomenon caused by a wave impact of short duration. Based on the experimental 
results, assume that any damping and added mass effects caused by the water mass 
colliding on the wall can be neglected. 

We use a single degree-of-freedom model of transient impact, in which the 
wall at rest is subjected a force input F(t) and produces a wall deflection response 
&(t). The equation governing the deflection response of the elastic wall system 
without damping (Fig. 8) is given by Eq. (1). 

Elastic  wall 

k 
•AAAH 

8(t) 
m 

F(t) 

F(t) 

Fig. 8 Wall deflection system for transient impact. 
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m d26(t)/dt2 + kS(t) = F(t) , (1) 
where m is the wall mass including the virtual mass of impinging water, k is the 
spring constant, and t is the time. The input force F(t) is assumed by a form of 
isosceles triangle with the height of FM and the base of 2x (Fig. 8). With the initial 
conditions of 

8 = do(t)/dt = 0 : at t = 0, (2) 

the relative wall deflection o/6s is obtained as Eqs. (3) to (5). 5S is the wall deflection 
due to the maximum wave force FM as a static load, distributed uniformly on the wall 
center elevation. 

5/8s = (t/x) - (sin f^t/ sin fNwx)   ;(0stst) (3) 

= (2x-t)/x + [ 2sin Wt-x) - sin fNWt]/sin fNWx   ; ( x s: t s 2x )        (4) 

= [2sin fNW(t-x) - sin f^t - sin fNW(t - 2x)]/sin f^x ; ( 2x <; t)        (5) 

, in which fNW = (l/2)(k/m)1/2 : the natural frequency of the wall system. From Eqs. 
(3) to (5), we calculate the gain factor of wall deflection, o*M(=8M/5s) and the relative 
lag time At*6(=At-fNW) between the maximum force F*M and peak deflection 5*M (Fig. 
9), as a function of the relative rise time x*F(=xF-fNW). 

Variations of the gain factor 8*M and the lag time At*6 in terms of x*F are 
shown in Fig. 9. The single degree-of-freedom model indicates that the largest peak 
wall deflection due to a given wave force attains 1.5 times as much as the static wall 
deflection, when the relative rise time x*F= 0.45, and that the peak wall deflection 
always appears after occurrence of the maximum wave force. 

A t 

t     (=tfvw) 
0.5 1.0 1.5 

T F (=TF fNW* 

Fig. 9 Variations of 8*M and At*6. 
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Figures 10 and 11 show respectively a comparison between the measured and 
predicted gain factor for 1 mm-thick spring plate and 0.5 mm-thick PVC plate walls. 

z.u 

Model 
• S-P 

CO 

1.5 
/*\A A 

A D-P-0 

O 
o 1.0 

•[•AA \< 
-T  • .AAS 

/        ^A& 
c 

<AA    A 
g§A  AA 

CO a 0.5 -/ §•         A* 

i     i 

Fig. 10 Gain factor of the wall deflection. 
(1.0 mm-thick spring plate wall) 

0.0     0.2     0.4     0.6     0.8     1.0 

T F   (   TF   %w) 
Fig. 11 Gain factor of the wall deflection. 

(0.5 mm-thick PVC plate wall) 



2468 COASTAL ENGINEERING 1996 

The solid line represents the model prediction. Although the experimental points are 
widely scattered owing to variability of the impact processes, the model agrees 
reasonably well with upper bounds of the experimental points. In case of the spring 
metal wall (^=557 Hz in air), the large gain factor within range of 0 s x si is 
produced by the S-P LOAD (solid circles). On the other hand, in case of PVC plate 
(^=300 Hz in air), the large gain factor within the same range appears under the 
D-P-0 LOAD condition (open triangles). 

Due to the three-dimensionality of the wave impact process, the convergent 
crest of breaking waves does not always hit simultaneously the rigid and elastic walls. 
As the result, we could not obtain reasonably good results on the variation of the 
delay time At*6 with the relative rise time x*F. 

Conclusions 

We conducted laboratory experiments focused on wall deflection responses 
of the wall member of upright structures to impulsive wave forces. The wall 
deflection response relates closely not only to the wave load mode, the magnitude and 
the rise time of impact forces, but also to the natural frequency of the wall deflection 
system. The single degree-of freedom model of transient impact describe well the 
wall deflection process. In addition, the experiments point out an very important fact 
that the wave force produced by single-peaked load is lower than that by the 
damped-pressure-oscillation load, such as D-P-0 LOAD A. The main findings are 
as follows; 

(1) Both S-P LOAD and D-P-0 LOAD A, W^W and fF0>fNw, excite the wall 
oscillations only with the natural frequency of the W-D system. Such wall 
oscillations continue for a long time even after the wave impact damp down. 

(2) The wall oscillations due to the D-P-0 LOAD B, fF0<fMw, consist of the two 
components in frequency, correspond to the wave force oscillations and the natural 
oscillations of W-D system. 

(3) The single degree-of-freedom model of transient impact describes well the wall 
deflection response and is verified by comparisons of the experiments. The gain 
factor of the wall oscillation 5*M is a function of the relative rise time x*F, and the 
peak value of 5*M attains 1.5, when x*F= 0.45. 

References 

Hattori, M.(1994): Wave impact pressures on vertical walls and the resulting wall 
deflections, Proc. of International Workshop on Wave Barriers in Deepwaters, 
Port and Harbour Research Institute, pp. 332-346. 

Hattori, M., A. Arami, and T. Yui(1994): Wave impact pressures on vertical walls 



VERTICAL ELASTIC WALLS 2469 

under breaking waves of various types, Coastal Engineering, Elsevier, pp. 79 
-114. 

Kirkg6z, M.S.(1990): An experimental investigation of a vertical wall response to 
breaking wave impact, Ocean Engineering, Vol. 17, No. 4, pp. 379-391. 

Mogridge, G.R. and W.W. Jamieson(1980): Wave impact pressures, ASCE, Proc. 
10th Int. Conf. on Coastal Engineering, pp. 1829-1848. 

Weggel, J.R.  and W.H.  Maxwell(1970):  Numerical model  for wave pressure 
distributions, Proc, ASCE. Jour. Waterways, Harbors and Coastal Engineering 
Div., No. WW3, pp. 623-641. 

Witte, H.H.(1988): Wave-induced impact loading in deterministic and stochastic 
reflection, Mitteilungen, Leichtweiss Institut fur Wasserbau, Tech. University 
Braunschweig, 102, pp. 1-227. 



CHAPTER 191 

WAVE TRANSMISSION PAST VERTICAL WAVE BARRIERS 

David L. Kriebel1 and Chad A. Bollmann 2 

Abstract 

Three theories for predicting regular wave transmission past vertical wave 
barriers are evaluated using three sets of experimental data. The three theories are: (1) 
the power transmission theory of Wiegel (1960), (2) and modified power transmission 
theory that includes effects of wave reflection, and (3) the eigenfunction expansion 
theory of Losada et al. (1992). Under deep and near-deep water conditions - which are 
typical of most design conditions - the theory of Wiegel is found to over predict wave 
transmission under most circumstances. The modified power transmission theory 
provides better agreement with the data. The eigenfunction method provides good 
agreement for deep wave barrier drafts but overestimates transmission for shallow 
drafts. 

Introduction 

For more than 30 years, estimates of wave transmission past vertical wave 
barriers (vertical wall breakwaters, sometimes called wave screens, wave fences, skirt 
breakwaters, or curtain walls) have been based primarily on the theory and 
experimental data published by Wiegel (1960). The "Wiegel Theory" has been adopted 
as the recommended practice by both the Army Corps of Engineers (1984) in the 
Shore Protection Manual and by the Naval Facilities Engineering Command (1982) 
in the Coastal Protection Design Manual 26.2. While other theories have been 
published since then, none has been as widely adopted for design purposes and none 
has been accompanied by new experimental data. 

1 Associate Professor, Ocean Engineering Program, United States Naval Academy, 
Annapolis, MD 21402   kriebel@nadn.navy.mil 

2 Ensign, United States Navy 
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Despite the widespread use of the Wiegel theory, questions have arisen 
recently3 concerning its accuracy. Wiegel himself recognized that the theory was not 
physically rigorous and he considered it a first approximation based on some limiting 
assumptions (Wiegel, 1995, personal communication). In general, a comparison of 
Wiegel's theory to his own data shows that his theory tends to overpredict wave 
transmission under deep water conditions and underpredict transmission as the relative 
water depth became more shallow. Since most wave barriers are built in deep or near- 
deep water conditions, use of this theory in design may produce deeper wave barrier 
drafts, at greater cost, than would actually be required to achieve some desired level 
of wave transmission. 

Recently, several more sophisticated theories for wave transmission have been 
proposed based on numerical solutions of the boundary value problem for waves 
interacting with a vertical barrier. Liu and Abbaspour (1982) developed a numerical 
solution based on the boundary integral equation method, while both Losada, Losada, 
and Roldan (1992) and Abul-Azm (1993) developed numerical solutions based on the 
method of eigenfunction expansion. Compared to Wiegel's simple theory, these 
theories are more difficult to apply because they require complex matrix solutions. In 
addition, the numerical solutions have not been widely or rigorously verified through 
comparison to measurements. 

In this paper, we evaluate three different theories for predicting the 
transmission of regular waves past wave barriers and we then compare these theories 
to some new experimental data for wave transmission past vertical wave barriers. The 
three theories that are evaluated include: (1) the original power transmission theory 
of Wiegel, (2) the eigenfunction expansion theory of Losada et al. and Abul-Azm, and 
(3) a modified power transmission theory which was developed in the course of this 
study. This modified theory is, like the original Wiegel theory, based on the wave 
power transmission past the wave barrier and, like the Wiegel theory, predicts the 
wave transmission is a simple closed-form equation. Unlike the original derivation, 
however, the modified theory accounts for the effects of partial wave reflection from 
the barrier and this results in different (lower) transmission than is predicted by the 
Wiegel theory 

These theories are then evaluated using laboratory data from three different 
sources. This includes the original Wiegel data as well as additional laboratory tests 
data published by Peratrovich, Nottingham & Drage, Inc. (1992) based upon tests 
conducted by the British Columbia Research Corporation (BCRC). The third set of 
data was then collected as part of this study and is based on experiments conducted at 
the U.S. Naval Academy Hydromechanics Laboratory (NAHL). 

Based on discussions at a Wave Barrier Design workshop, held by Peratrovich, 
Nottingham & Drage, Inc. in Seattle, Washington, on April 24-25, 1995 
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Definition of a Vertical Wave Barrier 

A definition sketch of a vertical wave barrier is shown in Figure 1. The wave 
barrier consists of an impermeable vertical wall with a draft or penetration, w, in 
water of depth d. The wave field consists of incident regular waves with height ff, and 
frequency o, along with transmitted waves of height H,=K,H„ and reflected waves of 
height H=KrHt, where K, and Kr are the transmission and reflection coefficients. The 
water depth is assumed uniform on both sides of the wall so that the wave length, L, 
and the wave group velocity, Cg, are equal on both sides. If we define the 
wavenumber as k = 2n/L, then the wave transmission is fundamentally dependent on 
two dimensionless variables: the relative water depth Jed and the relative barrier 
penetration kw. 

Hi 
Wave 

Kr*Hi       Barr'er 
Kt*Hi 

-777777- -777777 

Figure 1. Definition sketch of wave interaction with a vertical wave barrier. 

Wiegel Power Transmission Theory 

The Wiegel theory is based on the concept that wave motions behind the wall 
(downstream) are related to the wave power transmission below the wall. Wave power 
is computed as the depth-integrated product of wave induced dynamic pressures, p, 
and wave-induced horizontal fluid velocities, u, time-averaged over one wave cycle. 
Wiegel then assumed that the net wave power transmitted behind the wall (over the 
full depth) was equal to the fraction of the incident wave power below the bottom of 
the wall as 
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TO T -w 

±ffplutdzdt = ±ffpiuidzdt (1) 
0  -d 0   -d 

Substituting the expressions for dynamic pressure and horizontal fluid velocity from 
linear wave theory and carrying out the integration then leads to the solution for the 
transmission coefficient given by Wiegel (1960) as 

K,= TF
m (2) 

where we introduce the transmission function, TF, which is given by 

T = 2-Hd-w) + sinh2k(d-w) 
F 2kd + sinh2M ( } 

Modified Power Transmission Theory 

In the modified power transmission theory, the same basic approach is used but 
the effects of wave reflection are also considered. This time, the dynamic pressures 
below the barrier are assumed to be given to first order by the sum of incident and 
reflected pressures, />, + pr Because pressures are additive, the net pressure acting on 
a vertical plane below the wave barrier is greater than that assumed by Wiegel. In a 
similar way, the horizontal fluid velocities below the wave barrier are modified by 
reflection. However, the effective velocity is u{ - u r and is reduced from that assumed 
by Wiegel. 

Based on the above arguments, the transmitted wave power downstream can 
be equated to the net wave power transmitted under the barrier as 

TO T -w 

J J JPt Utdz dt   =   J J / <P,+Pr) («/-«,) * dt (4) 
0  -d 0   -d 

Substituting the expressions for dynamic pressures and horizontal fluid velocities from 
linear wave theory and canceling common terms then gives: 

K? = (1-K?)TF (5) 
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By including the effect of the reflected wave, the solution given above contains 
two unknowns and cannot be solved without introduction of another relationship 
between K, and Kr Since equation (5) implicitly assumes that there are energy losses 
in the system, the necessary relationship is one that guarantees conservation of fluid 
mass, or continuity of the fluid velocities, below the wave barrier as u, = M, - ur. 
Ignoring any phase shifts that may occur across the wall, and assuming that velocities 
are described by linear wave theory, the matching condition requires that 

*,= !-*, (6) 

Substitution of equation (6) into equation (5) then gives the following solution 
for transmission coefficient from the modified power transmission theory: 

2 7> 
K' = TTTF • 

where the transmission function TF is defined in equation (3). Because of the inclusion 
of the effects of wave reflection, equation (7) predicts wave transmission coefficients 
that are smaller than those predicted by the Wiegel theory in equation (2). This may 
be seen most readily in equation (5) where it is clear that the effect of wave reflection 
(with reflection coefficient Kr greater than zero but less than one) is to decrease the 
wave transmission compared with that predicted by Wiegel. 

The modified power transmission theory is, like the Wiegel theory, an 
approximation of the actual wave transmission process. From a theoretical standpoint, 
the method appears inconsistent because the usual balance of incident, reflected, and 
transmitted wave energy is not preserved. In addition, the modified theory, like the 
Wiegel theory, produces inconsistent results when taken in shallow water limit. 
However, the method is intended as a simple engineering solution and, as will be 
shown, it provides significantly better results when compared to measured wave 
transmission than the Wiegel theory for most conditions of interest. 

Eigenfunction Solution 

Because of the theoretical limitations of the power transmission theories, it is 
next of interest to consider mathematically exact solutions for linear water wave 
interaction with a thin vertical barrier. Such a solution has been given by both Losada 
et al. (1992) and Abul Azm (1993) based on eigenfunction expansion methods and 
their solution will be further considered here. In this paper, the method will only be 
presented in a summary form and the reader is referred to the original papers for a 
more thorough description of the method. 
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The eigenfunction expansion method involves solution for the velocity 
potentials on the upwave side (wavemaker or incident wave side) and on the 
downwave side (transmitted wave side) of the wave barrier. These upwave and 
downwave potentials must then be appropriately matched at the location of the wave 
barrier (x=0). Following Dalrymple and Martin (1990), these potentials must be 
harmonic in time with frequency o and must have a spatial dependence (in x and z) 
given by 

K = z.*~ik,x + E K V*"*       ** = z.«"*-itw'**   (») 

Equation (8) automatically satisfies the requirement that the velocities must be matched 
at all elevations on and below the barrier. In this form, the first term in each velocity 
potential is the incident progressive wave mode while the terms in the summation 
includes both the scattered progressive wave (n=l) and the evanescent wave modes 
(«> 1), all with unknown complex amplitudes Rn. 

The functions Z„ in equation (8) describe the depth-dependence of the wave 
modes and are given by 

igH, cosh ArW+z) 

"     la      cosh*.// w 

The wavenumbers kn are given by the solution of the dispersion equation 

a2=gkntmhknd (10) 

where the first (real) root is the linear progressive wavenumber, fc, = k, and where 
there are then an infinite set of imaginary roots for «> 1. 

The solution for the complex amplitudes R„ must satisfy two additional physical 
requirements: (a) the velocities must be zero on both sides of the barrier in the upper 
region where -w<z<0, and (b) the velocity potentials (or equivalently the dynamic 
pressures) must match in the gap below the barrier where -d<z<-w. As a result, two 
distinct equations (from upper and lower regions) are obtained - the so-called dual- 
series relationships noted by Dalrymple and Martin (1990) - and both must be 
satisfied simultaneously to find the unknowns Rn. 

It may then be shown that two equivalent methods may be used to satisfy the 
matching conditions: one through a least squares procedure and the other through a 
more direct procedure. In the first approach, used by Losada et al. (1992) and Abul- 
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Azm (1993), the matching conditions are first applied locally, retaining the vertical 
(z) dependence. The resulting dual series relationships are then combined and re- 
written as one mixed boundary condition which must equal zero over the full depth. 
This combined function is then solved in a least-squares sense in which the square of 
the function is minimized. In a second approach, used in this paper, the matching 
conditions are applied and are again combined into one mixed boundary condition. 
This combined function is then, however, multiplied by the orthogonal functions Z„ 
and depth-integrated over the full depth. This results in a single matrix equation that 
can be solved directly without the need a least-squares solution. 

Following the second method, the mixed boundary condition to be satisfied, 
denoted G(z) as in Losada et al. (1992), is defined for the upper and lower regions as 
follows. In the upper region, the horizontal velocities (u=d<b/dx) are set equal to zero 
at the wave barrier (x=0) resulting in 

N 

G(z) = -*, Z, + £ R„k„Z„ = 0 -w<z<0 (11) 

In the lower region, the velocity potentials from equation (8) are matched directly 
under the wall (x=0) as 

Zi+ZXz„ =Zi-XXz„ (12) 

Following cancellation of the leading terms, and after multiplying by kt to make 
equation (12) dimensionally consistent with equation (11), the remaining portion of 
the mixed boundary condition is obtained as 

N 

G(z) = 2 *, Y, R„Z„ = 0 ~d<z < -w (13) 

The mixed boundary condition G(z) can then be satisfied in the usual way by 
employing the orthogonality properties of the depth-dependent eigenfunctions Zn from 
equation (9) as 

/ 
G(z)Zmdz = 0 (14) 

d 

This yields the following set of matrix equations which must be solved for the 
unknown amplitudes Rn 
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f:Rn^kiXnm
+knY„m) = k1Ylm (15) 

where the functions Xm and Y^, are defined by Losada et al. (1992) and are given by 

X__ = fZnZmdz (16) nm 

-d 

0 

Y nm [ZnZmdz (17) 

Once the matrix in equation (15) is solved for the unknowns Rn, the 
transmission coefficient is obtained from the first term, Rv The reflection and 
transmission coefficients for the progressive wave modes are given by 

*, = !*, I        *, = |i-*il (18) 

Numerical computations have shown that the solution obtained by employing the 
orthogonality properties of the eigenfunctions is numerically equivalent to that 
obtained by Losada et al. (1992) using the least-squares solution procedure. It is noted, 
however, mat the matrix in equation (15) is somewhat easier to solve than that given 
by Losada et al. in that it has stronger diagonal dominance. 

Comparison to Data 

The three theories for wave transmission past vertical wave barriers are now 
compared to available laboratory data for regular waves. Two sources of published 
data were considered: (1) the data given by Wiegel (1960) and (2) the data given by 
Peratrovich, Nottingham, and Drage (1992) from tests conducted at the British 
Columbia Research Corporation (BCRC). These data were then supplemented by 
additional data collected in the Naval Academy Hydromechanics Laboratory (NAHL). 

The NAHL tests were conducted in a wave tank 120 feet (36.6 m) long, 8 feet 
(2.43 m) wide, and 5 feet (1.52 m) deep. A thin rigid wall (2 inches or 5 cm thick) 
was placed about 60 feet (18.3 m) from the wavemaker. The wall was supported at the 
sides of the tank and was also backed by an aluminum frame to prevent deflection of 
the wall. With the fixed water depth, four wall penetrations were tested producing four 
values of the relative wall penetration, w Id, was 0.4, 0.5, 0.6, and 0.7. 
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In these experiments, 80 tests were performed with regular waves. The wave 
periods varied from 0.9 sec to 2.5 sec and wave heights ranged from 1 in (2.5 cm) to 
almost 9 inches (23 cm). Combinations of these parameters were used to obtained 
values of wave steepness, H, IL, between 0.01 and 0.06 with most tests being in the 
range of 0.02 to 0.04. Incident waves were measured with a fixed wave gage near the 
wavemaker while transmitted waves were measured with the fixed gage located about 
15 feet (4.6 m) behind the wall. In all tests, a series of 5 to 10 waves of uniform 
height was generated and measurements were limited to exclude any effects of wave 
reflection from the beach landward of the wall or from the wavemaker. 

Figures 2a through 2h present comparisons of measured and predicted 
transmission coefficients for regular waves. Each figure represents a specific relative 
water depth, d/L. Transmission coefficients are then plotted as a function of the 
relative wall penetration, w/d. Note that in some cases where more than one source 
of data is used, the relative water depths were approximated in order to compare the 
various theories and data sets on the same graph. As an example, in Figure 2b, tests 
conducted by Wiegel used a relative depth of 0.68, while tests conducted by BCRC 
used a relative depth of 0.73. Theoretical results were based on an approximate 
average value of d/L=0.70. 

Figures 2a, 2b, and 2c show measured and predicted wave transmission for 
deep water conditions where the relative depth is about 0.5 or higher. In these figures, 
it is evident that the Wiegel theory overestimates the wave transmission while the 
modified theory provides much better predictions at all values of relative depth and 
wave barrier penetration. For those cases where the penetration reached one-third to 
one-half of the water depth, wave reflection from the wave barrier is expected to have 
been most pronounced. It is for these conditions that the differences between the two 
theories are particularly large and the modified theory, which includes the effects of 
wave reflection, provides a significant improvement. The eigenfunction solution 
overestimates the transmission for small wall penetrations but then agrees with the 
modified theory and predicts the transmission quite well for deeper wall penetrations. 

All other cases shown in Figure 2 represent intermediate or transitional water 
depths. In Figures 2d, 2e, and 2f it is evident that the modified theory yields improved 
prediction of wave transmission for most wave barrier penetrations when compared 
to the Wiegel theory. For barrier penetrations of 0.2 or less (wave barrier penetrations 
just below the wave trough level), both theories underpredict the measured wave 
transmission. For cases of deeper penetration, the Wiegel theory again tends to 
overestimate transmission while the modified theory is more accurate. In these cases, 
the eigenfunction solution again overestimates transmission for small wall penetrations 
and agrees with the modified power transmission theory - and with the data - at larger 
wall penetrations. 
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In Figures 2g and 2h, the relative depth is fairly shallow (though still greater 
than the normal limit between intermediate and shallow water wave conditions) and 
results of the three theories are mixed. Of the two power transmission theories, the 
Wiegel theory generally provides better predictions than the modified theory. Unlike 
the deep water conditions, the Wiegel theory no longer overestimates transmission 
and, in fact, has a tendency to underestimate transmission. The modified theory 
consistently underestimates the transmission more severely. In these "shallow water" 
conditions, the eigenfunction theory tends to overestimate the transmission at all values 
of wall penetration until the wall penetration is over 90 percent of the water depth. 

Conclusion and Discussion 

Results presented in this paper indicate that for most conditions of interest in 
engineering design - for deep water conditions with large wave barrier penetration 
(typically to mid-depth or deeper) - the Wiegel theory generally overestimates wave 
transmission while both the modified power transmission theory and the eigenfunction 
expansion theory produce more accurate predictions with little bias toward over or 
under-prediction of wave transmission. Neither the modified power transmission 
theory nor the eigenfunction expansion method produce improved estimates of wave 
transmission under all conditions, however. In near-shallow water, the modified 
theory tends to underestimate wave transmission while, for these same relative depth 
conditions, the eigenfunction method tends to overestimate wave transmission. 

One puzzling feature of the results in Figure 2 is the degree to which the 
modified power transmission theory agrees with the complete eigenfunction solution 
for certain conditions, namely for deep water and large wall penetrations. This can be 
explained by considering the first term in the eigenfunction expansion. From equation 
(15), if n=m=l, the leading-order behavior of the eigenfunction solution is 

R = »  (19) 
2Zn+7n 

Kiy' 

The integrals Y„ and Xu may be expressed in terms of the transmission function, Tp, 
in equation (3) and it can be shown that Xn « TF and Yn » 1- £ As a result, the 
leading-order wave transmission from the eigenfunction solution can then be obtained 
from equation (11) in the following form 

K'=1-Ri=T7T (20) 
1       1F 

This result is identical to that obtained from the modified power transmission theory 
in equation (7). The modified power transmission theory is therefore consistent with 
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the leading-order behavior of the progressive wave modes in the eigenfunction solution 
and is valid for conditions where the evanescent wave modes are not expected to be 
significant. 

For conditions where the evanescent modes are important (small wave barrier 
penetrations), the eigenfunction solution tends to overestimate wave transmission and 
is less accurate than would be expected. The reason for this appears to be that 
frictional losses become important due to flow separation at the bottom of the wave 
barrier. In the NAHL tests, both dye studies and velocity measurements using an 
acoustic doppler velocimeter confirmed the presence of a large vortex at the bottom 
of the wall. The inclusion of friction in the eigenfunction solution dramatically 
improves its predictive ability and this will be the subject of future work. 
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Figure 2a-2h. Comparisons of three theories to measured data for regular wave 
transmission past vertical wave barriers: (a) d/L=0.79, (b) d/L=0.70, (c)d/L=0AS, 
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CHAPTER 192 

PHYSICAL STUDY OF THE NATURE OF HIGH PEAK WAVE 
PRESSURES 

Jordan Marinski' 

ABSTRACT 

In order to investigate the generation mechanism of high peak wave 
pressures on vertical/steep walls two physical experiments are carried out on a 
specially constructed research apparatus. It is found from present experiments that 
the enclosed air volume as a physical medium under compression could not be a 
cause for the high peak short-period wave pressures. The wave breaking on a 
vertical wall is accompanied by cumulating of the wave energy and its redistribution 
on the smaller area of the wall and conditions for shock wave are created after the 
collision of the streams. 

INTRODUCTION 

During the breaking of a wave on vertical/steep walls or elements very short- 
period peak pressures have been recorded. There are experimental data which prove 
their importance about coastal and harbours works stability,(OUMERACI et al., 
1992). But in the literature there are different and inconsistent physical hypotheses 
which should explain one and the same phenomenon - high peak pressure generating 
mechanism. These hypotheses have become a physical basis of different formulas for 
calculation of the wave loading on vertical walls or elements used in the designing 
and building of vertical structures. In this way insufficient study of the nature of high 
peak pressures has contributed to many failures of the vertical structures. 

1) Assoc. Professor, Bulgarian Academy of Sciences, Institute of Water Problems, 
Acad. G.Bonchev street, Block 1, 1113 Sofia, Bulgaria. 
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The aims of this experimental study are: 1) to model breaking wave impact 
out of wave flume if we accept in advance that those basic assumptions of 
BAGNOLD, (1939) for the appearance of this type of high pressures are truth, 
namely a) the wave motion turns into translational motion; b) shortly before the 
impact the wave front is vertical and smooth; 2) to learn the quantitative effects of a 
entrapped air volume on the impact parameters. 

PROCEDURE 

The reasons to be investigated high peak pressures out of wave flume are: 
1) the experiments carried out in a wave flume show that such kind of breaking 
wave impact, when the high peak short-period pressure appears, repeats very rarely 
even if there are the same wave parameters and the same geometry of the bottom at 
the approach of waves; 2) it is not possible to give in advance one exactly fixed air 
volume on the wall and to study its quantitative effect during breaking wave impact 
in a wave flume. 

The experimental study is carried out on a specially constructed research 
apparatus, Fig. 1. 

Vacuum 
pump 

Pressure 
gauges 

Fig. 1 Experimental set-up 

One of the arms of "U"-shaped pipe is made of Plexiglas and has 
rectangular cross-section, which allows visual observation of the impact of the 
water column on a flat solid plate. Under the plate a water-air-outflow opening 
is left. Its dimensions are chosen in such a way that two requirements are met : 
1) water column cross section remains the same until reaching the impact plate 
with velocity values from 0,8 to 1,5 m/s; 2) the spreading of a water hammer 
pressure is avoided. 

The water column motion is a uniformly accelerated motion due to the head 
which is created beforehand by changing the pressure in one of the arms and 
instantly following equalising of that pressure. With this preliminary created head the 
water column velocity is regulated and it could reach the value of 1,5 m/s. At such 
velocity values in a wave flume, the high peak pressures at wave height of 6-10 cm 
has been registered, by SMIRNOFF, (1955) and RUNDGREN, (1958).  The liquid 
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mass taking part in the impact is 7,65 kg. The experiment is filmed by a high speed 
camera (4000 frames per second). 

The research working program includes the following two physical 
experiments: 
EXPERIMENT A: Quantitative study of the entrapped air volume effect on the 
impact parameters: p, dp/dt and t, where p - hydrodynamic pressure; dp/dt - rate 
of pressure change; t - rise time. 

The air quantity is given preliminary. Under the impact plate in the side 
outlet plane a replaceable water-and airproof "threshold" is fixed. Its height D is 
given beforehand and varies from 0,06 H to 0,22 H , where H is the width of the 
water column, Fig.2. 

Pressure gauges 

N o 

w NSSSSSSSSSSSSSSS^ 
Fig.2. Air entrapment on the impact plate 

In this way an air cushion with thickness equal to the threshold height and 
with a rectangular cross- section equal to that of the water column is created. The 
thickness of air cushion is as follows : D = 0,06 H; D = 0,11 H ; D = 0,16 H ; 
D = 0,22 H. The pressures are measured in two locations by membrane resistor 
transducers (gauges) whose natural frequency is 2000 Hz and operating pressure 
range of up to 100 kN/m2. The area of the membrane is 1 cm2. 

EXPERIMENT B: Modelling of the wave front surface F motion during the 
breaking wave impact on a wall. 

The shape and velocity of the oncoming wave are known from the 
experiments in wave flume, (DENNY, 1951). By changing the geometry of the 
profile of the approach before the impact plate an analogous kinematic profile can be 
achieved. The pressures are measured in two locations before the entrapment of air 
cushion (Gi) and in the location of the air entrapment (G2). 
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RESULTS 
EXPERIMENT A 

The recorded impact characteristics are shown in Fig.3. 
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iii' 

D/H=0,22 

Fig.3. Effect of thickness of the entrapped air volume on impact parameters 

The results could be divided in three different groups: 
1. The effect of an air volume at D/H <= 0,06 
2. The effect of an air volume at 0,06 < D/H < 0,22 
3. The effect of an air volume at D/H >= 0,22 

/. D/H <= 0,06. Compression of very thin air cushion. 
During the impact the very thin air cushion is broken by the liquid to many 

small bubbles, which in practice do not reduce the kinetic energy of the water 
column. The pressure gauges do not catch the air compression of the small bubbles 
and register the impact pressure of the jets when the water gets in touch with the 
gauge membrane. Such insignificant small air quantities practically does not affect 
the character and the magnitude of the pressures. 
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2. 0.06 < D/H < 0,22. Compression of thin air cushion. 

The rate of pressure change clearly shows two physical processes from 
which the maximum pressure value has been formed. The first part of the pressure 
is generated as a results from the air compression, but the second is indicated at the 
time of contact between the liquid and the impact plate. The rate of pressure change 
at the time of the contact of the liquid with plate is four times bigger than the one 
with the air compression. However, unlike the first case, during the compression of 
the continuous thin air cushion a loss of kinetic energy is almost not observed, 
Fig. 3. The resulting magnitude of the peak pressure in spite of the compression is 
increasing, Fig. 4 

'50 - I .5f 

40 

30 

20 

10 

0,05 0,1 0/f5        0,20       0,25    H 

Fig. 4. Effect of dimensionless thickness (D/H) on magnitude of impact pressure 

3. D/H>= 0,22. Compression of air cushion 
At this thickness of the air cushion the pressure is due only to the air 

compression. Here the kinetic energy of running water is being reduced by the 
compression of the air cushion. The pressure magnitude is decreasing, Fig. 4. The 
rate of pressure change with air compression is nearly 4 times less of the same with 
a direct impact of the liquid. 

From the experimental study described above the following conclusion about 
the quantity influence of the air volume could be made: 
1). The pressure from the air compression is negligibly small with insignificant air 
volumes due to breaking of the air cushion into bubbles. 
2). When the air cushion keeps continuous before it is broken, the pressure from the 
air compression is added to the pressure from direct liquid impact. 
3). At bigger air volumes the water column does not reach the plate during the 
impact and the air cushion acts as a damper. 
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EXPERIMENT B 
The research apparatus allows the motion of the wave front, which surface is 

designated here as F, to be simulated before and during the impact. By changing the 
geometry of the profile of approach before the impact plate and using a high speed 
camera a kinematical profile analogous to that of the wave front surface F motion in 
a flume (DENNY, 1951) is achieved, Fig. 5. 

Air cushion 

Fig. 5. Modelling of the wave front surface F motion 

The Gauge 1 registers the pressure at the location where the water flow is 
deviated and accelerated upwards without air entrapment. 

The Gauge 2 records the pressure where the air is entrapped, Fig. 6. 
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Fig. 6. Pressure-time records during the impact; Gl: striking water column; G2: 

shock wave 
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The shape of the pressure curve obtained from Gauge 2 exactly repeats 
the records of high pressures in a wave flume made by numerous researchers 
(BAGNOLD, 1939; RUNDGREN, 1958; GODA & HARANAKA, 1967; 
PARTENSCKY, 1987; KXRGOZ, 1982; TAKAHASHI et al. 1994). 

At the location of the entrapment of the air a counter stream appears and 
a free fluid issuing is strongly hampered. These conditions are of crucial 
importance for a shock wave to be created. It is confirmed from the record of 
Gauge 2 shown in Fig. 6 and after a comparison between the impact parameters 
from experiment A and experiment B, shown in Table 1. 

Table 1. Comparison of impact parameters obtained from experiments A & B 

Type of 
impact 

u 
m/s 

P 
kN/m2 

t 
s 

dp/dt (tgcf) 

with air compression 1 24 0,02 0,14 

water jet (column) 1 30 0,004 1 

collision of streams 
and jets (shock wave) 1 65 0,0008 15 

EXPLANATION OF THE GENERATION MECHANISM OF HIGH PEAK 
WAVE IMPACT PRESSURES 

The physical experiments help to be established the following: 
1. The enclosed air volume as a geometric space and a physical medium with 

density considerably smaller than that of water allows the focusing of the 
kinematical parameters vectors of the flowing liquid around the gas-liquid- interface 
F. 

2. The velocity values calculated using the data obtained with high speed 
camera are an experimental proof about the cumulative character of the wave flow 
rate during the breaking against the wall. The velocity of stream at the time of 
spilling on the plate is twice as much as the surface F velocity before its reaching the 
barrier. In physics the cumulative principle with water current motion is known, 
(LAVRENTIEV and SHABAT, 1977), (SLOBODETSKI and ASLAMAZOV, 
1980). Its theoretical basis with waves breaking against a wall could be illustrated. If 
a water jet strikes a flat plate with velocity c, Fig. 7, the velocity values of both 
spilling jets on the plate are the same equal to c: 

Cl = C2 =c (1) 

and it is not dependent on the angle of attack 9 . 
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Fixed plate/ 

Cl = C2 

Fig. 7. Impact of a jet on a fixed flat plate 

Now let examine this water mass of the wave which strikes the wall as it is shown in 
Fig. 8. 

a) 

Fig. 8. Impact of a wave on a vertical wall 

The velocity value of the front of wave respectively the water surface F 
before the impact « and the angle of attack between the wave front and the wall 
plane are known. Let find the stream velocity v with which it is spilling on the wall. 

The velocity « could be shown by the vector equation 

U = Ui+ U2 (2) 
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where u\ is the velocity component that is paralleled to the wave front and u2 is the 
velocity of the cross point P of the wave front line and the wall line. 
During the impact on the wall the velocity of the spilling stream is equal to the sum 
of both velocities 

V = Ui  +U2 (3) 

knowing that Ci = c2= c . 
The component velocities ui and u2 could easily be found, (u 1 Ui). 
Therefore Ui= u * cotga and u2 = u/sina. Substituting these values in Eq. 3 gives 

1 + cosa 
v = u   (4) 

sina 

With small values of a, (such are made in practice) theoretically the velocity 
could reach values many times bigger than the velocity of the wave front before its 
contact with the wall. The same is the case considering the kinetic energy. The ratio 
of the energy per unit volume of such spilling stream on the wall pv2/2 to the energy 
of moving water in the wave pu2/2 is more than 1. When a =10°, v = 1 lu,. 
pv2/ pu2 =120; at a = 2°, v = 57u, pv 2I pu2 = 3200. 

3. Due to the entrapped air space and the field of the velocities (as well as 
field of the accelerations) the wave energy is being distributed on a smaller area on 
the wall which is proved from both gauges indications. The cumulative character of 
the water stream motion on the wall contributes to the wave energy convergation. 
The stream which is moving vertically upward has started from the lower part of the 
wave. The counter stream is created by the impact of the wave crest. No matter the 
mass in the central part of wave (say in the form of striking jets) reaches the wall 
before or after the collision of these two streams. The possibility for spilling of 
water streams and jets disappears and after their collision a zone of high shock 
hydrodynamic pressure is created at the location of the entrapped air cushion. 

CONCLUSIONS 

1. The wave breaking on a vertical wall is accompanied by cumulation of the wave 
energy and its redistribution on the smaller area of the wall, and conditions for a 
shock wave are created at the collision of the streams and jets. 
2. The closed air volume as a physical medium under compression could not be a 
cause for the high peak short-period wave pressures. 
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CHAPTER 193 

A Design Short-Crested Wave Force Model for 
Vertical Deep-Water Breakwaters 

S.-Y. Tzang1 and S.-R. Liaw2 

Abstract 

Fenton's short-crested wave force approximations were modified for designing 
a vertical breakwater in deep water regions. The theoretical water surface profiles 
and depth-distributions of hydrodynamic pressure in front of a vertical breakwater 
were first evaluated with field wave conditions of height HD=lOm and period T=9.6s 
at depths d from 20m to 40m. The calculations immediately illustrated characteristics 
of residual pressures at wave crest and exponentially decreasing profiles under 
design water level. As d increased, wave crest height decreased as well and the crest 
pressure deviations became negligible while overestimated pressure force by 
assuming linear under-water pressure distributions became more significant. 
Through appropriate modifications, a design wave force model were proposed and 
compared with Goda's design formulae for standing waves. Results clearly displayed 
that 45° incident short-crested waves could induce greater total wave forces on a 
vertical breakwater than those by Goda's formulae at the same depth. Differences 
became greater at </=40m by about 12% ~ 17% for 7M0s and 17% ~ 29% for T=18s 
based on Fenton's 2nd and 3rd-order approximations. 

Introduction 

Currently in many countries, up-surging economic developments have made 
breakwaters, which were used to be constructed at water depths around 20m, now 
tend to be installed at water depths of more than 40m. For example in Japan, several 
port engineering require rather deep water breakwaters such as those in port Kamaish 
(deepest depth of 63m) etc.(Tanimoto & Takahashi, 1994). Similar challenges are 
also about to be encountered in Taiwan for its deep-water port projects in the near 
future. Thus, studies on the complex wave characteristics before a breakwater and 

1 Associate Professor, Dept. of Harbor and River Eng. National Taiwan Ocean 
University, Keelung, Taiwan 202, R.O.C. 
2 Chief Engineer, Harbor & Coastal Eng. Dept., China Eng. Consultants, Inc. 20th Fl., 
185 Hsin-Hai Rd. Sec. 2, Taipei, Taiwan, R.O.C 

2494 



SHORT-CRESTED WAVE FORCE MODEL 2495 

related engineering techniques have become an urgent task. 

In marine environments, waves generally attack breakwaters obliquely rather 
than normally resulting in a short-crested wave system (Jeffrey, 1924; Chappelear, 
1961). It has been a common engineering assumption adopted for design purposes 
that normal incident wave forces are greatest than short-crested wave forces, e.g. 
Goda's formulae (1972, 1985). In fact, this is not always true as pointed out 
previously that short-crested waves could induce greater wave forces on vertical 
walls than standing waves (Silvester, 1974; Roberts and Schwartz, 1983). These 
findings simply suggested that in certain conditions Goda's formulae for standing 
waves might under-estimate the resulting total wave forces and the designed 
breakwaters are more susceptible to catastrophic damages during storm attacks. 

Goda's Design Wave Force Formulae 
As schematically represented by Figure 1 for a composite breakwater, Goda 

defined wave crest height rjc and wave pressures Pi at specified positions as follows : 

off-shore '!      -*|— on-shore 
_nc 

j;;c Seabed 

Figure 1. Definition Sketch of Goda's Design Standing Wave Pressures 

Wave crest elevations 

77, = 0.75(1 + cos P)XHmwi 

T]c '• upper limit of wave pressure above design water level (DWL) 
J3   : angle between incident wave and the normal of breakwaters 
X   : pressure dissipation ratio (=1.0 for current paper) 

(1) 

Wave-induced pressures 
1 

A=~ (1 +cos/5)(a, + a2cos' /5)AWaHmi, 
cosh(27rh/ L) 

P3 = a,P, 

a, = 0.6 + - 

Pu = K(l + cos fi)Aala3w0H, 
-i2 

Anhl L 

:1-- 1- 

sinh(4;z/j /1) 

1 

h - d, Hm a, = min<;-^ (—* 
3hh        d -)\ 

2d (2) 

cosh{2nhl L) 

P\, Pi, Pi, Pu : max. pressures at DWL, sea bed, caisson bottom and up lift pressure; 
h, h', d: water depths from DWL to sea bed, caisson bottom, and rubble mound; 
r\c, hc: elevation of wave crest and caisson top above DWL; 
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<x\, ai, «3 : coefficients for pressure calculation. 

For a vertical breakwater, it is shown that h=d and P2=Pj, while Eq.(l) and 
Eq.(2) confirm that Goda assumed maximum wave force by standing waves and 
those by obliquely incident waves decreased by a factor of cos p. 

Fenton's short-crested wave force theory 
Based on Hsu et al's (1979) approximations of short-crested waves, Fenton 

(1985) further studied the surface wave profile, wave pressure and resulting total 
forces on a vertical wall. The short-crested wave system can be defined in Figure 2. 

reflected waves z 

   -y 

incident waves 

se^- 

777777777777777777 

(a) plane view (b) side view 

Figure 2. Definitions of A Short-Crested Wave System 

As expressed in Figure 2, an obliquely incident wave and its reflected wave 
from a vertical wall can generate a short-crested wave system. Thus, short-crested 
waves are essentially three dimensional rather than the two dimensional standing 
waves, which approach a breakwater normally. According to Fenton in the case of 
total reflection, short-crested wave height Hsc is exactly equal to twice of the 
incident wave height HD. Represented by Cartesian coordinates, the governing 
equation for the velocity potential <j> simply satisfies the Laplace equation : 

VV=^+?(   +4=0 (3) 
Solving with dynamic and kinematic boundary conditions on surface, at sea bed 

and on breakwater, Fenton derived a 3rd-order approximations with a variable 
8= jkHsc(Hsc: short-crested wave height) as expressed, respectively below : 

Surface water profile : 
8' 

kt](x,y,z,t) = £ X &>sj{mkx - cot)^ BIJt cos Inky +0(SA) 
i=\ V ~l)'>o (=o 

Hydrodynamic pressure : 

kp(x,y,z,t) = _fe + y     s'    y cos J(mkx _ wt)y c  (2)Cos Inky +0{S") 
pg 7^(»'-l)!£S ti 

Total wave pressure force : 

SFn cos(mkx - cot) + S2[F20 + F22 cos 2(mkx - cot)] 

1 
Pgd2 

(4) 

(5) 

(6) 

-S3[F3I cos(mkx - cot) + F33 cos3(mkx - cot)]+ 0(8*) 
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The dimensionless coefficients Bijl, Cijl, Fij and the listed variables are all 
defined in Fenton (1985). To examine the short-crested wave characteristics before a 
vertical breakwater, both Fenton's 2nd and 3rd-order approximations shall be 
evaluated with field wave conditions and then modified for design applications. The 
results will also be compared with Goda's formulae to manifest the under-estimation 
of wave forces by standing wave theory in deeper water regions. 

Wave Characteristics before A Deep-Water Vertical Breakwater 

Both wave crest elevations and wave pressure at specified depths were first 
studied with a set of in-situ design wave conditions at installation depths of 20, 25, 
30, 35, and 40m, respectively. The incident design wave height HD is 10 meters, 
wave period T is 9.6 seconds and steady current along the breakwater is neglected in 
this paper. The seabed slope is assumed to be 1/50 for applying Goda's formulae and 
only incident angles #=0.01° and 45° were considered. Results calculated with water 
density /7=1.03 g/cm3 and gravity acceleration g=9.806 cm/s2 are summarized in 
Table 1, where the shadowed areas denote results for #=45° by both approximations. 

Water surface profiles 
For water surface profiles, it is seen in Table 1 that short-crested wave crest 

heights r]c are decreasing with water depth and higher for normal incidence at each 
depth. The values at wave crest are exactly the same for both approximations but the 
phase variations of surface profiles are slightly different as illustrated in Figure 3. 
From both Table 1 and Figure 3, it is noted that short-crested rjc of both normal and 
oblique incidence are always smaller than those by Goda's formulae except for the 
case at d=20m. In fact, Goda's formulae gave a constant value of 15m regardless of 
the water depth and are even higher than short-crested waves by lm to 2.9m at 
d=40m for #=0.01° and 45°, respectively by different approximations. 

Wave pressure depth distributions 
Contrary to TJC, Table 1 shows that at each depth waves with the same height 

and period imposed greater maximum pressures for #=45° than those for normal 
incidence. This is clearly demonstrated by the phase variations of the wave pressure 
at half depth and seabed by both approximations as shown in Figure 4 and Figure 5, 
respectively. It is seen in both figures that maximum wave pressures of #=45° are 
greater than those of #=0.01° and maximum standing wave pressures occurred at 
phases deviated from phase of zero (wave crests) due to double hump structure. For 
waves of #=45°, pressures at DWL and at seabed derived by 2nd-order 
approximation are all greater than those by 3rd-order approximation but the 
differences became quite small as water depth increased. By 2nd-order 
approximations, the residual errors of water pressure at wave crest tend to diminish 
with increasing depths except for the cases of #=0.01°. This suggests that in deeper 
waters Fenton's approximations are more applicable due to negligibly small residual 
crest pressures and thus, resulting total wave pressure force on a vertical breakwater 
can be reasonably derived. 
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Table 1 Wave Characteristics by Fenton's and Goda's 
Approximations at Various Water Depths 

Hn=10rr , T=9.6sec, Slop e=l/50( for Goda's) 
d=20m 0 k Vc P 

crest 
p> P, lmax P2 2max 

dIL HSCIL s 
3rd 0.01 0.058 15.61 52.75 40.40 52.28 8.44 46.69 0.185 0.184 0.578 

IIII •ill lllllll Hill iiii lllllll •ill Illlll •111 mil 0.503 
2nd 0.01 0.058 15.61 192.30 109.20 * 48.30 * 0.185 0.184 0.578 

11111 Illlll lllllll iiii llill 111!!! liiiiii llill Illlll Illlll lliill 
Goda's 0 0.055 15.0 72.93 43.71 a,=0.72, a9=0.002 
d=25m 

3rd 0.01 0.056 14.80 3.74 47.12 56.11 10.96 37.53 0.223 0.178 0.559 

111111 mil lllllll Hill Illlll llill Illlll lllllll Illlll Illlll 0.481 
2nd 0.01 0.056 14.79 118.45 99.77 * 35.61 35.95 0.223 0.178 0.559 

111111 •111 lllllll Illlll Illlll Illlll llill llill illlll 1111 Illlll 
Goda's 0 0.051 15 68.80 35.67 a,=0.68, a?=0.0012 
d=30m 

3rd 0.01 0.054 14.36 -7.56 51.18 57.86 9.64 30.64 0.258 0.172 0.540 

111111 11111 Illlll 11111 llill lllllll •11 Illlll llill Illlll 0.459 
2nd 0.01 0.054 14.36 86.54 95.10 * 26.45 28.58 0.258 0.172 0.540 

lllllll inn ••I Illlll iiii Illlll llill Illlll 11111 iiii 111! 
Goda's 0 0.049 15 65.72 28.7 a, =0.65, a,=0.0007 
d=35m 

3rd 0.01 0.052 14.12 -11.00 53.55 58.74 6.89 25.25 0.290 0.166 0.522 
lliill IGISlil liiiiii mil lllllll lllllll Illlll llill iiii Hill 0.452 

2nd 0.01 0.052 14.12 70.48 92.47 * 19.00 23.35 0.290 0.166 0.522 

lllllll Illlll llii llill Illlll Illlll llill lllllll Illlll Illlll lili 
Goda's 0 0.047 15 63.67 23.70 a,=0.63, a,=0.0004 

d=40m 
3rd 0.01 0.051 13.96 -12.15 55.07 59.26 3.88 21.41 0.325 0.160 0.503 

Sill llill Illlll Illlll IIII Illlll llill llill 1111 1111 llllii 
2nd 0.01 0.051 13.96 61.48 90.93 * 12.91 19.63 0.325 0.160 0.503 

illlll liiiiii iiii! llill Illlll lllllll iiiii IIIII iiii IIIII Hill 
Goda's 0 0.046 15 62.45 17.74 a,=0.618, a,=0.0003 

where 
6: incidence angle; k : wave number; rjc : wave crest elevation (unit: m); * : same as left 

Pcrest: wave pressure at rjc;P,P: wave pressure (phase t/T=0) at DWL & seabed 

P,    ,P^     : maximum wave pressure at DWL & seabed (unit: kN/m2) 
lmax      2max l 

d/L : relative water depth; Hsc IL : short-crested wave steepnes; S: expansion parameter 
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Figure 6 and Figure 7 display both onshore and offshore pressures at different 
depths by both approximations, respectively. From the figures and Table 1, it is 
found that the residual errors at wave crest PCKSt for 45° incident short-crested waves 
altogether decreased towards a theoretical zero to satisfy the Bernoulli assumptions 
at free surface boundary. The values decrease from 85 to -2 kN/m2 by 2nd-order 
approximations and from -75 to -14 kN/m2 by 3rd-order approximations at depths of 
20m to 40m. For results by 2nd-order approximations, the deviations at wave crest 
seem more significant for normal incident waves than obliquely incident waves and 
pressure changes at DWL with depths were more notified than those by 3rd-order 
approximations. Being supported by negligible discrepancies between the two 
approximations at deep depths, it seems reasonable to apply either of the two 
approximations to estimate wave forces on a deep-water vertical breakwater. 

Resultant wave forces estimations 
Compared with the results by Goda's formulae, Table 1 shows that short-crested 

wave pressures of 45° incidence at DWL and seabed by both approximations were 
similarly greater than those by Goda's except at depth of 20m. The differences were 
gradually enlarged with increasing water depth at both locations, implying that 
Goda's formulae tend to under-estimate the resulting total pressure forces for 
obliquely incident waves on a deep water vertical breakwater. This is demonstrated 
with the calculated wave forces summarized in Table 2, in which numerical values 
were derived by summations of the approximated pressures directly from Eq.(6) at 
discretized depths. The reasons for utilizing discrete summations were mainly due to 
the avoidance of the residual effects of the surface errors on the resulting integration 
of Eq.(6) and the merits of estimations of wave forces between any two depths. 
Taking Figures 6 and 7 for illustrations, the pressure distributions above DWL were 
seen to be similarly linear for most depths but the surface residual errors would 
certainly cause calculated wave forces to be less reliable. If we correct this error by 
constraining the values of Pcrest to be theoretically zero thus, wave forces can simply 
calculated with known values of r/c and maximum pressure at DWL P\max- However, 
this correction had resulted in an error equal to the triangle area with coordinates of 
(Pimax, 0, Pcrest) and its magnitude is simply equal to 1/2 x Pcrest x r/c. Shown in Table 
2, we notify the decreasing trends of the errors with increasing water depths since 
-Pcrest became much smaller as displayed in Figure 6 and 7. As a result, we found 
from Table 2 that errors are decreasing in deeper water by both approximations for 
45° incident waves. However, the results for normal incidence have not shown 
similar tendency, rather are still significant at d=30m and 40m, implying more 
attentions should be taken when applications. 

On the other hand, the pressure force below DWL is simply the summation of the 
pressure force per unit depth. Usually for engineering applications as schematically 
shown in Figure 1 by Goda, the total on and off-shore pressure forces are derived by 
the magnitude of the area with linear distribution between P\ and Pi. The 
calculations are simple but may result in an significant error in resulting wave forces, 
especially for a deep water breakwater. As summarized in Table 2, the differences 
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between linear assumptions and the derived theoretical curves were exactly the 
shadowed areas shown in Figure 6 and 7. In this paper, the theoretical under-water 
total forces were approximated by summations of 20 trapezoidal pressure forces and 
more divisions can only slightly change the results. Obviously, linear assumptions of 
the pressure depth distributions result in an overestimation of the total force (the 
shadowed area), which became greater with increasing water depth. For 45° incident 
waves, Table 2 shows that for on-shore pressure force the over-estimations due to 
linear assumptions were about 10% at rf=20m to 19% at d=40m greater than those 
due to theoretical profiles. They became even greater for the cases with normal 
incident waves, e.g. 46% and 26% for both 2nd an 3rd approximations. Overall, the 
over-estimations calculated by both approximations became closer in deep waters. 
This trend was also true for off-shore pressure force calculations. Therefore, linear 
assumptions always resulted in over-estimations and were more significant with 
increasing water depths. Besides, both approximations gave closer values at <s?=40m 
than at d=20m, confirming the application of either of the two perturbed 
approximations in deeper water will not make much differences to each other. 

on-shore wave pressure off-shore wave pressure 

on-shore 
^ *      wave force Fp= 

over-estimation by 
linear assumptions 

yilc x Pln• + 

n-1   , 

off-shore 
/ wave force Ft= 

j=l 

;^-(Tj + Tj .i)xidj 

Figure 8. Definition Sketch for Design Short-Crested Wave Force Model 

A Design Short-Crested Wave Force Model 

According to above discussions, for a deep-water vertical breakwater we 
propose a design force model based on Fenton's short-crested wave theory as 
schematically displayed in Figure 8. This model assumes that the residual surface 
pressure (on-shore) are negligible and set to be zero at the elevation of r|c. The 
pressures increase linearly to the maximum pressure at DWL (P\mM) such that the 
total wave pressure force above DWL is equal to the summation of each component 
pressure forces in the enclosed triangle area. The under water pressure force for both 
on and off-shore directions is the summation of the discrete unit pressure force 
derived directly from the theory for avoiding the over-estimations due to linear 
approximations. As a result, the total on and off-shore wave pressure forces at each 
depth calculated by this design model were summarized in Table 2. Table 2 
illustrated that by this design wave force model the results were slightly different 
from those by Eq. 6 at water depths. 

Comparisons of total pressure forces with depth 
The comparisons with Goda's formulae will mainly focus on the on-shore total 
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Table 2 Comparisons of Wave Forces on A Vertical Breakwater 
(unit: kN/m; HrnaY=10m, T=9.6sec) 

water depth (m) 20 25 30 35           40 30 40 
¥ above DWL 

0 
On-shore wave force (0=45 ) (0=0) 

(1) corrected   (3rd) 496.7 482.5 474.0 467.7 462.7 415.5 413.7 
(2nd) 783.5 630,8 557.3 515.5 489.2 683,0 643.9 

(2) error AF (3rd) 546.5 312.6 189.3 123.9 86.6 200.7 180.0 

(2nd) -466.7 -167.8 -56.2 -3.59 24.8 -472.2 -330 
Goda's 547.0 516.0 492.9 477.5 468.4 

¥ below DWL 

iiliillllllllliliii 
illliiiiiiiiiiiiliii 

llllili 
1111111 

11811111 

liillll 
llllili 
111!!!! 

111111 
liiiir 

1808.9 
18741  

116U3 
14291  

1274.2 
is'il.'i  

(4) linear       (3rd) 1185.0 1483.6 1732.2 1946.1 2134.8 1327.5 1613.4 
(2nd) 1737.1 1841.9 1973.1 2107.0 2236.8 1855.1 2211.2 

AE:/:(3);V      (3rd); 
55.5   : 
(0%) ..:';•• 

101.2;: •'•;:• 
(7i3%)::;

; 
;1«,:3; :l 
IPH);;; (I4i0§|l 

mmm mmm :mmm. 

\(2iid) 
:i.55i2" ••:.;. 
(9.8%)-l; 

189:6; :: 
(ll;5%);;: 

23:6:" ':.:.,'v,:i 
§14%| ; 

msmm. 
(:16i%l)::;; 

WZMm mmm. 
:|46:4:%):1 

Goda's 1166.4 1305.9 1416.3 1528.9 1603.8 
Total wave force 

illlllillllll 
iiiiiiiiiiiiiiiiiSiiii 

llllili 
iiiilll 

llllili 
•iiii 

llllili 
•iiii 

Illilll 
•Bill 

!!!!!!!! 
•IIII 

llllili 
iiiilll 

iiiilll 
iiiilll 

(6) Fenton's    (3rd) 1897.2 2023.9 2143.4 2242.3 2319.0 1427.7 1495.7 
(2nd) 2086.5 2156.9 2241.6 2317.5 2378.6 1919.6 1927.3 

(7) Goda's 1713.4 1821.9 1909.3 2006.5 2072.2 

AF=(5) - (6) 
AF / (6)           (3rd) 

-271.0 
(-14.3%) 

-159.0 
(-7.9%) 

-101.5 
(-4.7%) 

-68.2 
(-3.0%) 

-47.3 
(-2.0%) 

-149.1 
(-10.4%) 

-192.2 
(-11.4%) 

(2nd) 
228.9 
(11.0%) 

126.2 
(5.9%) 

52.8 
(2.4%) 

11.2 
(0.5%) 

-15 
(-0.6%) 

193.2 
(10.1%) 

217.7 
(11.3%) 

AFY:(7)    :•;.   (3rd) 

-87.3 • - 
(-5.1%) 

43:: 
(2l4%)l A 

1:32; •'••: ::;: 
(6;9%);::;: 

;j:p;::,;,,;:, 

(8:3%):;:1: 
W9wm. 
msmM 

S3:32;i!; ;; mmm 
llllili 

. :   (2nd) 
652;::: 
(3,8%),;., 1 

461.2: ::: 
(25;;3%):; 

385.1 l: 
(203%);::: 

3|2;2::.::::::;: mxmm :mmm 
mm;m. 
iiiilll; iiSin 

Off-shore Wave Force(#=45°) (0=0°) 

piliiiiliiilipsip: 
llllllllllliiii 

llililli 
iiiiiii 

llllili 
liiiiii 

llllili 
liillll 

iiiiiiii 
liillll! 

1111111 
liillll 

I181I11I 
llllili 

llllili 
lltllfll 

(9) linear       (3rd) -750.7 -1128.3 -1425.0 -1678.8 -1903.9 -1063.0 -1511.4 

(2nd) -1054.9 -1308.4 -1543.1 -1758.1 -1955.7 -1674.6 -2116.9 

AF=(8) - (9)    (3rd) 46.8 55 117 195.4 289.2 78.2 201.6 

(2nd) 36.7 79.6 138 213.1 301.7 152.8 319.3 

(2nd) and (3rd) denote results by Fenton's 2nd and 3rd-order approximations, respectively 
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Table 3 Summations of Short-Crested Swell Charateristics 

#D=10m, </=40m, 0=45° 
wave period T (sec) 10 12 14 16 18 
wave crest elevation 77c (m) 12.095 12.071 12.22 12.50 12.87 
wave trough elevation r/t (m) -7.91 -7.93 -7.78 -7.51 -7.14 

&Si§i:Ii&isPSl?Bli^^BiiIllil'l IIIIII ••111 -3.721 -0.86 lllllll 
1.30 10.06 13.43 15.23 16.47 

HS^^^milfBi^^ii^^Biliii !••• lllllll lllllll lllllll llllll 
PI max (kN/m2) 83.42 94.74 103.42 110.90 117.96 

^HBHSii^iiiSi^ii^Siiiiil 1111111 lllllll •IIIIII lllllll lllllll 
P2max (kN/m2) 34.64 50.7 63.89 75.10 85.10 
is^^^^i^^^ii^^^^fei lllllll lllllll lllllll lllllll lllllll 
71 max (kN/m2) -85.86 -87.05 -86.14 -83.69 -80.00 

i^Siilllllliiffiliiii^lll^l•'! lllllll 111111 1111111 lllllll lllllll 
72max (kN/m2) -40.08 -55.10 -64.38 -69.31 -71.08 

MiffftiSiW-iiWSSi'P.lliiiiiiii iiiiilll 
IIIIII 

lllllll 
Illlii 

iiiiilll 
illllll 

iiiiilll 
llllll 

205 

illill 
AFp=Fp(linear) - Fp(2nd) 
AFp / Fp(2nd) 

345.4 
(17.3%) 

321.9 
(12.4%) 

285.6 
(9.3%) 

256.7 
(7.4%) 

233.7 
(6.1%) 

^Httm^^iiiiSi^iiii^SiSis lllllll lllllll lllllll i|iS:|:p|^|| lllllll 
2500.3 3158.7 3692.5 4156.4 4586.6 

AFp=Fp(2nd)-Fp(3rd) 
AFp / Fp(3rd) 

104.8 
(4.4%) 

202.9 
(6.9%) 

277.1 
(8.1%) 

343.9 
(9.0%) 

408.5 
(9.8%) 

Goda's design pressure force 2134.9 2524.8 2903.5 3250.3 3565.3 
AFP=Fp(3rd)-Fp(Goda) 
AFpZFp(Goda) 

260.6 
(12.2%) 

431 
(17.1%) 

511.9 

(17.6%) 
562.2 
(17.3%) 

612.8 
(17.2%) 

AFp=Fp(2nd)-Fp(Goda) 
AFp/Fp(Goda) 

365.4 

(17.1%) 
633.9 
(25.1%) 

789.0 
(27.2%) 

906.1 

(27.9%) 

1021.3 

(28.6%) 

Total off-shore wave force -1694.6 -1997.1 -2152.2 -2201.1 -2171.5 
(hydrodyixaraic components) -1743.6 -2097.2 -2304.7 -2407.9 -2435.0 
AFr*FT(linear) - FT(3rd) 
AFi/ Fr (3rd) 

-246.2 
(14.5%) 

-160.7 
(8.0%) 

-98.4 
(4.6%) 

-58.6 
(2.7%) 

-32.6 
(1.5%) 

AFT=FT (linear) - Fj(2nd) 
AFT / FT (2nd) 

-277.1 
(15.9%) 

-182.2 
(8.7%) 

-120.2 
(5.2%) 

-77.6 
(3.2%) 

-47.2 
(1.9%) 

Note : the shadowed areas denote the calculations by the 3rd-order approximations 
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wave pressure forces in the following sections. The short-crested wave pressure, 
forces were derived according to Figure 8 and standing wave pressure forces were 
based on Figure 1. From Table 2, the calculated total pressure forces by short-crested 
wave model were always greater than Goda's results, even though the over- 
estimation due to linear short-crested wave pressure distribution under DWL had 
been excluded. As water depths increased, the trends of depth distribution of wave 
pressure were opposite for both approximations and resulting total wave forces by 
2nd-order were also greater than those by 3rd-order but the differences became 
smaller in deeper waters. At water depth of 40m, for example, the 45° incident short- 
crested waves could impose 10% to 14% greater pressure forces than standing waves 
on a vertical breakwater. Based on the findings and Table 2, it is expected that short- 
crested wave forces could still be significantly greater than standing waves forces at 
water depths over 40m. It is clearer that Goda's formulae tend to under-estimate total 
pressure forces especially for a deep-water vertical breakwater. Therefore, the 
traditional acknowledgment of standing waves to be the maximum imposing loading 
on a vertical breakwater should be corrected for future engineering practices. 

Applications to short-crested swells 
To further demonstrate the differences between current model and Goda's 

formulae, we shall briefly examine the variations of total wave pressure forces with 
longer waves at depth of 40m. The wave height is the same as discussed above but 
wave periods will be 10, 12, 14, 16, and 18 seconds, respectively. Results calculated 
by both short-crested wave approximations were summarized in Table 3. Figure 9 
displays the phase variation of maximum on and off-shore pressure depth 
distributions by the 2nd-order approximations. It is observed from Table 3 that wave 
crest elevations TJC were only slightly increasing with wave periods and standing T]c 

are all higher than short-crested J]c but the differences decreased with longer wave 
periods. Figure 9 shows that the surface residual pressures were relatively small and 
Table 3 confirms the same trend for 3rd-order approximations. Besides, at this depth 
the curvature of the under-DWL on and off-shore pressure depth distributions were 
more significant for shorter-period waves by both approximations. Thus, the over- 
estimation by linear assumptions of the on-shore pressure depth distributions became 
less important such as were about 17.3% for T=10s to 6.1% for T=18s, respectively 
for 2nd-order approximations. But the variances in total wave forces derived 
according to Figure 8 between the two approximations became more significant with 
longer wave period. From Table 3, the total wave forces by 2nd-order were greater 
than those by 3rd-order approximations by about 4.4% for T=10s to 9.8% for T=18s. 
As a result for 45° incident short-crested waves acting on a vertical breakwater in 
such conditions, the total wave forces calculated by current model became greater 
with period than those by Goda's. For 3rd-order approximations, the trend could 
grow up about from 12% for T=10s to 17% for T=18s and became even more 
significant for those by 2nd-order approximations. The comparisons clearly suggest 
that the design forces could be under-estimated by Goda's formulae, especially in 
deep waters. 



SHORT-CRESTED WAVE FORCE MODEL 2507 

Conclusions and Suggestions 

The evaluations with 0=45° incident waves of HD=\0m and r=9.6s show that 
both Fenton's 2nd and 3rd-order approximations can be reasonably applicable at 
deep depths due to more negligible residual pressures at wave crest. Modified from 
the theory, present short-crested wave force model for deep-water vertical 
breakwaters defines maximum wave pressure P at DWL and linear distribution of P 
to zero pressure at wave crest. The resulting wave pressure forces are simply the 
summations of pressure distributions derived according to theoretical 
approximations at discrete depths. Linear assumptions for pressure depth distribution 
under DWL result in greater over-estimated total wave forces with increasing water 
depth or shorter waves. Differences between 2nd and 3rd-order approximations 
always become negligible as water depth increased but more significant for longer 
waves or for 0=0°. For #=45° and r=9.6s, the over-estimations by 3rd-order 
approximations could amount about from 5% to 18% at d=20m to 40m but then 
decrease to 6% for r=18s at J=40m. For current wave conditions, Goda's formulae 
for standing waves under-estimate the total pressure forces than short-crested waves 
of <9=45° by at least 10% at depth of 40m and up to 17% or 28% for waves of T=18s 
derived by 3rd-order and 2nd-order approximations, respectively. 

It is recommended that more studies on the applications of the current model to 
field conditions to be carried out for further design needs of deep-water breakwaters. 
Three-dimensional hydraulic model tests are considered necessary for decisive 
selection between the two approximations. Further extension to establish a similar 
model for composite breakwaters will be very valuable for engineering practices. 
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CHAPTER 194 

New design methods for wave impact loadings on 
vertical breakwaters and seawalls 

Allsop N.W.H.,1 McKenna J.E.,2 Vicinanza D.3 & Whittaker T.T.J4 

ABSTRACT 

This paper discusses wave impacts on vertical and composite breakwaters and related 
coastal structures. It describes types of vertical walls in use, with particular reference to older 
walls that may be much more influenced by wave impacts. Methods to estimate wave forces 
are identified. Analysis of performance suggests that these under-predict wave impact loads, 
and cannot identify combinations of geometry and wave conditions which lead to impacts. 

Comprehensive 2-dimensional hydraulic model tests have been conducted using random 
waves to measure wave pressures (and other responses) on a wide range of simple and 
composite vertical walls. The test results have been used here to: 
• Identify the ranges of geometry and wave conditions which lead to wave impacts; 
• Develop a simple method to estimate wave forces under impact conditions. 
Analysis of % of impacts has defined a new design diagram to identify wave conditions and 
wall / mound geometries which cause impacts. These results are intended for engineers 
analysing vertical or composite walls in deep water, in harbours, or along the shoreline. 

1. VERTICAL WALLS 

Seawalls or breakwaters around the world have often been built with vertical or steep faces 
formed by small blocks joined together. The structure relies on its weight to resist sliding or 
overturning forces, and on the bonding or jointing of the blocks to maintain its monolithicity. 
The integrity of blockwork walls depends on their resistance to local pressures or pressure 
gradients. Modern structures may be formed from larger elements, perhaps full-depth 
cellular caissons filled with sand or rubble, and founded on rubble. A few modern structures 
use concrete blocks bonded or keyed together, or thin concrete elements. 

Much of the historical and experimental information discussed in this paper has been 
presented in the comprehensive research report by Allsop et al (1996a). 
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Construction of breakwaters, piers, and seawalls 
Unless founded directly onto rock, vertical breakwaters or piers built before about 1900 used 
rubble slightly below low water, and surmounted by blockwork walls. Hewn stones were laid 
in bond, generally slightly off vertical. Blocks were originally laid dry, or in lime / pozzolanic 
mortar. Cement mortars were used after about 1900, and concrete blocks after about 1880. 
Tensile, bending, or shear loads were transferred between adjoining blocks, or courses of 
blocks, by iron cramps, keys or joggle joints between blocks. 

Concrete blocks were 
used at North Tyne in 
1855 (Fig 1), for Dover 
breakwater, 1866, and at 
Cork in 1877. Concrete 
bags formed a foundation 
at Fraserburgh in 1877, 
and for Ardrossan Pier in 
1892. Concrete filling 
was used for the later 
stages of Alderney 
breakwater 1849-1866, 
Aberdeen south 
breakwater, 1873; North 
Pier at Aberdeen, and the 
Fraserburgh breakwater, 
both in 1877.   The Italian 
engineer Coen Cagli re- 
introduced vertical wall 
breakwaters to Italy after 
a visit to Britain in 1896 where he saw blockwork breakwaters at Dover, Sunderland, North 
Tyne, Peterhead, and Wick. 

m$mi 

Figure 1       North Tyne Breakwater 
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Figure 2       Timber caisson used for the Greate Mole at Tangier, 1677 

Caissons were rarely used in the UK before 1900, but construction of the Greate Mole at 
Tangier by British engineers using caissons in 1660s is described by Routh cited by Allsop et 
al (1996a). The Mole was started with rubble foundations placed ahead of blockwork in 
August 1663, but only reached 350m by August 1668 due to adverse wave conditions; loss of 
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fill into the sand; diversion of the workforce to other (military) duties; difficulties in obtaining 
materials; and significant delays in payment for work completed. Construction re-started in 
April 1670 with the blockwork walls damaged and breached by storms. A new construction 
was copied from Genoa using "great wooden chests" bound in iron, and filled with stones and 
mortar. After much debate, some reported in Samuel Pepys1 diaries, wooden caissons of 500 
to 2000 tons were towed out from England, and sunk onto the foundation filled with stone 
bound in mortar (Fig 2). Progress was quicker with the new construction and suffered less 
delay than the blockwork sections. In 1680 however, peace was concluded, and the 
breakwater was then destroyed lest it provide shelter to a later enemy. 

The development of many harbours around the UK between 1850 and 1900, and their 
survival, have reduced the need for new harbours around the UK, so relatively few have been 
constructed since 1900. Vertical breakwater exceptions to this are at the new marina harbour 
at Brighton protected by circular caissons based on those used at Hanstholm in Denmark; 
and the vertical wave screen breakwaters at Sutton Harbour, Plymouth, and Cardiff Barrage. 

Performance in service 
The life of a breakwater may be considered in three periods: construction; initial service; and 
extended service (often well beyond that used in design life calculations). Most damage 
occurs early in its life, even during construction, so most breakwaters which survive the first 5 
years without damage are likely to survive the next 40-50 years.   This simplification however 
ignores steady or accelerated deterioration which may lead to sudden failures in later life. 

Stevenson describes construction at Wick started in 1863 using dry-placed blocks of 5 to 10 
tons. During storms in 1870, about 115m was destroyed, presumably by breaching the wall. 
This section was then rebuilt using cement to bond the block facing, and iron dowels between 
courses. A storm in February 1872 gave impact pressures so severe that facing stones were 
shattered, although Stevenson does not identify whether this was by direct wave impact, or by 
stones from the mound being hurled against the face. In December 1872 a section of 
blockwork bonded together and estimated as weighing 1350 tons slid into the harbour. This 
was followed in 1873 by movement of another section of 2600 tons. 

During construction of Catania breakwater in Sicily in 1930, large blocks slid backwards into 
the harbour under wave attack. The damage was repeated in 1933 when much of the upper 
part of the breakwater slid backwards, due to a lack of horizontal connectivity between layers. 
Later structures in Italy included connections to resist horizontal forces, but few if any existing 
structures were re-appraised or strengthened, and collapses continued at Genoa in 1955, at 
Ventotene in 1966, Palermo in 1973, Bari in 1974, and Naples in 1987. 

Mutsu-Ogawara port on the Pacific coast of Japan was under construction in 1991, when it 
was hit by waves of Hs=9.9m, substantially above the 1:50 year design condition of Hsd=7.6m. 
Damage was particularly severe where mounds of armour intended to cover the front face 
were incomplete and/or had already been damaged. Waves tripped over the part-height 
mounds causing impact forces so severe that two 24m long caissons suffered significant 
structural damage, one of them losing most of its upper part. 

Sakata port is on the Japan Sea, less exposed than the Pacific coast. Even so, waves during 
winter 1973 / 74 reached Hso=7.2m and exceeded Hso=4.5m on 4 other occasions. In depths 
no more than 9-10m, these conditions would have reached or exceeded the breaking limit. 
Nearly all 39 caissons, each 20m long and 17m deep, slid during these storms, some by 4m. 

In December 1990, a small breakwater was damaged at Amlwch, North Wales. It is about 
60m long, slightly curved in plan, and is constructed using concrete blocks in slices on mass 
concrete on the rockhead. The outer end of the breakwater was slid backwards by about 0.3, 
cracking the crown wall in three places. Wave conditions are estimated as HB02;4m, with 
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Tm=9s. The foreshore is very steep, approximately 1:13, falling outside of any established 
design method. The depth at the toe probably reached at least 11-14m. Allsop & Vicinanza 
(1996) estimated inshore wave conditions limited by depth to Hsl=4m at MHWS, but reducing 
to Hsi=3.6m at MLWS. Using the method of Vicinanza et al (1995), Fh was calculated as 
1040kN/m at MHWS. With no up-lift force for blocks direct on concrete, and u=0.5, these 
give a factor of safety of Fs = 0.9 at high water, contrasted by predictions using Goda which 
gave Fs = 1.2 at high water, and Fs = 2.3 at low water. 

In late October 1966, the blockwork breakwater of Porthcawl in South Wales lost its capping 
wall over a length of about 55m, again probably due to a single direct wave impact. 

These examples demonstrate that wave impact forces are very high, and the more recent 
damage suggest that predictions of wave loadings / responses remain very uncertain. As 
many blockwork walls approach 150 years old, and the potential for local or catastrophic 
collapse increases, it becomes more important to re-examine wave load prediction methods. 

2.   WAVE LOADINGS ON VERTICAL AND COMPOSITE WALLS 

The main loadings acting on these types of walls arise from: direct wave pressures; up-lift 
forces; quasi-hydrostatic forces from internal water pressures; and geotechnical forces / 
reactions from backing or supporting materials. These structures resist wave and 
geotechnical forces essentially by their own weight, and by friction with the underlying 
materials. Interlock or bonding forces between component elements maintain continuity and 
avoid movement or loss of elements and/or fill. 

The simplest failure mode for monolithic vertical structures is sliding under direct wave forces, 
primarily under horizontal loads, but also influenced by up-lift forces. Failure by overturning 
may be examined by assuming rotation about the rear heel of the caisson / wall, but the point 
of rotation depends upon bearing capacity and geotechnical characteristics of the mound / 
foundation. Analysis of foundation failures has been discussed by de Groot et al (1995), and 
constitutes a major part of the MAST III research project PROVERBS. Blockwork 
breakwaters may also fail by loss of integrity where a block is removed (seaward) by net 
suction forces, followed perhaps by progressive damage and then catastrophic collapse. 

It is often convenient to treat wave pressures / forces on these structures as quasi-static / 
pulsating; of dynamic / impulsive or impact, see also Figure 4 in Section 3. 

Quasi-static or pulsating wave pressures change relatively slowly. A wave impinges directly 
against the structure applying a (quasi-) static pressure difference. The obstruction of wave 
momentum causes the water surface to rise up, increasing the force on the wall. The net 
force is related closely to the peak water level, and can be estimated using simple methods. 
Most design methods assume static loadings, and simple equilibrium conditions. 

Dynamic or impact pressures arise where the wave breaks directly onto the structure. Impact 
pressures are substantially greater than pulsating pressures, and of much shorter duration. 
The processes of wave breaking are not well understood and the occurrence of breaking 
cannot be predicted with reliability, so these pressures are extremely difficult to calculate, and 
have historically not been used in design calculations. Schmidt et al (1992) remind us that 
there are still two attitudes to impact loadings. The first simply assumes that impact 
pressures are not important and need not be adopted in design. The second is to skip the 
problem of evaluating impact loads by assuming that the structure can be designed so that 
impacts will not occur. A third (newer) approach is to conduct dynamic analysis of the 
structure, its foundation, and the loads. This requires high levels of data on wave loadings, 
and on the geotechnical response characteristics of structure / mound / foundation, but is 
likely to become more frequently used. 
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These problems are compounded by uncertainties in defining conditions that lead to impacts. 
Schmidt et al (1992) and Oumeraci (1994) define 7 breaker classifications in terms of H^d, 
but the breaker height Hb is extremely difficult to predict, so these classifications are of limited 
use. Klammer et al (1996) define 2 types of plunging and a "flip-through" breaker, but then 
derive a suggested force formula for all three types lumped together. 

Are waves oblique? 
Beta > 20 degr. 7 

dp 
Any aign. mound? , _ 

hb/h« > 0.1 ?       I—((\eO- 
la mound large 1 
0.1 < Bb/Lp < 0.3 

*-^YeT\« 
Shallow bed alope? 

m < 1/50 ? 
Hmax/h > 0.6 

hb/hs > 0.5 

Low crest level? 
Rc/Ha < 0.3 ? 

Low crest level ' 
RC/He < 0.3 ? 

PULSATING OR 
BROKEN WAVES 

IMPACT LOADS 
ARE POSSIBLE 

Goda (1985) described 
rules to identify whether 
particular structures or 
sea states will cause 
impulsive wave conditions, 
and that method is re- 
interpreted as Figure 3. 

Wave force prediction 
methods 
Hiroi's simple formula 
gives a uniform wave 
pressure p on the front 
face up to 1.25H above 
still water level where H 
the wave height, and p = 
1.5p„gH. Sainflou's 
method calculates a 
maximum pressure, p, at 
static water level, tapering 
to zero at H+50 above 
SWL, and reducing 
linearly with depth from p, 
to p2 at the rubble base. 
The Shore Protection 
Manual (1984) however 
suggests that Sainflou's 
method may over- 
estimate wave forces for 
short non-breaking waves, and uses Miche-Rundgren formulae to derive the clapotis height 
from which an (assumed) linear hydrostatic pressure is calculated. For long waves of low 
steepness, the SPM recommends Sainflou's method. 

Goda's method 
The most widely used prediction method for wave forces on vertical walls was developed by 
Goda (1985), primarily to calculate horizontal forces for concrete caissons on rubble mound 
foundations, and calibrated against laboratory tests and back-analysis of historic failures. 
This method assumes wave pressures on the front face are distributed trapaezoidally, 
reducing from p, at s.w.l. to p2 at the caisson base. Above s.w.l. pressure reduces to zero at 
the (notional) run-up height n* = 1 SH^,,, where H^ is taken as 1.8HS. The method describes 
impulsive and deflected wave components by coefficients a,, a2, and a3. The effect of 
relative depth to wave length on the pulsating component is represented by a,; the effect of 
impulsive breaking due to the mound is represented by a2; and a3 accounts for the relative 
crest level and relative depth over the toe. The depth h is taken at the mound toe, and d over 
the mound at the front face of the caisson, but hb is taken 5H. seaward. 

Figure 3       Impact breaking conditions, derived 
from Goda (1985) 

The caissons on rubble foundations considered by Goda had natural periods around 0.1 to 
0.3s. When subjected to loads of much shorter durations, the effective load is smaller than 
the applied load. Thus for the short peak pressures caused by wave impacts, Goda's formula 
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does not give actual pressures, but equivalent static loads for the dynamic system of caisson, 
mound and foundation. Goda noted that impulsive pressures caused by waves which break 
onto the wall may rise to p=10p„gH, but judged that vertical breakwaters would not be 
designed to be exposed to direct impulsive pressures. 

Wave impact force predictions 
In Europe, engineers observed the effects of very large forces on some walls, and noted very 
short impacts coupled with very large pressures. Bagnold postulated a model of air 
compressed by the exchange of wave momentum, see Klammer et al (1996) for a simple 
description. At maximum pressure, all the wave momentum has been converted to pressure 
over the impact rise time. This approach however required identification of the thickness of 
the air pocket, and of the virtual length of the water piston, neither of which could be 
measured. Minikin's (1963) used Bagnold's model to develop to estimate impact pressures 
caused by waves breaking directly onto a wall, and therefore addressed the problems of 
impact pressures. The resulting expression for p^ may be written: 

pmax = y2Cmknp»gHm((1+d/h) (d/L) (1 a) 

where Cmk is defined to fit Rouville's data, accounting for typical sizes of air pocket. Minikin 
suggests Cmk=2, which is then cancelled within eqn. 1a to give the simpler version used in the 
British Standard, BS6349 Pt1, BSI (1984): 

P•x = npwgHmax(1+d/h) (d/L) (1b) 

Unfortunately, this expression was re-written by Minikin with npwg replaced by 2.9! This (mis)- 
use of dimensioned coefficients was later compounded by the Shore Protection Manual, and 
others. The total horizontal force may be written in dimensionally correct terms: 

Fhmax = %Cmknp.gH^df (1+d/h) H/(3L) + 1/(2n)+ H/(8nd) } (1c) 

Many versions of Minikin's formula for total force, except that used by BSI (1984), included a 
factor of 101 replacing ng, but without qualification on the units. In imperial units this 
becomes more serious when later authors imply that ng = 101 can be used in other units than 
f.p.s, and have thus propagated the erroneous version of Minikin's formulae ever since! In 
practice the SPM version of Minikin's method gave so much greater pressures than other 
formulae that its use for calculations in practical design has been limited. Goda writing on 
wave force formulae in 1990 summarises the prevalent view on Minikin's method as "can be 
considered to belong to a group of pressure formulae of historical interest". 

Takahashi extended Goda's method to include effects of breaking wave impacts. This was 
obtained by re-analysing tests of caissons sliding under wave impacts (regular waves), 
together with data on caisson movements at Sakata Port. The modification is applied by 
changing the a2 coefficient to be the maximum of cx2 or a new impulsive coefficient a„ itself 
given by coefficients representing the effect of wave height on the mound, and mound shape. 

Other methods for impact pressures 
Partenscky quoting Oumeraci has used results from the large wave channel at Hannover / 
Braunschweig (GWK) to suggest that impact pressures of very short durations (0.01 to 0.03s) 
may be calculated the breaking wave height, and a coefficient KL given in terms of the air 
content a0 of the breaking wave. 

Blackmore & Hewson conducted field measurements at four sea walls in the UK, from which 
they developed a model based on momentum exchange. Impact pressures p< depend on the 
shallow water wave velocity, v0; the wave period, T; and an aeration factor, X, which depends 
on the roughness of the foreshore. A value of X = 0.3 is recommended for a rough and rocky 
seabed, and X = 0.5 for a regular seabed. Breaking wave heights are indirectly considered by 
using shallow water wave velocities calculated from the breaking water depth, hb, and 
breaking wave height, Hb. 
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More recently, Klammer et al (1996) have developed a method to predict wave impact forces 
based primarily on solitary waves, but with some (rather tenuous) comparisons with data from 
random wave tests in the Large Wave Flume at Hannover / Braunschweig. 

3. DESIGN OF MODEL STUDIES 

3.1       Test structures and facility 
Hydraulic model tests were conducted to measure wave pressures / forces on a range of 
simple vertical and composite wall configurations, using the Deep Random Wave Flume at 
Wallingford, which is 52m long and operates with water depths between 0.8m and 1.75m. 
The flume is configured to reduce reflection of waves from the test section in absorbing side 
channels. The bathymetry approaching the test section was formed to 1:50. The main 
caisson was formed as a hollow box with pressure transducers mounted flush with the front 
face and the underside. The design / construction of the model caissons, the measurement 
systems, and the test programme, have been described fully by Allsop et al (1996a). 
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Figure 4      Wave pressure events from Test 10003 on Structure 1 

The geometric and wave parameters that influence wave forces include: wave heights, Hso 
and H,,; water depth in front of the structure, h8; crest freeboard, R0; wave steepness, smo; 
wave length at structure toe, L8; water depth over mound at wall, d; berm height, hb; berm 
width, B„, and front slope of mound, a; and the depth of embedment of caisson into mound, 
h„-hc. Systematic variations would have required more than 1 year testing, so drastic 
reductions were made by concentrating on the most important dimensionless parameters, 
particularly the relative wave height, H^d, berm length, Bt/L, and berm height, h,/hs. 

For the simple wall, the parameters varied were the waves and water depth. The crest level 
was not changed. For composite walls, the main change was the relative height / depth of the 
mound in front of the wall, by varying the height of the mound, and the water level. The other 
changes were to the width of the berm (3 widths) and the front slope angle of the mound 
(1:1.5 ,1:3 with most tests using 1:2). Eleven structures were tested in this study. Structure 0 
was a simple vertical wall. The main composite walls were Structure 1 with a small mound; 
Structures 2 or 3 with intermediate mounds; and Structures 9 and 10 with large mounds. 

Wave steepnesses of s,^ 0.02, 0.04 and 0.06 were used for relative wave heights of H8/hs = 
0.1 - 0.6, but restricted to 0.15 - 0.4 for some structures. Up to 5 water levels were used. 
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Pressures / forces were measured by pressure transducers in the front and lower faces of the 
caisson.  These gave high resolution measurements to about 8m (fresh) water head, and a 
maximum pressure before damage equivalent to 15m. 

The sampling rate was 
400Hz, and data were 
collected from 16 
pressure transducers for 
500 waves for each test. 
Oumeraci etal (1994) 
suggest reduction factors 
for impact pressures 
sampled at 400Hz may 
give under-estimates of 
maximum pressures by 
up to 50%, but the 
reduction for horizontal 
force is limited to 20%. At 
these rates, the total 
impulses are not 
significantly affected. 

4. RESULTS 
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Figure 5       Weibull  probabilities of horizontal 
forces, pulsating, and (few) impacts 

In excess of 1 million waves were sampled in 217 tests. Pressures measured by a transducer 
at static water level are shown in Figure 4 for about 9 waves on Structure 1 with a low rubble 
mound. This shows some impact events; and others with substantially smaller pressures with 
much longer rise times, pulsating events. During other tests, severe impacts up to p=40pwgHs 

were noted. Previous studies had suggested that severe impacts might be very variable, but 
repeated tests confirmed that these impacts were repeatable. 

Simple vertical walls 
In the first analysis, 
horizontal forces (and up- 
lift where applicable) were 
calculated for each force 
event. The statistical 
distribution of horizontal 
forces were then plotted 
on Weibull axes for each 
test. Examples for simple 
vertical walls subject to 
waves of Hs/hs=0.3 and 
0.4 in Figure 5 show the 
start of impacts (about 
2%) where the highest 
forces for Hs/hs=0.4 start 
to deviate (upwards) from 
the linear Weibull line for 
the pulsating condition for 
Hs/hs=0.3. Overall forces 
are not greatly increased by these impacts, but FWK and Fh1/250 are increased significantly. 
These increases further as waves approaches the breaking limit for shallow bed slopes 
around H,/h, = 0.55 to 0.6. 
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For the simple wall tests, impacts (Pl%) are plotted against Hs/d (equal to Hs/hs for simple 
walls) in Figure 6. Impacts start at Hs/d > 0.35, suggesting this simple limit for onset of 
impacts. Hs/hs=0.35 is lower than the simple rule for wave breaking over shallow bed, but it is 
reasonable to expect some larger waves to break at conditions below Hs/hs=0.55. 

These limits identify 
different types of wave / 
structure interaction, but 
do not predict forces. 
Horizontal forces non- 
dimensionalised as 
Fhi/25c/P»gd2 have been 
plotted against Hs/d in 
Figure 7. Force predicted 
by Goda's method are 
also shown, illustrating 
relatively good agreement 
for relatively small waves 
in the region Hs/d<0.35, 
but significant errors for 
those waves which cause 
impacts, Hs/d>0.35. 

3 

h 2.5 
CD 

€         2 

o   1.5 
CJ 

If 
U. 

0.5 

- • Exp. data 

A Goda's prediction 

— New prediction 

Jolt* 
C 0.1    0.1    0.2   0.2   0.3   0.3   0.4 

Hsi/d 
0.4   0.5   0.5   0.6   0.6   0.7 

Figure 7 Dimensionless force against Hsi/d for 
simple walls 

Composite structures 
Responses of composite 
structures are more complex, being influenced by the height, width and slope of the rubble 
berm, as well as by relative water depth and wave conditions. The first task was to separate 
data by the relative berm height, h,/hs into "low" and "high" mounds. Low mounds are 
described by 0.3< h|/hs<0.6, and high mounds by 0.6sh,/hs<0.9. These limits are not 
themselves of much significance, but give convenient divisions between regions of different 
response characteristics. 

Low mounds. 
0.3<hb/h:<0.6 
For low mounds, the 
onset of breaking and 
hence of impact 
conditions is shifted by the 
presence of the mound to 
Hs/d=0.65, see Figure 8. 
For higher waves, 
0.65<Hs/d<1.3, the 
nearness of breaking and 
effect of the mound 
combine to increase P^. 
The dimensionless forces 
in Figure 9 fit surprisingly 
well the simple prediction 
method in eqn. (2) derived 
initially for simple walls 
only. 

Figure 8 Influence 
mounds 

:15(Hs/d)3' for 0.35<Hs/d<0.6 (2) 



WAVE IMPACT LOADINGS 2517 

High mounds. 0.6<hb/h,<0.9. 
Wave loads are again pulsating for high mounds with smaller waves (0.3<Hs/d<0.6).   Here 
Goda's equations give conservative predictions for horizontal wave forces.   Then as wave 
heights increase, more waves break on the structure, and the situation becomes more 
complex. For small waves, 0.3< Hs/d<0.55, the loading conditions are primarily pulsating, 
and for larger waves, 0.65< Hs/d <1.3, primarily impacts. 

Within the last zone 
examined here, covered 
by the largest waves 
tested 0.65<Hs/d<1.3, the 
influence of berm width 
expressed as Beq/Lp is 
substantially more 
important. For short 
berms, given by 0.08< 
Bat/Lp<0.14, the waves 
are still pulsating with few 
if any impacts, and again 
Goda's method can be 
used to estimate wave 
forces. At the opposite 
end with long berms given 
by Beq/Lp>0.4, wave 
breaking occurs over the 
berm before the wall, and 
wave loads on the wall 
are due to broken waves. Again the use of Goda's method gives a safe estimation of forces, 
even though the process under broken waves will be rather different. 

35 o Structure 1 (composite) 

• Structure 0 (vertical wall) t 

30 A Composite Goda's prediction 

D Composite Takahashi's prediction 

/ / 
0           / 

25 A Vertical Goda's prediction /             o 

P> 20 

f 
Allsop A Vlcinanza's prediction *    / 

10 

B 2   •       ' 

4 0 0.1         0.2         0.3         0.4         0.5         O.G         0.7        0.8         09          1 
Hstfd 

1.1          1.2         1.3         1 

Figure 9 Dimensionless force against Hs/d for 
low mounds 

"Small waves" 
0.3 < Hsl/d < 0.55 

"Moderate waves" 
0.55 < Hsl/d < 0.65 

"Large waves" 
0.65 < Hsl/d < 1.3 

"Small berms" 
0.08 < Beq/Lp < 0.14 

"Moderate berms" 
0.14 < Beq/Lp < 0.4 

'Wide berms" 
Beq/Lp > 0.4 

IMPACT LOADS NO IMPACT, 
BROKEN WAVE 

Figure 10     Decision chart for impacts on simple or composite walls 
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The overall picture of the different loading conditions over these regions is summarised in a 
type of flow chart in Figure 10. This was developed first by Allsop et al (1996c) and refined by 
Allsop et al (1996a). The parameter regions are divided by the relative berm height h,/hs, the 
relative wave height Hs/d, and the relative berm length Beq/Lp. This chart represents a 
considerable simplification of the overall processes, but renders decisions on the type of wave 
loading substantially more tractable. 

5.   POSITION AND VARIATIONS OF IMPACTS 

The major emphasis so far has been the extreme pressures / forces which determine overall 
stability of the structure. Data on local pressures and pressure gradients are also needed in 
any analysis of potential local damage or instability of blockwork. 

Distribution of 
pressures 
Goda's method assumes 
that wave pressures are 
distributed trapezoidally 
over the front face. For 
pulsating conditions this 
assumption is reasonably 
well-supported, but for 
impact conditions, 
agreement is much less 
good. For Hs/d=0.4 on 
the same simple wall, the 
peak pressures in Figure 
11 are much more 
severe. The peak is 
greater than predicted, 
and here is slightly above 
the water level. 

Structure 0 - Hs^d=0.40  j     * Measurements 

-e~ Goda's prediction 

Figure 11     Vertical  distribution  of  pressures, 
Hs/d=0.4, simple wall 

Increasing impacts 
increase overall forces, 
but also substantially 
increases local pressure 
gradients, illustrated 
dramatically in Figure 12 
where the difference 
between these tests is in 
the effective berm width, 
Beq. The most uniformly 
distributed pressures 
occur for the simple wall, 
and for the composite 
structure with moderate 
berm, 3. Structures 4 and 
7 have only slightly larger 
berms, yet the local 
pressures and pressure 
gradients increase 
significantly. Here 
increasing the berm width has initiated the breaking process, giving greater impact forces for 
greater relative berm width, and dramatically greater peak pressures. 

- | Hsi/hs=0.3 - HsKfcO.8 - hb/hs=0.62 | m- Structure 0 

• Structure 3 -8eq/Lp = 0.13 

•#- Structure 4 - Bec/Lp = 0.16 

i—-i| *^~^S^  

A Structure 7 - Beq/l-P = 0.18 

- ^^^=^- - 

-——•< :i 
Figure 12     Effect of berm width on distribution 

of pressures, high mounds 
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Pressure gradients 
Pulsating wave conditions give relatively low absolute values of wave pressure, so pressure 
gradients seldom exceed values of dp/dz >1. The situation is however dramatically different 
for impact conditions, even on simple walls where peak local pressure gradients in these tests 
varied over dp/dz=2 to 70. These increased slightly for low mounds to dp/dz=5 to 90, and for 
high mounds to dp/dz=2 to 80. The mean value of these results, the standard deviations (s.d.) 
and coefficients of variation are summarised below: 

Structure range mean (dp/dz)   s.d. (dp/dz)      coef. varn. 

Vertical 2-70 13.2 15.9 1.19 
Low mound 5-90 29.5 25.9 0.879 
High mound 2-80 21.6 17.5 0.814 

For impact waves, the greatest relative local pressure measured in these tests was given by: 
P•x/(PwgHSi)<50 (3a) 

and the steepest pressure gradient was given by: 
max (dp / dz) <; 90 (3b) 

6.   DISCUSSION ON SCALE EFFECTS 

Use of model tests should always include analysis of scale effects, particularly where key 
responses are influenced by the scale of the tests. Analysis of pressure measurements at 
laboratory scale here has not explicitly assumed any scale conversion, but use of parameters 
scaled by Froude implies that pressures measured here can be scaled by Froude unless 
corrected. Wave impacts in small scale hydraulic model tests are however greater in 
magnitude, but shorter in duration than their equivalents at full scale in sea water, so simple 
Froude scaling will over-estimate prototype loads, but under-estimate their durations. 

New work discussed by Allsop et al (1996a, b) and Howarth et al (1996) has been used to 
develop a simple correction method for impact pressures. Measurements of wave impact 
pressures on concrete armour units on a prototype breakwater have been compared with 
measurements of equivalent pressures in laboratory tests at 1:32 scale in fresh water. These 
were used to calculate pressure impulse estimated by peak pressure multiplied by the rise 
time At. Values of this pressure impulse were compared at the same exceedance levels and 
show extremely close 
agreement over the 
regions of probability of 
interest, 90-99.9% non- 
exceedance. 

Extreme impact pressures 
from field and model have 
then been compared by 
Allsop etal (1996a, b), 
see Figure 12, and these 
show that model results 
need to be corrected by 
factors between 0.45 to 
0.40 for non-exceedances 
levels of 90 - 99.9%.   It 
should however be borne 
in mind that the relatively 
slow rate of sampling 

• Field 

O Model 

*j* 
99.9% 

^o ̂  99% ^^o^ 98% 

<+ ̂  
,»* 

In (pressure) 

Figure 13     Weibull    probabilities    of    impact 
pressures, field and model 
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used in the Wallingford / Belfast / Sheffield tests may imply that some peak pressures could 
have been under-estimated by up to 50%, so any scale correction to reduce predicted 
pressures should be used with care. 
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CHAPTER 195 

Scale effects of wave impact 
pressures on cob armour units 

M.W.Howartht, N.W.H.AllsopJ, A.M.Vannf, RJJonesJ and J.P.Davisf 
t University of Bristol, UK   fHR Wallingford, UK 

Abstract 

Freudian scaling laws are often used to convert model wave impact pressures to 
prototype scale. However, although many model studies have been performed in the 
past, the effects of scale on the magnitude and duration of wave impact pressures 
have yet to be determined. 

Wave impact pressures were monitored on a Cob armoured breakwater at LaCollette 
Harbour, Jersey, UK, throughout the Winter of 1993/94, In addition, a 1:32 scale 
model of the prototype breakwater was constructed at the University of Bristol and 
subjected to a similar wave climate as was measured at prototype scale. A 
comparison of the pressures measured at the 2 scales has allowed the scale effects 
present in the wave impact process to be determined. 

Introduction 

Wave impact loading has long been of interest to designers and researchers, as it can 
be the most severe form of loading on coastal structures (e.g. Rouville 1938). 
Despite this, there is still considerable uncertainty about the magnitude of these 
loads and the physical processes which govern them. Although many model studies 
have been carried out, the scale effects present in the impact process remain 
uncertain. 

Traditionally, Freudian scaling is used to convert model wave loads to prototype 
scale, as it is generally accepted that wave loads are gravity dominated. However, 
during the wave impact process the compressibility of the wave front may be the 

2522 
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dominating factor in determining the magnitude of the pressure generated (Filhrboter 
1988, Kamel 1970). Many researchers have recognised that small scale experiments 
may overestimate the pressures measured at prototype scale when Froudian 
similarity is used. Very little research, if any, has adequately shown this to be the 
case by carrying out experiments at model and prototype scales and comparing the 
results. 

In this study, impact pressures were measured on a typical hollow cube armour unit 
(a Cob unit) at LaCollette Harbour, Jersey. In addition, a 2-dimensional model of 
the breakwater at LaCollette Harbour was constructed at 1:32 scale in the small 
wave flume at the University of Bristol. The wave and tidal conditions measured at 
LaCollette Harbour were recreated as closely as possible in the laboratory. Any 
differences in the pressures measured at model and prototype scales are likely to be 
due to the scale effects present in the impact process. 

Prototype pressure measurement 

LaCollette breakwater was constructed in the early 1970s, and forms part of the 
outer coastal defence of St. Helier Harbour, Jersey. The breakwater is protected by 
Cob armour units, placed in a single layer, protecting a rubble core. The main axis 
of the breakwater runs WNW to ESE, and is subjected to wave loading from the 
South-west. A typical cross-section of the breakwater is shown in Figure 1. 

PARAPET WALL 

TIDE GAUGE 

TOE BEAM 

Figure 1: Typical cross-section of LaCollette Breakwater, Jersey, UK 
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Wave impact pressures were measured at 8 points on the surface of a single unit on 
row 5 of the breakwater. The unit was chosen as it received wave impact loading on 
every tide whilst being far enough up the breakwater slope to be relatively 
unaffected by the toe beam. Data Instruments AB pressure transducers were used to 
measure impact pressures. The transducers were placed flush with the surface of the 
Cob unit to ensure that the pressures measured were the same as those experienced 
by the unit. The pressures were sampled at 500Hz, which was adequate to ensure 
the vast majority of impact pressures were accurately captured. Wave height and 
tidal level were measured at the breakwater toe. 

The long logging periods and the high sampling rates involved in measuring wave 
loads on a prototype breakwater can mean a huge volume of data can be collected, 
with relatively few impact 'events' occurring during that time. Intelligent 
monitoring techniques were used in an attempt to limit the volume of data stored 
whilst retaining all significant impact data. This was achieved by sampling pressure 
data for 1 hour as the tidal level increased towards the instrumented unit, and for 1 
hour as the tidal level fell back below the unit. The logging period was sufficiently 
long to ensure that all impacts which occurred on the instrumented unit were 
measured. An analysis program was then implemented to detect the wave impacts 
measured during the logging period and to determine the magnitudes and rise times 
of the pressures. The details of each impact were then stored in a text file with the 
time and the tidal level at the time of impact. This process greatly reduced the 
amount of data stored whilst retaining all useful impact pressure information. 

Pressure and wave data was monitored almost continuously between November 
1993 and February 1994. 

Model Pressure Tests 

A 2-dimensional model of the LaCollette breakwater was constructed at 1:32 scale. 
A 1:50 slope was constructed in front of the breakwater, representing the average 
slope of the bathymetry at Jersey. Impact pressures were measured on the top limb 
of the Cob unit, as this was the position at which the largest pressures at prototype 
scale were measured. The pressure on the top limb was sampled at 10kHz. This is a 
faster sampling rate (to scale) than that used at prototype scale, as it has previously 
been found that wave impact pressures measured in the laboratory, using fresh 
water, can have an extremely short duration (e.g. Oumeraci 1993, Kirkgoz 1995). 
The pressure transducer used was the EP-101W-50 transducer supplied by Entran 
Ltd., chosen for its excellent frequency response and small size. The diameter of the 
sensing face roughly represented the diameter of the prototype scale transducer used 
in Jersey. The size of the sensing face of a pressure transducer is likely to affect the 
magnitude and rise time of the impact pressure measured, resulting in smaller 
magnitude, longer duration pressures being recorded. If accurate scaling between 
model and prototype scales is to be achieved it is likely that the linear dimensions of 
the transducer face should be subject to the same scale factor as the rest of the 
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model. If inappropriate transducers are used then the effects of scale in the impact 
process may not be detected (e.g. Fiihrboter 1986). 

The model breakwater was subjected to similar random wave conditions as those 
measured at LaCollette Harbour. The waves were always applied normal to the 
breakwater, which was not necessarily the case for the prototype structure. Despite 
this, it is thought that the waves applied to the model were a good representation of 
the prototype wave climate. 

Prototype results 

The site deployment at LaCollette Harbour was extremely successful. More than 
4000 impact pressures above lm head of water were recorded, with more than 3000 
impacts measured on the vertical face of the top limb. Figure 2 shows pressures 
measured on instrumented unit caused by a typical wave - transducer 6 was situated 
on the vertical face of the top limb. In this case transducer 6 has measured an impact 
pressure equivalent to 3.5m head of water, whilst the other transducers have 
measured 'quasi-hydrostatic' pressures. The impact pressures measured exhibited 
typical wave impact features: a rapid rise in pressure (with a rise time generally 
below 30ms) as the wavefront impinged on the unit, followed by a longer duration 
pressure formed as the unit is submerged. 
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Figure 2: Typical pressure traces measured at prototype scale 
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All the impact pressures measured throughout the winter on the vertical face of top 
limb are plotted against probability of non-exceedence in Figure 3. The pressures 
followed a log-normal distribution very closely. The largest pressure measured was 
14.6m head of water. The excellent correlation with a log-normal distribution 
suggests that more extreme impact pressures may be accurately predicted by 
extrapolating the graph. 
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Figure 3: Log-normal distribution of impact pressure, prototype 

The distribution of the rise times measured for each impact, plotted on log-normal 
axes, is shown in Figure 4. It can be seen that impact rise time follows a log-normal 
distribution well. Approximately 30% of the impact pressures measured had a rise 
time less than 10ms. 

1 >        ^ • 

Rise Time,   s 

Figure 4: Log-normal distribution of impact pressure rise times, prototype 
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Model Test Results 

The pressure transducer used in the model test programme performed excellently, 
and was found to be capable measuring the very rapid impact pressures found at 
small scales. The impact pressures measured exhibited similar features as those 
found at prototype scale. A typical impact pressure is shown in Figure 5. The 
pressure rise times were often very short, with many impacts being lower than 
0.5ms. 

p 

0.04 

0.02 

0.15 0.2 
time, s 

Figure 5: Typical impact pressure trace at model scale 

0.35 

The pressures measured during each test were plotted on statistical axes. It was 
found that a log-normal distribution accurately described the impact pressures 
measured in each test. The rise times of all the impact pressures measured during 
the test programme are shown in Figure 6. Log-normal axes have been used. It can 
be seen that the impact pressure rise times are accurately described by a log-normal 
distribution. It can also be seen that approximately 50% of the pressures measured 
exhibited a rise time of less than 1ms. A small number of impacts, approximately 
1%, had a rise time of less than 0.1ms, equal to the sampling interval used 
throughout the test programme. Ideally, a higher sampling frequency would have 
been used so that even the most rapid impact pressures that occurred could have 
been accurately captured. However, an increase in the sampling rate would have 
lead to increases in the already large volume of data recorded, and in any case the 
percentage of impact pressures which were affected by the sampling rate was small. 
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Figure 6: Log-normal distribution of impact pressure rise times, model 

Scale Effects 

The breakwater at LaCollette Harbour was modelled as closely as possible at 1:32 
scale. The wave conditions measured at Jersey were reproduced accurately in the 
laboratory. The size of the pressure transducer was scaled as accurately as possible 
from prototype to 1:32 scale. Hence it can be assumed, with reasonable confidence, 
that any differences in the impact pressures measured at model and prototype scales 
are due to the scale effects present in the impact process. 

It has generally been predicted by previous researchers (e.g. Fuhrboter 1984) that 
Freudian scaling overestimates the magnitude of prototype impact pressures and 
underestimates their rise times. These results have been found in this research. It 
may be expected, therefore, that the magnitude of wave impact impulses will scale 
relatively accurately using Freudian scaling, since impulse is assumed to be the 
product of pressure magnitude and rise time. 

Impulse data collected at model and prototype scale, scaled to prototype using 
Freudian scaling, is shown in Figure 7. The impulses are plotted on log-normal 
axes. It can be seen that for low probabilities of non-exceedence the values of model 
and prototype impulses differ significantly, with the model results underestimating 
the impulses measured at prototype scale. For more extreme impulses, however, the 
model and prototype data correlate well, suggesting that for the most severe impact 
events Freudian scaling can reasonably be used to predict prototype impulses from 
small scale data. Impulse is related to the wave momentum destroyed in the impact 
process. Wave momentum can be accurately scaled using Freudian similarity, and 
hence the value of impulse in the impact process can be modelled using Freudian 
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scaling. The difference in data at small values of impulse may be caused by the 
higher sampling rate (to scale) used in the laboratory, which allowed impact 
pressures with an extremely short rise time to be measured. 
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The distribution of all the impact pressures measured at prototype and model scale is 
shown in Figure 8. The model pressures have been scaled to prototype using 
Froudian similarity. It can be seen that the pressures at both scales follow a log- 
normal distribution extremely well. The distribution of pressures both start at lm 
head of water as this was used as the threshold pressure magnitude for both scales. 
The pressures measured in the laboratory were generally larger than those measured 
at prototype scale. Although the magnitude of the pressures are different, the 
excellent correlation in the type of distribution data from both scales follow suggests 
that very similar processes are present at both scales. 

The difference in the maximum pressures likely to occur at model and prototype 
scales increases as the likelihood of occurrence decreases. This is illustrated below: 

Probability of non- Model pressure, Prototype pressure, * model * oroto 
exceedence, % m m 

50 2.13 1.68 1.27 
90 6.35 3.26 1.80 
99 18.1 7.20 2.51 

99.9 40.4 12.50 3.24 

As the impacts become more severe then the model pressures increasingly 
overestimate the magnitude of the pressure which will occur at prototype scale. The 
prototype and model pressures may be related, once Froudian scaling has been used, 
by the empirical equation: 

prototype 

Pg Pg 

It may be suggested that as the impact loading becomes more severe the effect of 
wave compressibility dominates over Froudian (gravity) forces. Hence, the 
increasing differences between model and prototype pressures is due to the 
increasing effect of wavefront compressibility on the impact process. 

The largest non-dimensionalised pressure likely to occur in 100 waves, denoted by 
Pm /pgHs, has been used to compare results from different model tests as well as 
being used in the prototype analysis. The value of P100 /pgHs is a good measure of 
the severity of wave impact loading, as it is a function of both the frequency of 
occurrence and the statistical distribution of the pressures measured. The effect of 
the still water level on the value of Pm /pgHs is shown in Figure 9. It can be seen 
that, for both scales, the most severe wave impacts occur when the still water level is 
below the level of the transducer. The pressures measured in the laboratory are 
much greater than those measured at prototype scale at this still water level, 
suggesting that compressibility effects are most important for the most severe 
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loading. As the water level rises towards the transducer then the pressures become 
less severe, with the pressures measured at both scales converging. This suggests 
that compressibility effects are less than Froudian effects for less severe impact 
pressures. 

6 

p 

pgH, 

3 - 

2 - 

0 
-0.5 

^transducer level 

reducing water level 
H> 

0.5 

h, ,m 

1.5 

prototype     A   32nd scale 

Figure 9: Pm/pgHs vs. relative water depth, A, 

It has been suggested previously (e.g. Oumeraci 1991) that impact pressures 
measured at small scales tend to have shorter rise times than would have been 
predicted using Froudian scaling. Figure 10 shows the percentage of impacts which 
occurred for given rise times. The data has been scaled to prototype scale using 
Froudian similarity. The results from both scales can be directly compared as the 
same definition of an 'impact event' was used at both scales. It can be seen from 
Figure 10 that a much higher proportion of impact pressures measured at 1:32 scale 
have short rise times compared to those measured at prototype scale. 
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Figure 10: Comparison of impact pressure rise times using Froudian scaling 

Figure 10 shows that great care must be taken when performing model wave impact 
tests. For example, it may be decided in the design of a coastal structure that impact 
pressures with a rise time below 5ms (for example) need not be considered, as it 
might be assumed that pressures of a shorter duration will have little effect on the 
prototype structure. However, Figure 10 shows that if model tests were carried out 
to determine the pressures likely to occur at prototype scale, rise times of less than 
this value (scaled down using Froudian scaling laws) should be considered. The 
short rise times which occur at small scales represent longer duration pressures at 
prototype scale which may be structurally important. 

Conclusions 

It has been shown that the physical effects present in model wave impact tests are 
similar to those found at prototype scale. For example, typical impact pressure 
traces are similar, the relationship between impact severity and still water level is 
similar, and pressures from both scales accurately follow a log-normal distribution. 
However, significant scale effects present in the wave impact process have been 
found: 

The use of Froudian scaling to convert model impacts to prototype scale is likely to 
overestimate the pressures which will occur on the structure by up to 500%.   The 
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error in the predicted pressures increases as the severity of the impact loading 
increases. 

The rise times of impact pressures are underestimated at model scales if Freudian 
similarity is used. The reduced compressibility of the wavefront at model scale 
leads to sharper impact pressures with short rise times and large magnitudes. The 
reduction in compressibility is caused by less air entrainment present in the model 
waves, which in turn is caused by the use of fresh water in the laboratory as well as 
differences in the Weber number at the two scales. 

Impact impulses scale reasonably well when Freudian scaling is used. The impulse 
generated in the impact process is principally related to the momentum of the wave, 
which may be accurately scaled using Froudian similarity. 

A relationship between model and prototype pressures has been deduced. This 
allows Froudian scaling to be used to convert model data to prototype scale, as long 
as the appropriate adjustment is made to take scale effects into account. 
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CHAPTER 196 

WAVE IMPACT LOADING OF VERTICAL FACE STRUCTURES 
FOR DYNAMIC STABILITY ANALYSIS 

- PREDICTION FORMULAE - 

P. Klammer1, A. Kortenhaus2, H. Oumeraci3 

ABSTRACT 

Based on impulse theory and experimental investigations on breaking wave kine- 
matics and impact loads, prediction formulae for impact forces have been derived for 
vertical face breakwaters and further monolithic structures where wave effects dominate 
design considerations. Hydraulic model tests have been performed to obtain the water mass 
involved in the impact process and to verify the theoretical results obtained from theory. 

INTRODUCTION 

The results of the re-analysis of vertical breakwater failures (Oumeraci, 1994) have 
highlighted the importance of breaking waves and the subsequent destructive potential of 
impact loads. One of the principal lessons drawn from these failures consists in the urgent 
need to supplement the present static design approach by dynamic stability analysis. For 
this purpose, the impact loads induced by breaking waves on vertical breakwaters must be 
specified. It is the main purpose of this paper to develop an approach for the prediction of 
the impact load as needed for dynamic analysis of caisson breakwaters and further mono- 
lithic structures where wave effects dominate design considerations. 

For this purpose, a formula for the impact force will be derived using impulse 
theory and solitary wave theory. Missing parameters were obtained from PIV measure- 
ments (particle image velocity) conducted at the University of Edinburgh. The obtained 
formulae will be compared to hydraulic model tests performed in the Large Wave Flume 
of Hannover (GWK). 
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THEORETICAL BACKGROUND 

A breaking wave impinging on a vertical wall generally induces impulsive pressu- 
res on the wall which are difficult to predict in terms of their magnitude as well as in 
terms of their spatial and temporal distribution (Fig. 1). 

Force F. 
L 

Linear rise of force 

/ "" ^hmax 

il 
If 
if 
if 

if 
ij 

— actual rise of force 

i   max. wave runsfl) 
i           ^ljnax      \ 

+^ Timet 

+- td -+ 
Fig. 1: Impact loading of vertical structure - definition sketch 

The forward momentum of a fluid mass m hitting a wall with a horizontal velo- 
city u will induce a force impulse (Fig. 1): 

jFh(t)-dt   =   m-u (1> 
0 

where t,. is the rise time up to the peak force Fh max and Fh(t) is the horizontal 
force-time function. Assuming a linear temporal increase of the force F(t), Eq. (1) yields: 

1 
1 ^-Fh,max-tr   =   m-u (2) 

thus leading to the peak force: 

P „   m -u 
^h.max 

tr 
(3) 

Most of the difficulties encountered in applying Eq. (3) for the prediction of impact 
forces originate from the lack of information on the magnitude of the fluid mass m which 
is involved in the impact process and which accounts only for a small portion of the total 
mass M of the breaking wave impinging on the wall 

m   =   k-M W 

Assuming that the actual wave at breaking may be approximated by a solitary 
wave, its total mass M is given by the following relationship (Munk, 1949): 
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M    =    p 
16    U      A3 (5) 

where p is the density of the fluid; Hb is the wave height at breaking and db is the 
water depth at the breaking point. 

The maximum horizontal velocity approximates to (Munk, 1949): 

u = yg -(c 

Hb 

db 

Idb
+Hb) 

and with the corresponding breaking criterion: 

=   0.78 

Eq. (6) yields: 

\/g-db-(l +0.78)     =   1.33 ^g-db 

and Eq. (5) yields: 

M P- #%• 

f       ^ 
Hb 

N  3 0.78 
3.35-p-Hb 

(6) 

(7) 

(8) 

(9) 

The forward momentum of the fluid mass m involved in the impact process is 
obtained from Eqs. (4), (8) and (9) to: 

<2    l      — (10) m-u   =   (k-M)-u   =   4.47-k-p-H^-v/g-db 

Considering Eq. (3) the dimensionless peak force is obtained as a function of the 
dimensionless rise time: 

Fh,r k-8.94 

p-g-Hb 

k-8.94 

•l 

(ID 

The nondimensional parameter k which represents the portion of the total mass of 
the breaking wave involved in the impact process has to be determined experimentally for 
each breaker type. According to Bagnold (1938) k is approximately 0.2. It can be con- 
cluded from Eq. (11) that the following issues will have to be further investigated: 

• Breaker types: Breaker types have to be classified with respect to the loading 
induced in order to check the applicability of the proposed formula (impact loading 
and non impact loading) 

• Wave height Hb: If Hb is not measured a method must be developed to determine 
the wave height at the breaker point taking into account the presence of the struc- 
ture. 

• Mass parameter k: for each loading case k has to be calculated from hydraulic 
model tests (see Eq. (4)). 

• Rise time tr: the determination of rise time tr is dependent on the breaker type. 
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Occurrence frequency of relative horizontal force: one of the two related parame- 
ters (relative horizontal force or relative rise time) in Eq. (11) must be taken from 
statistical analyses of hydraulic model tests. 

(a) Typical Breaker Types 

Model tests in the wave flume at the University of Edinburgh were conducted to 
experimentally define the water mass m involved in the impact process under different 
loading case conditions {Oumeraci et al, 1995). In these tests velocity profiles for the fol- 
lowing breaker types could be determined: 

• well developed plunging breaker with large entrapped air-pocket 
• plunging breaker with small entrapped air-pocket 
• "flip-through" breaker 

A rough classification of wave loading is given in Fig. 2 which distinguishes 
between 'pulsating' loads and impact loads. For the latter which is induced by waves 
plunging on the structure the Goda method (Goda, 1985) is not applicable (Takahashi et 
al., 1993). The proposed method was therefore developed for this type of loading 
(Fig. 2c). 

*=i_— f Fb 

0.5 1.0 

(a) Standing wave 

02 0.4 

(b) Breaking wave 

t/T 

1 i *JS^Fk " 

3.0 " 

2.0 - 
T-wave period 

1.0 - 

0.0 - J,  V . 
0.1 0.2 t/T 

(c) Plunging breaker 

"Pulsating load" Impact load 

(Goda-fonnula applicable) (Goda-formula not applicable) 

Fig. 2: Classification of wave loading 

(b) Estimation of Incident Wave Heights 

Wave breaking can be taken into account by a formula given in Oumeraci et al., 
1993 in which the total reflection of the structure and its influence on wave breaking is 
considered: 
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Hb    =   H 0.1025 + 0.0217 
1 -c, 
1 + cr 

tanh 271. (12) 

In Eq. (12) db is the water depth at the breaking point of the wave, L,, is the wave 
length of the breaking wave and Cr is the reflection coefficient of the structure. The sig- 
nificant wave height can be calculated by a comparison between Hd (calculated from 
shoaling) and Hb in which Hd may not exceed Hb. 

The water depth in front of the structure can be regarded as the governing parame- 
ter for the magnitude of the resulting wave height Hb. It can be assumed that a relatively 
short berm in front of the structure (Bb/L < 0.15) will have only a small influence on wave 
breaking. Therefore, it would not be correct to use the water depth d in front of the struc- 
ture as an input (d = db) for Eq. (12). On the other hand using the water depth hs (Fig. 1) 
at the toe of the berm would certainly overestimate the breaker height as the influence of 
the berm on the breaking would be neglected. It is assumed that the berm width Bb, the 
wave length L and the slope of the berm 1 :m (m = cot a) will influence the breaking of 
waves. Therefore an effective water depth (L^ can be derived which takes into account the 
aforementioned parameters (Fig. 1): 

(hs-d) (13) =   d + B rel Vel 

depth: 

!rel 

In Eq. (13) Brei is the part of the berm width which influences the effective water 

1  - 0.5-Bu/L 

forBb/L > 1 

forBb/L < 1 
(14) 

The parameter m^ in Eq. (13) is a part of the slope of the berm which influences 
the effective water depth and is assumed to be: 

mrel -0.5 
for m < 1 

for m > 1 

(15) 

For solitary waves the effective water depth dm is very close to the depth hs (dm = 
hs), so that Brel = 1 and m^,, = 1. This is confirmed by comparing the calculated wave 
height using Eq. (12) and this assumption with measurements in the Large Wave Flume of 
Hannover (GWK) (Fig. 3). 

A relatively good agreement between measured and calculated values is also 
obtained for regular and random wave tests. 

(c)  Experimental Determination of Mass Parameter k 

The basic concept for the evaluation of water mass m involved in the impact pro- 
cess is illustrated in Fig. 4. The impulse of a water mass m with a horizontal velocity v(z) 
at a height z above the berm can be calculated as follows (Fig. 4a): 

v(z)-dm(z)   =   v(z)-[p'l(z)'dz] (16) 
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Fig. 3: Calculated vs measured wave height Hb for solitary waves 

a) Breaking wave at the wall b) Pressure measurements at point i 

Pressure p 

>-Timet 

dm - p l(z) dz 

c) Mass distribution d) Velocity distribution e) Pressure distribution 

Fig. 4: Principal determination of wave induced loading 

The vertical component of the velocity can be neglected. This impulse (Eq. (16)) is 
equal to the pressure impulse dl = p(t) • dt at the wall measured at a height z above the 
berm during the period Xx to t2 (Fig. 4b): 

p(t)-dt   =   [p-l(z)-dz]-v(z) (17) 
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Both the velocity (Fig. 4d) and the pressure distribution (Fig. 4e) were measured 
over the full height of the wall. From those, it is possible to determine the mass distribu- 
tion for the respective breaker type (Fig. 4c). 

The calculation of water masses involved in the impact process was performed 
according to the height of the pressure cells 6-12 at seven locations (Fig. 4a). The 
measured pressure distributions were integrated from time tj to the time of the maximum 
L^^ (Fig. 4b) and from time tj to the time of maximum wave run-up at the wall t2 

(Fig. 4b). These values were multiplied by the horizontal velocities obtained from the PIV 
measurements. 

Finally, the mass parameter k could be estimated for different breaker types 
(Tab. 1) (see also Fig. 4): 

Tab. 1: Mass parameter and impulse ratio for different breaker types 

Loading 
case 

Breaker type 
Mass parame- 

ter k [%] 
Impulse ratio*' 

2 Well developed plunging breaker with 
much air enclosed 

11 9 

3 Plunging breaker with little air enclosed 16 15 

4 flip-through breaker 28 21 

'rFh' 'dFh: deflnition see Rg- 4 

In Tab. 1  the experimentally determined mass parameter k (11-28%) are in the 
same order of magnitude as the average value k = 0.2 proposed by Bagnold (1938). 

h,max 

Fig. 5: Substitution of the real force history by an equivalent triangular force 
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Fig. 5 (left side) illustrates a typical horizontal force history induced by a wave 
impinging on the wall. The maximum load is reached after a time t^ and the maximum 
wave run-up after a time tdPh. At that time it is assumed that the total mass M of the 
breaking wave has transferred its impulse Ijpj, to the wall whereas the mass m inducing 
the impact transfers its impulse 1,-pj, to the wall over a duration t^. Subsequently, the 
mass parameter k can be verified by the ratio of L^, and IdFh as given in Fig. 5. 

This force impulse ratio calculated for the same PIV tests as those used for the 
determination of k leads to results also given in Tab. 1. A comparison between the values 
of the PIV tests and the impulse ratio clearly shows that the latter are slightly smaller. 

(d) Temporal Development of Horizontal Force 

The theoretical approach is based on the assumption of a linear rise of the horizon- 
tal force to the maximum load (Fig. 5). Actually the shape of this force increase is strong- 
ly dependent on the breaker types. 

Therefore two factors k^ and kdph are introduced which account for the different 
geometries of load histories in the case of breaking waves. The factor k^q, is the value that 
has to be multiplied with the rise time t^ in order to obtain a triangle with the same area 
(force impulse). For the horizontal force this can be calculated as follows (Fig. 4): 

krFh   =    F  2  hFh
t withkrFh   <   1 (18) 

rh,max  lrFh 

For kdFh a similar approach yields: 

kdFh   =    ¥
2'A1f* withkdFh   <   1 (19) 

hhmax'AtdFh 

where the portion of impulse AIdFh is defined as: 
ldFh 

AIdFh   =     J Fh(l)dt (20) 
trFh 

(e) Prediction Formula for Impact Loading of Vertical Structures 

Using the results derived in the previous sections Eq. (11) may be rewritten as: 
VI 

(21) max Fh, 

p.g.H,2 Kr,Fh 
8.94' 

v/v7 

where k and kjp,, are obtained from PIV tests: 
• well developed plunging breaker: k = 0.10; k^ = 0.80 
• plunging breaker: k = 0.15; kfph = 0.80 
• 'flip-through': k = 0.20; k^ = 1.00 

Since a distinction between these three loading cases based on simple parameter 
analysis is not yet available it is proposed to select a conservative value for k = 0.20 and 
kjpjj = 0.80, thus resulting in the following prediction formula: 
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^h.max 

P'g-Hb
2 

2.24 

f VI 

[fi^-j 
(22) 

This prediction formula can be compared with measurements obtained from GWK 
tests (Fig. 6) which are described in more detail in Kortenhaus el al. (1994). 
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Fig. 6: Comparison of prediction formula to large-scale measurements (random waves) 

It can be seen from Fig. 6 that the prediction formula in Eq. (22) represents ap- 
proximately the upper envelope to the random wave test results. This was to be expected 
as a conservative approach was used where solitary wave theory was used. Therefore, for 
solitary waves the prediction formula better fits the data obtained from the model tests 
(Fig. 7). However, the large scatter in the data can be explained as follows: 

• breaking processes at a vertical wall are extremely stochastic which can only be 
approximated by the aforementioned approach; 

• the sampling frequency of the pressure transducers used in the tests was not high 
enough leading to errors in both defining the rise time and the maximum load; 

• sampling noise during the measurements cause some problems in defining the zero 
crossings which are essential in defining the accurate rise times. 

The relation between rise time tr and total duration td of the load (both for triangu- 
lar load geometries) can also be taken from large-scale measurements: 

td   =   tr + 0,35-(l - exp(-20-tr)' 
(23) 
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Fig. 8: Total duration td vs rise time t,. for random waves in large-scale model tests 

(f)   Statistical Distribution for Relative Horizontal Forces 

In order to apply the prediction formula (Eq. (22)) a statistical distribution function 
for relative horizontal forces Fh/p-g-Hb

2 is needed. Such a distribution function has been 
developed by modifying the standard Weibull distribution (Weibull, 1951) as follows: 
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F(x)   =   1 - exp[-y(lnx - P)]a      x>0 (24) 

In Eq. (24) a, B and y are the parameters of the modified Weibull functions where- 
as F(x) is the distribution function. Fig. 9 shows the non exceedance probabilities of rela- 
tive horizontal forces taken from large-scale measurements with random waves. 

0.1 10.0 50.0 90.0 99.0 99.9 
Non exceedence probability 

Fig. 9: Statistical distribution function of relative horizontal forces 

Assuming a non exceedance value a relative horizontal force can be read from 
Fig. 9 or calculated by Eq. (24). In this approach no scale effects are considered but will 
have to be investigated further. 

(g) Temporal Development of Pressure Distribution 

For dynamic analyses it is very often necessary to apply pressure distributions at 
the front face of the structure instead of horizontal forces. Therefore, a pressure distribu- 
tion has to be suggested. In Fig. 10 the temporal development of a typical pressure dis- 
tribution for a well developed plunging breaker is shown over 30 time steps with the maxi- 
mum impact force indicated in the centre of the figure. 

It can be seen from Fig. 10 that the pressure distribution changes its shape signifi- 
cantly with time. Furthermore, the peak pressure close to the design water level (DWL) is 
very high at the time of the maximum force. As a result of the analysis of several distribu- 
tions similar to that shown in Fig. 10 a very simplified pressure distribution at the time of 
peak force occurrence is proposed for design purposes in Fig. 11. 

In Fig. 11 the height of the pressure distribution r\ above DWL is dependent on 
the wave height Hb and can be derived as follows: 

=   0.8 -Hb 
(25) 
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Test 26059420 H: 0.15 m; T:   1.10 s; h: 0.79 m t,,,,, -  8.11250 s;dt- 0.00250 s 

DWL 

0.24 [m) 

0.16 [m] 

0.08 [m] 

F: 0.024 3.031        0.036 0.049 0.055 0.061       0.070       0.087 [kN/m] 

[kN/m] 

[kN/m] 

Experiment 12.5 62     0.0  [kPa] 

Fig. 10: Pressure distribution for a 'well developed plunging breaker' 

In Eq. (25) Hb is the wave 
height of the breaking wave which can 
be taken from Eq. (12). The pressure 
head at the berm pb can be approxi- 
mated by: 

Pb   =   0-45-Pmax ^ 

where pmax is the pressure at 
DWL.   Therefore,   pmax   can   be   cal- 

Fig. 11: Pressure distribution for breaking waves   culated from the horizontal force his- 
tory by: 

Fh(t) Fh(t) 
Pmax(l)    '" 0.4 db + 0.3 db + 0.4 Hb 0.7 db + 0.4 Hb 

(27) 

(h) Dynamic Load Factor 

For practical design it might be desirable to use a static approach. This can be 
obtained by assuming an equivalent static load inducing the same response of the structure. 
The ratio between equivalent static and dynamic load, called dynamic load factor D, must 
be determined (Oumeraci and Kortenhaus, 1994). 
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DESIGN CONCEPT 

For breaking waves at a structure prediction formulae have been developed in the 
previous sections. Therefore, an overall deterministic design concept can be derived which 
is principally summarized in Fig. 12. 

Statistics of horizontal and vertical forces 

Water depth <% Sign, wive height 1^ 

Rise time 1,. 

Ttimgultr load 

Dynamic analysis 

Point of application 
constant during impact 

Static horiz. force 

Dynamic parameters 
of the stnicturo-BOil-sysL 

Natural period 
of the stiucture-soil-syst. 

displacement of structure 
Oscillatory displace- 

ment of structure 

T 

Dynamic load factor D 
equivalent static load 

Stability Analysis (dynamic) Stability Analysis (static) 

Fig. 12: Design concept for breaking wave loads 

CONCLUDING REMARKS AND FUTURE WORK 

Based on impulse theory and experimental investigations on breaking wave kine- 
matics and impact loads, prediction formulae for impact forces have been derived for 
vertical face breakwaters. 

Hydraulic model tests have been performed to assess the water mass involved in 
the impact process and to verify the results obtained from theory. It was found that the 
proposed formula represents the upper envelope of the measured values. 

The ongoing and future research work is directed towards further improvement of 
the proposed prediction formulae. This will be particularly achieved by a better definition 
of the mass parameter k and of the pressure distribution for each breaker type. Moreover, a 
similar approach will also be developed for the uplift pressures and forces induced by 
breaking waves. 
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CHAPTER 197 

Analysis on the Interaction 
of Waves with Flexible Floating Structure 

by BE-FE Combined Method 

1 2 
Xiaodong Liu  and Shigeki Sakai 

Abstract 

A numerical method is developed to analyze the 
dynamic responses of large-scale floating structures to 
waves. A boundary element method is applied to evaluate 
the fluid motion and a finite element method to analyze 
the response of structure. The BEM and FEM are combined 
to solve the wave-structure interaction problem by 
satisfying the continuity of the pressure and displacement 
on the fluid-structure interface. The unknown time- 
dependent boundary conditions on the free surface and 
the interface are evaluated by a time-stepping procedure, 
which gives a time domain solution. An implicit scheme 
ensures the calculation precision. 

1. Introduction 

In the analysis of floating structure, the dynamic 
responses of structure to waves are the most important 
factor. A small-scale floating structure can be analyzed 
as a rigid body. However, for a large-scale floating 
structure like floating pier, floating bridge or floating 
airport, the elastic deformation can not be ignored, and 
then the effect of flexibility should be considered in 
the wave-structure interaction. 

In the previous studies, the wave-induced deformation 
of floating structure is calculated by the radiation- 
diffraction theory, in which the velocity potentials are 
expressed as a linear summation of incident, radiation 
and diffraction waves.  This theory is available for the 

1 Graduated Student, Dept. of Civil and Environmental 
Eng., Iwate University, 4-3-5 Ueda, Morioka, 020 Japan 
2 Associate Professor, Dept. of Civil and Environmental 
Eng., Iwate University, 4-3-5 Ueda, Morioka, 020 Japan 
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analysis of periodic waves, however it is difficult to 
solve the problem with non-periodic waves, such as the 
random waves in actual seas. In the present study, a 
numerical approach is developed to simulate the interaction 
of floating structure with arbitrary waves. 

In order to examine the validity and applicability of 
the proposed numerical implementation, the calculated 
results are compared with experimental data. 

2. Numerical analysis 

2.1 Governing equation and boundary conditions 

The coordinate system of two-dimensional numerical 
flume is defined in Figure 1. The water depth is 
uniform. The waves generated on the wave maker boundary 
propagate in x direction, and pass through under the 
elastic structure, which is floating on water surface 
and can move freely in the vertical direction. A numerical 
wave filter is set up on the other end of water flume to 
absorb the waves. The property of fluid and the condition 
on fluid-structure interface are assumed as follows: 
(l)the fluid is incompressive and inviscid; (2)the flow 
is irrotational; (3)structure moves with fluid inseparably 
and satisfies both of the Bernoulli's equation and the 
bending equation of structure. 

v///////////. 
Sfo (bottom) 

f   Xi    S2   X2 

'///////////A 

Figure 1. Definitions 

According to assumption (2), a velocity potential ^ 
will satisfy the following governing equation in the 
domain Q : 

d2<p    d24> 

dx dz' 
= 0 in Q (1) 

Assuming that the waves excited on free surface is of 
small amplitude, the boundary conditions can be described 
as 
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(2) 

(3) 

(4) 

(5) 

(6) 

on     S3 (7) 

where,? is time and n means the outward normal direction 
on boundary. (2) gives the water particle velocity of 
waves generated on wave maker boundary, and (3) is the 
impermeability condition on bottom boundary. (4) and (5) 
are the kinematic and dynamic conditions on the free 
surfaces and the interface. (6) is the dynamic condition 
on the free surface of the wave filter and (7) is the 
Sommerfeld equation on the outside boundary of the wave 
filter. 

dip 

dx •K 

d<p 
•0 

dtl 

d(p .dz 

dn dt 

d(p 

dt + 
gz + •£-o 

P 

d(j> 

dt 
gz + W»~J 

dip 1    # 
dx J, ed dt 

d/X 

on 
«i 

on sb 

on sf 'Ss ,s 

on sf 'Ss 

on S2 

2.2 Boundary integral equations 

As the velocity potential ^ is a harmonic function, 
the Laplace equation in domain Q can be derived as the 
boundary integral equation by using Green's equation. 

i 

G(x,Xi)-—log\x-Xi\ 
lit 

where, x=(x,z) and x**{xuzi) are tne position vector on 
boundaries at the points of consideration and application 
respectively, and c(Xi) is the parameter corresponding to 
the configuration of boundaries. 

By substituting (2), (3), (4) and (7) into (8),  the 
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relation between the unknowns of the velocity potential 
<t> on all boundaries and the variable z on the free 
surface and the interface can be expressed by the 
following integral formulation. 

c*(Xi)<P(Xi) = -f 0-TTfc + f   7G& + f VnGds + f (^W 

(9) 

On the right side of the above equation, the third 
term is known by giving the normal water particle 
velocity of waves on wave maker boundary. The fourth 
term is treated by the transformed Sommerfeld condition 
on the outside boundary of wave filter, which will be 
explained in part 2.4. The second term is the unknown 
time-dependent part including free surfaces and structure 
surface. To obtain the solution that satisfies equation 
(9), it is necessary to utilize the dynamic boundary 
conditions. 

The dynamic boundary condition on free surface S£ is 
described by imposing p =0 into equation (5) 

^- + gz=0 on  sf (10) 
dt 

where z is the displacement measured from the equilibrium 
water surface. 

The dynamic boundary condition on the free surface of 
wave filter is shown in equation (6). If ti=d(i/dx=0, 
it will be identical with the general form, like equation 
(10). 

The dynamic condition on structure surface is 
introduced in part 2.3 in detail. 

2.3 Finite element analysis of structure 

The flexible floating structure is considered as a 
plate with unit width, in which the effect of axis force 
is neglected. By discretizing the continuous body into 
elements, and converting the distribution force acting 
on each element into the concentrated force acting on 
the nodal points, the finite element analysis can give 
the solution of structure deformation from the dynamic 
condition on fluid-structure interface by satisfying the 
continuity of the nodal displacement. 

The dynamic equilibrium equations for a finite element 
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system in motion can be written in matrix form 

[M]T\+([K] + [Kd])^ = {F} (11) 

where, [M] : the assembled mass matrix of structure 

[K]:  the assembled stiffness matrix 

[/^]:the converted coefficient matrix of the 
hydrostatic restoring force 

{v}: the displacement vector 
{F}:   the external force vector 

The mass matrix and stiffness matrix are calculated 
by the general approach of finite element method. The 
hydrostatic restoring force\Pgv{x)), which is proportional 
to the displacement v{x) of structure, is a distribution 
force along elements. By changing the distribution force 
into the equivalent concentrated forces at nodal points, 
the coefficient terms corresponding to the displacement 
can be described in the form of the element coefficient 
matrix [KdT i  which is 

[Kdl  ~420 

ri56 22/ 54 -13/ 
22/ 4/2 13/ -3/2 

54 13/ 156 -22/ 
-13/ -3/2 -22/ 4/2 

(12) 

where, p is water density, g is the acceleration due to 
gravity, and / is the length of element. The coefficient 
matrix of the complete element assemblage is obtained by 
the direct addition of the element coefficient matrices 
similar to the assemblage of stiffness matrix. 

Moreover, the fluid pressure \p--d<f>ldt) that acts on 
floating body is a distribution force varying with the 
velocity potentials. It is also needed to convert the 
distribution force into the equivalent concentrated forces 
at nodal points. And then, the external force vector {F} 
can be obtained by adding the nodal forces to the 
corresponding points. 

In dynamic analysis, the equilibrium equations (11) 
are solved by using the Newmark integration scheme. 

2.4 Wave filter boundary condition 
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In order to decrease the reflection waves from the 
far end of flume, a numerical wave filter proposed by 
Ohyama et al(1985) is employed to absorb the waves. The 
numerical wave filter consists of a sponge layer for 
absorbing the energy of incident waves and a Sommerfeld 
boundary for radiating the incoming waves. The sponge 
layer can be effectively used to absorb the component 
waves within a wide period range. But if the wave length 
is larger than the width of sponge layer, the efficiency 
of the sponge layer decreases. Therefore, the Sommerfeld 
condition applied on the outside boundary of the sponge 
layer can absorb the wave energy of long period waves. 

Assuming that the attenuation coefficient jx   in the 
sponge layer distributes linearly in horizontal direction 
and imposing eq.(6) to eq.(7), the boundary condition on 
S3 that satisfies the continuity of velocity and pressure 
can be derived as follow 

1 (dtp jc7   .        d\x     \ 

2.5 Time-stepping procedure 

The velocity potential <P on the discrete nodal points 
along all the boundaries and the nodal displacements on 
free surface and fluid-structure interface are time- 
defendant variables. The time under consideration is 
subdivided into the constant time intervals A;, the 
motions of fluid and floating body can be described by a 
time-stepping scheme, in which a solution is established 
at each time step. Assuming that the velocity potential 

and its time derivatives at time t , denoted by <p  , <pk and 

4>k , respectively, are known, and that <p+ ,<p* and 0*+1 at 
time f+Af are unknown, the relation of the unknowns at 
time step k+\ and the knowns at time step k on nodal 
point i can be expressed by the constant-average- 
acceleration scheme, as follow. 

rf* -rf + ty? -tf +t*4!+^-$+tf1) d4) 

J1*1 2 / ,*+l    ,k\        Jk 

*l  =AT'^  ~*s>  * <15) 
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At the nodal point i on free and interface boundaries, 
the displacement, velocity and acceleration at step k+1 
can be also expressed in the similar relation equation 
in terms of the previous solutions. 

In the time-stepping calculation employed in this 
paper, at first, tftl is predicted in relation (14), in 
which A#+1 is approximately evaluated by the solution of 
the previous time step in relation (17). 

A4>?l~Attf + 
AS 

(17) 

And then, the vertical velocity and displacement on free 
surface and interface are calculated from the boundary 
integration equation (9). The velocity potential 4*1 

required can be evaluated by the dynamic conditions of 
eq.(6),(10) and (11). For one step's calculation, it 
repeats until the relative error between tf*1 evaluated 
and that predicted is smaller than a given value. The 
solution is given by an implicit method. 

3. Calculated and experimental results 

3.1 Experimental equipment 

The wave flume used for the present experiments is 
26m long, 0.8m wide and lm deep, as illustrated in 
figure 2. The water depth is 60cm. A wave generator is 
placed at one end of the flume. The wave generator has 
an absorbing system so that any reflected waves from the 
floating structure will not be reflected by the paddle 
of the wave maker. At the other end a wave absorber is 
installed to decrease wave reflection.  Three kinds of 

1        1         1         1        1 1 bo66d dooog 1 t          s 
wave           polyethylene sheet 

generator               \ 
|      ch.12         \             ch.3   ~   ch.22 

t 
wave 

absorbe 

f    u    \ \ \ 
d^ $ 

<-2.5->l 1.5 

unit m 

Figure 2. Experimental equipment 
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polyethylene plates with thickness 5mm,10mm and 20mm are 
used as the model floating structure. The density of 
polyethylene plate is 0.941 and its elastic modulus is 
about 450 MPa. The wave profiles in the front open water 
are measured by two wave gauges. The vertical displacements 
of the floating body are measured at 20 points along the 
center of the flume by using an array of ultra-sonic 
sensors. 

3.2 The numerical wave flume 

The definition of the numerical two-dimensional wave 
flume is shown in figure 3. In the discretization of all 
boundaries, the element length on floating structure is 
0.1m, 0.2m on free surface and 0.5m on the bottom. The 
calculation starts with a still water as the initial 
condition, and waves are produced by giving the water 
particle velocity and elevation on wave maker boundary. 
The step-by-step calculation proceeds with the time 
intervals of 1/100 wave period and the relative error 
0.01 for each calculation step. 

Z 

lm 10B 3m    *1    3m   X2 

f    .^TTT] 

d " 0.6m Q 

/W =1-6 

'//////////// '///////////A 

23m 

Figure 3. Definition of the numerical wave flume 

3.3 Deformation of water surface and structure 

Fig.4 shows an example of the calculated wave profile 
and the structure deformation at t=24s after the waves 
are generated from a still water condition. In this 
case, the structure is 20mm thick and the wave period is 
1.2 second. It can be seen clearly that the wavelength 
under the structure increases and the wave height (structure 
deformation amplitude) decreases significantly. 

In figure 5, the time histories of deformation at 
several nodal points are plotted. The top one and the 
bottom one are in front and rear open waters respectively, 
and that in the middle part are on floating structure. 
In this figure, the vertical axis gives the value of 
vertical deformation and the horizontal axis is time. 
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thickness: 20mm       wave period: 1.2s 
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Figure 4. Deformation in open water and structure 
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Figure 5. Time history deformation 

The waves in front open water become stable, and then 
are influenced by the reflection waves due to the motion 
of floating body. For the deformation of structure, the 
amplitudes are large at both ends and small in structure. 
The motion of structure become stable after five waves 
pass through the structure. The variation of water 
surface elevation in front of wave filter is in steady 
state, therefore the waves are absorbed in the wave 
filter and the motion of floating structure is not 
influenced by the reflection waves. 

3.4 Structure displacement response 
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Figure 6 shows the vertical deformation amplitude of 
structure with the thickness of 20mm and the wave 
periods of 0.8s and 1.4s. In this figure, the experimental 
data are the average values of wave heights measured by 
the time history deformation at the five waves that are 
in steady state. The amplitudes decrease significantly 
near the edge of the structure. This phenomenon is 
attributed to the energy conversion when the fluid 
motion changes into the structure-fluid combined motion. 
Both of the measured and the calculated results show 
that the deformation amplitudes exit the modes which 
depend on the length of structure and the period of 
incident waves, and they agree with each other very 
well. 

1. _     a 
thickness: 20mm 

o experiment 
BEM-FEM 

- \\     .T=1.6s o   // 

0.5 - \       \°°AO 

\   /T=0.8s 

Yo " °/o\ /^o\  /      / 
fO      o-®         /    0 

n 
- 

i 

yo\ •o^oN: 
I'll 

0 10 
X(m) 

Figure 6. Deformation amplitude of structure 

Figure 7 shows the changing rates of deformation 
amplitudes when waves propagate into structure by energy 
conservation method, potential matching method,the present 
method and experiments, respectively. The amplitude 
changing rates by the present method are calculated by 
evaluating the average amplitudes excluding the values 
near the edges of structure. The amplitude variations at 
structure edge based on the present method coincide with 
the measured data well. 

3.5 Moment response 

Figure 8 shows the response of bending moment for 
20mm-thick floating structure. The peaks exist at several 
places and the mode observed depends on the incident 
wave periods.  The longer the wave period becomes,  the 
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lower the order of mode is and the greater the bending 
moment becomes. 

structure thickness 

h(mm 

  energy conservation 
 potential matching 

5 o : 10 o : 20 experiment 
5  • : 10 . : 20 BEM-FEM 

0.8      1.0      1.2      1.4      1.6      1.8 

Wave period  T(s) 

Figure 7. Comparisons of the amplitude changing 
rates at the edge of floating structure 
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Figure 8. Moment response 
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4. Conclusions 

The numerical approach proposed in the present study 
simulates the interaction of waves and flexible floating 
structure by employing BEM for evaluating the fluid 
motion and FEM for calculating the deformation of floating 
structure. By satisfying the continuity of the pressure 
and displacement on the fluid-structure interface, the 
BEM and FEM are combined to solve the interaction 
problem. The proposed method is of the following advantages: 
(1) The dynamic responses of structure to waves are 
calculated in a time-stepping procedure, which gives a 
time-domain solution; (2) The velocity potential is not 
expressed by any assumed function and is evaluated 
numerically. Therefore, the present method can be easily 
applied to any wave condition including random waves 
just by giving the values of incident waves on the wave 
maker boundary of the numerical wave flume; (3) The 
unknown time-dependent boundary conditions on the free 
surface and fluid-structure interface are evaluated by 
an implicit predictor-corrector scheme, which ensures a 
calculation precision. 

The comparisons between the calculated and experimental 
results show that the present method is effective to the 
dynamic response analysis of flexible floating structures 
to waves. 
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CHAPTER 198 

Design wave height related to structure lifetime 

Zhou Liu1    Hans F. Burcharth 2 

Abstract 
The determination of the design wave height (often given as the significant wave height) 
is usually based on statistical analysis of long-term extreme wave height measurement or 
hindcast. The result of such extreme wave height analysis is often given as the design wave 
height corresponding to a chosen return period. Sometimes confidence band of the design 
wave height is also given in order to include various sources of uncertainties. 

In this paper the First Order Reliability Method (FORM) is used to determine the design 
wave height corresponding to a certain exceedence probability within the structure lifetime. 
This includes the statistical vagrancy of nature, sample variability and the uncertainty due 
to measurement or hindcast error. Moreover, based on the discussion on the statistical 
vagrancy of nature, a formula for the calculation of encounter probability is presented. 

1   Introduction 

The determination of the design wave height (often given as the significant 
wave height) is usually based on statistical analysis of long-term extreme wave 
height measurement or hindcast. The sources of uncertainty contributing to 
the uncertainty of the design wave height are (Burcharth 1992): 

1) Statistical vagrancy of nature, i.e.   the extreme wave height X is a 
random variable. 

2) Sample variability due to limited sample size. 
3) Error related to measurement, visual observation or hindcast. 
4) Choice of distribution as a representative of the unknown true long- 

term distribution 

5) Variability of algorithms (choice of threshold, fitting method etc.) 
6) Climatological changes 

The sources 1, 2 and 3 and their influence on the design wave height will be 

discussed in this paper. 

1Ph.D., Department of Civil Engineering, Aalborg University, Denmark 
2Professor, dr.techn., Department of Civil Engineering, Aalborg University, Denmark 
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We use an example to demonstrate how the design wave height is determined. 
The data consist of 17 most severe storms in a period of 20 years for a deep 
water location. The Gumbel distribution curve in Fig.l is obtained by fitting 
these 17 wave data to a Gumbel distribution. 

Return  value XT   (m) 

15 

- 12-2JP°*la \ 
Gumbel 

100 1000 

Return   period T (years) 

Fig.l.   Design wave height. 

If the design level for the design wave height is a return period of 100 years, 
i.e. T — 100, the design wave height is a;100 = 12.2 m, which means that 
on average this 12.2 m design wave height will be exceeded once in every 100 
years. 

The design wave height can be better described by the use of encounter proba- 
bility, i.e. the probability that the design wave height will be exceeded within 
the structure lifetime. For example if the structure lifetime L is 25 years, the 
encounter probability of the design wave height xwo is 

p   =   1   -  exp(--)   =  22% (1) 

Eq (1) is derived as eq (11) in section 2. 

This means that the 12.2 m design wave height will be exceeded with 22% 
probability within a structure lifetime of 25 years. 

If the sample variability is included, the design wave height a;100 becomes a 
random variable. The distribution of the design wave height a;100, which is 
usually assumed to follow the normal distribution, can be obtained by numer- 
ical simulation, cf. Fig.l. If the upper bound with 90% confidence is taken 
as the design level, the design wave height is 14.8 m. What is the exceedence 
probability of the 14.8 m design wave height within the structure lifetime 
?   It cannot be calculated straight away but it might be guessed that it is 
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p =  1  - 0.9 ( 1  - 0.22 )  = 30% 

In this paper the First Order Reliability Method (FORM) is used to determine 
a design wave height corresponding to a certain exceedence probability within 
a specified structure lifetime. This includes the statistical vagrancy of nature, 
sample variability and the uncertainty due to measurement/hindcast error. 
Moreover, based on the discussion on the statistical vagrancy of nature, a 
formula for the calculation of encounter probability is presented. 

2 Design wave height related to the statistical vagrancy of nature: 
Encounter probability 

Even if we had an infinite quantity of historic true wave data and knew the 
related distribution precisely, there would still be uncertainty as to the largest 
wave which will occur during any period of time - simply due to the statistical 
vagrancy of nature. In this case the design wave height related to structure 
lifetime is characterized by the encounter probability, i.e. the probability that 
the design wave height will be exceeded within the structure lifetime. 

Assume that the number of the extreme events is N within the structure 
lifetime L. X1 denotes the maximum value in these N independent trials. 
Then the distribution function of X1 is 

Fxi(x)  =  P(x1<x) = (Fx(x)f (2) 

Note that Fxi can be interpreted as the non-occurrence of the event (X > x) 
in any of N independent trials. 

Assuming that the number of the extreme events N = XL, where the sample 
intensity A is 

_      number of extreme events 
number of years of observation 

From the definition of the return period T 

A ( 1  - Fx(x) ) ^ ' 

we get from eq (2) 

(1   \ ^ 
1  -  W) (5) 

The encounter probability of x, i.e. the probability that x will be exceeded 
within the structure lifetime L, is 

p = 1  - Fx>(x) =  1  -  (l  -  ^)AL (6) 
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For the case where A = 1, eq (6) becomes 

(7) 

However, the number of the extreme events within the structure lifetime N is 
also a random variable. N is usually assumed to follow the Poisson distribution 

(XL)- 
P(N = n) exp(-XL)    n = 0, 1, 2, (8) 

The probability of the event (X1 < x or X < x) within the structure lifetime 

FXi(x)   =   P{X1<x)  =  Y,lP(N = n)Fxl(x,n) 

(AL)» 

n=0   . 

= E 

n\ 
exp(-XL) ( Fx{x) )n 

(A L Fx(a 

=   exp(-XL) Y, 

exp(-XL) 

(X L Fx(x) )n 

n\ 

=   exp(—X L) exp(X L Fx(x) 

=   exp[XL(Fx(x)  -  1)] 

Inserting eq (4) into eq (9) is obtained 

exp 

Fxi(x)   =  exp[-- 

The encounter probability of x within the structure lifetime is 

'T, 

Eq (11) is not only simpler than eq (6), but has stronger theoretical background 
as well because it treats iVasa random variable. 

p = 1  - FXi(x)  =  1 

(9) 

(10) 

(11) 

3   Design wave height related to the statistical vagrancy of nature, 
sample variability and measurement/hindcast error 

To exemplify the discussion, it is assumed that the extreme wave height follows 
the Gumbel distribution 

F = Fx(x) = P(X<x) = exp (-exp (-(^-)j} (12) 



PiX^g^Xo)   =   P(x0-X %B<V 
Now consider the failure function 

<   0      failure 
g(x\a,b)  =     Xo-X^^g    < =   0      limit state 

>   0      no failure 

2564 COASTAL ENGINEERING 1996 

where X is the extreme wave height which is a random variable, x a realization 
of X, A and B the distribution parameters. 

Due to the sample variability and measurement/hindcast error, the distribu- 
tion parameter A and B become random variables, and the maximum wave 
height within the structure lifetime, X1, becomes a conditional random vari- 
able X1\AB. The probability of X1 > x0 within the structure lifetime is 

(13) 

(14) 

It can be seen that the failure probability of the failure function is actually 
the exceedence probability of the design wave height xo within the structure 
lifetime. 

By the use of the Rosenblatt transformation, the Hasofer and Lind reliability 
index (3 for the failure function can be estimated by the First Order Reliability 
Theory (FORM). The failure probability, i.e. the probability of X1 > x0 within 
the structure lifetime, is calculated by 

P(X\B > x0)  «  $(-/?) (15) 

where $ is the standard normal distribution. The procedure for the calculation 
of /? is detailed in the Appendix. 

4    Numerical simulation of a A and as 

The only unknown in the calculation of /3 is the distribution of A and B. 

Due to the sample variability, i.e. the influence of limited number of data, the 
distribution parameters A and B, estimated from a sample, are subject to an 
uncertainty. 

Wave data set contains measurement/hindcast error. Measurement error is 
from malfunction and non-linearity of instruments, such as accelerometer and 
pressure cell, while hindcast error occurs when the sea-level atmospheric pres- 
sure fields are converted to wind data and further to wave data. The accuracy 
of such conversion depends on the quality of the pressure data and on the 
technique which is used to synthesize the data into the continues wave field. 
Burcharth (1986) gives an overview on the variational coefficient C (standard 
deviation over mean value) of measurement/hindcast error. 

In order to account for the sample variability and measurement/hindcast error, 
A and B are assumed to follow the normal distribution. The mean values ^A 
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and HB are obtained by fitting the data to the distribution by one of the fitting 
methods, such as maximum likelihood method or the least square method. The 
standard deviations a A and <JB are obtained by numerical simulations, taking 
into account the sample variability and the hindcast error, as explained as 
follows: 

A sample with size N is fitted to the Gumbel distribution 

Fx(x) = P (X < x) = exp {-exp (-(L^))) (16) 

The obtained distribution parameters Atrue and J5,rue are assumed to be the true 
values. Numerical simulation is applied to get the standard deviations of the 
estimators A and J5, taking into account the sample variability corresponding 
to the sample size N. The procedure is as follows: 

1) Generate randomly a number between 0 and 1. Let the non- 
exceedence probability F equal the number, the single extreme 
data x is obtained by 

x  =  F?(F)  =  ArUe[-ln(-lnF)] + Btm (17) 

2) Repeat step 1) N times. Thus we obtain a sample belonging to the 
distribution of eq (16) and the sample size is N. 

3) Fit the sample to the Gumbel distribution and get the new esti- 
mated distribution parameters A and B. 

4) Repeat steps 2) and 3), say, 10,000 times. Thus we get 10,000 
values of A and B. 

5) Calculate the standard deviations <JA and erg. 

In order to include the measurement/hindcast error it is assumed that the 
hindcast error follows a normal distribution. The following step can be added 
after step 1). 

1*) Generate randomly a number between 0 and 1. Let the non- 
exceedence probability F be equal to the number. The modified 
extreme data a;modifled is obtained by 

zm„dified   =  x +  C x $-\F) (18) 

where $ is the standard normal distribution and C is the coefficient 
of variation of the measurement/hindcast error. C ranges usually 
from 0.05 to 0.2 as suggested by Burcharth (1986). 
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5    Examples 

The deep water wave data presented in Fig.l is used as an example to demon- 
strate the determination of the design wave height and the influence of sample 
variability and measurement/hindcast error. 

The data set consists of 17 significant wave heights corresponding to the 17 
most severe storms in a period of 20 years, i.e. A = 17/20. By fitting a 
Gumbel distribution to the extreme data we obtain the distribution parameters 
A = 1.73 and B = 4.53, cf. Fig.l. 

If only the statistical vagrancy of the nature is considered, i.e. A and B are 
exact values, the wave height corresponding to any return period can be found 
from the graph. The 100 year return period significant wave height is 12.2 m, 
which by use of eq (11) is found to correspond to 22% exceedence probability 
within 25 year structure lifetime. 

Sample variability 

Taking into account the sample variability, the distribution parameters A and 
B become random variables. Their distributions shown in Fig.2 are obtained 
by the Monto-Carlo simulation as explained in section 4. 

Probability density 

1.0- A 
0.8- 

Gumbel distribution 
with A= 1.73, B= 4.53 

0.6- 
Sample size         17 

0.4- 
Repeat number    15000 

average of A           1.72 

0.2- standard dev of A   0.418 

0.0 2.4 
1      i      •      i      i      i      >      i 

4.8           7.2           9.6          12.0 

Distribution parameter A 

Dab .lity density 

1.0- 

0.8- 
h             Gumbel distribution 

1               with A= 1.73, B= 4.53 

0.6 |  1            Sample size         17 

0.4 
1    1            Repeat number    15000 

f      1           average of B           4.57 

0.2- \       \          standard dev of B   0.449 

5.4 7.8 10.2 12.6 15.0 

Distribution parameter B 

Fig.2. Distribution of the Gumbel parameters A and B by sample variability 
(N=n). 

The probability density and the non-exceedence probability of the maximum 
significant wave height within any structure lifetime can be estimated by 
FORM. Fig.3 shows the results for a structure lifetime of 25 years. The figure 
includes for comparison also graphs where the sample variability is omitted. 
These graphs are obtained by eq (11). 
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Non-exceedence Prob. 

 Statistical vagrancy 

 Statistical vagrancy + 
sample variability 

Sample size N=17 

10       12       14       16       IB 

Maximum significant wave height within 
structure lifetime of 35 years 

Statistical vagrancy + 
sample variability 

Maximum significant wave height within 
structure lifetime of 25 years 

Fig.3.   Distribution of maximum significant wave height (sample size N=17). 

If the design level is the significant wave height corresponding to 22% excee- 
dence probability within 25 years (T = 100 years), it can be seen from Fig.3 
that the design wave height with consideration of the sample variability is 
12.7 m, which is a little larger than the value without the consideration of the 
sample variability (12.2 m). It can also be seen that the design wave height 
of 14.8 m (upper bound with 90% confidence, cf. Fig.l) corresponds to 9% 
exceedence probability within 25 years, not 30% as guessed in Section 1. 

In the case of a bigger sample size, e.g. TV = 100, there is almost no difference 
between the design wave height with and without sample variability, cf. Fig.4. 
For comparison the same A value is applied. 

  Statistical vagrancy 

 Statistical vagrancy + 
sample variability 

Sample size N=100 

Maximum significant wave height within 
structure lifetime of 25 years 

Non-exceedence Prob, 

1.00 

Maximum significant wave height within 
structure lifetime of 25 years 

Fig.4-   Distribution of maximum significant wave height (sample size N=1Q0). 

Table 1 shows the design wave height corresponding to different sample size. 
Sample size oo means that there is no sample variability. Keep in mind that a 
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typical sample size is about 20, it can be said that sample variability has some 
limited influence on the design wave height. 

Table 1.   Significant wave height corresponding to p = 22% within L • = 25 years 

sample size 10 17 50 100 CO 

Hs(m) 13.0 12.7 12.4 12.3 12.2 

relative difference 6.5% 4% 1.6% 0.8% 0 

Measurement/hindcast error 

The same procedure can be applied to further include the measurement/hindcast 
error. 

The variational coefficient of the extreme data listed in Table 2 is taken from 
Burcharth (1986). Data based on visual observation from ships should in 
general not be used for determination of design wave height because ships 
avoid poor weather on purpose. With the advances in measuring techniques 
and numerical models, generally the C value has been reduced to app. 0.1 or 
less. 

Table 2.  Coefficient of variation for significant wave height (Burcharth 1986). 

Methods of determination Coefficient of variational 

Accelerometer buoy 

Pressure cell 0.05 - 0.1 
Vertical radar 

Horizontal radar 0.15 

Hindcast, SPM method 0.15 - 0.2 

Hindcast, numerical 0.1 - 0.2 

Visual observation 0.2 

In Fig.5 the coefficient of variation C of the extreme data due to measure- 
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ment/hindcast error is assumed a typical value of 0.1. 

Non—exceedence Prob. 

0.80  - 

0.40 

0.20 - 

0.00  -±* 

Sample size N=17 

Statistical vagrancy 

 Statistical vagrancy + 
Sample variability 

•*-++   Statistical vagrancy + 
sample variability + 
hindcast error ( C=0.1) 

6 8        10       12       14       18       IB       20      22 

Maximum significant wave height within 
structure lifetime of 25 years 

Fig.5.   Distribution of maximum significant wave height (N = 17, C — O.lJ. 

In Table 3 is given values extracted from Fig.5 corresponding to an exceedence 
probability of p = 22%. 

Table 3.   Significant wave height corresponding to p = 22% within L = 25 years 

Case H.(m) Remarks 

Statistical vagrancy 12.2 m 

Statistical vagrancy + 

sample variability 12.71 m sample size N — 17 

Statistical vagrancy + 

sample variability + 
hindcast error 12.75 m 

sample size N = 17 
variational Coeff. C = 0.1 

It can be seen from Fig.5 and Table 3 that the influence of measurement/hindcast 
error on the design wave height is very small. 
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6    Conclusions 

The paper concentrates on the exceedence probability of the design wave height 
within the structure lifetime ( encounter probability ). 

If only the statistical vagrancy of the nature is included, a new and simple en- 
counter probability formula is derived which takes into account the randomness 
of the extreme events within the structure lifetime. 

If other uncertainties should be considered, the paper shows that the reli- 
ability theory can be applied to determine the encounter probability of the 
design wave height. A practical example shows that normally sample vari- 
ability has little influence on the design wave height, while the influence of 
measurement/hindcast errors is almost negligible. 
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Appendix: Estimation of reliability index /? 

The followings explain the procedure for the calculation of /?. 

From eq (9) is obtained 

Fxi(x1)   =   exp[XL(Fx(x1)  -  1)] 

exp XL exp I —exp 
-B. 

which can be rewritten as 

x1 = A In   -In     1  + 
XL 

+ B 

(19) 

(20) 

X1 can be converted to the standard normal distributed random variable U1 

by 

$(Ul)  =  Fx^x1) 

Inserting eq (21) into eq (20) is obtained 

ln$(«i) 
x1  =  A     - In I - In I  1  + 

The failure function becomes 

g(u\,a,b)  —  XQ — A     —In 

XL 

In    1 + 

+ B 

ln$(ui~ 
XL 

(21) 

(22) 

B (23) 

The normal random variables A and B are converted into the standard normal 
distributed random variables U2 and Us respectively 

A  -   fiA   _ B   -  flB u2     =   M3 

Insert eq (24) into eq (23) is obtained 

g(v,i,u2,ua)   =   x0 -  (HA + VA^) 

~ {HB + &B Us) 

The differentiations of the failure function are 

dg   _   (fiA +<*A u2) <t>(ui) 

(24) 

-In   -In    1  + 
ln$(wi) 

XL 

(25) 

at 

«2 

0-3 

dut       In ( 1  +  ±±&1) ( 1  +  *4£*1)  A L $(Ul) 

dg_ 
du2 

dg_ 
du3 

-<?A 

=   -0B 

In   -In    1  + 
ln$(«i) 

XL 
(26) 
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where <f> is the density function of the standard normal distribution. 

The iterative procedure for calculation of /3 is 

1) Select trial values : u*  =   (uj, u\, u%). 

2) Insert u* into eq (26) and get (ax, a-i, a3). 

3) Determine a better estimate of u* by 

3 

U*    =   Oi  ^ 
3 

4) Repeat steps 2) and 3) to achieve convergence. 

5) Calculate /3 by 

i 
3 

ft = (E «)2) 
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Abstract: 

This proceedings contains over 370 papers presented at the 25th International Conference on 
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CHAPTER 199 

Wave impact beneath a horizontal surface. 

D.J.Wood * and D.H.Peregrine * 

Abstract 

Many coastal structures and natural coasts have openings, overhangs 
and projections which are open to impact by incident water waves. 
The sudden impact of a wave on a rigid surface leads to a rapid rise 
of pressure and consequent violent water motions. We consider the 
wave impact on the underside of a projecting surface. The exam- 
ple discussed is that of a flat deck close to the mean water level. A 
pressure-impulse approach is used, which has the advantage that given 
a solution for one problem it is possible to select pressure-impulse con- 
tours which give the solution to related problems. The pressure gradi- 
ent on the underside of the deck is especially strong near the seaward 
edge of the impact region, so this is a region where any projections on 
the structure's surface may be subject to strong shearing forces. On 
the other hand the maximum pressure-impulse is at the landward end 
of the impact zone, it is here that the deck is most likely to be 'blown' 
upward. 

Introduction 

There are a number of circumstances in which the effect of the upward impact 
of a wave beneath a rigid horizontal surface needs to be estimated. For offshore 
oilrigs the lack of good estimates of such upward impacts leads to designs where 
the main platform of rigs is built to be out of reach of 'green water'. This 
may not be an option for some coastal structures, including piers and jetties, 
and temporary works in inter-tidal zones. Here we present pressure-impulse 
calculations for an impact on a horizontal surface near the surface of water of 
finite depth. For convenience we refer to the rigid surface as a deck. 

In studies of wave impact on a wall Bagnold (1939) was the first to note 
that although pressure measurements show great variability between nominally 
identical wave impacts the integral of pressure over the duration of the impact, 

tPh.D. student, School of Mathematics, University of Bristol, University Walk, Bristol, BS8 
1TW, UK, (Deb.Wood@bristolac.uk) 

'Professor of Applied Mathematics, School of Mathematics, University of Bristol, 
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the pressure-impulse, is a more consistent measure of wave impact. This has been 
exploited theoretically by Cooker and Peregrine (1990 a,b, 1992, 1995) who show 
that the pressure-impulse and its distribution is not sensitive to the shape of the 
impacting water except in a region very close to the structure. Chan (1994) and 
Losada, Martin, and Medina (1995) show good agreement with experiment for 
wave impact on a wall. 

Mathematical model 

The geometrical simplifications we make may be seen in figure 1. The water 
is taken to be of finite depth CD= a, and to impact the horizontal deck BC of 
length L with an upward velocity V. The free surface outside the deck is taken to 
be flat, as BA, and to stretch to infinity. However, as indicated below alternative 
surface shapes are easily found by choosing different contours of pressure-impulse. 
The boundary conditions on CD given in figure 1 indicate that the problem can 
be reflected in the vertical plane of CD, corresponding to impact on a horizontal 
surface of length 1L with a central plane of symmetry. 

dP/dy = 1 
B 

p = o A 

dP/dx = 0 

y 

D 

L 

a V2P = 0 

I 

dP/dy = 0 

Figure 1: The problem to be solved. 

Let the pressure be p(x,y,t), then the pressure-impulse is 

P{x,y) = /    p{x,y,t)dt (1) 

where ta and i\, are the times after and before impact respectively, such that the 
time interval (<{,,<„) is short compared with all other time scales in the problem. 
The main approximation is that during this short time the fluid motion changes 
so rapidly that the equation of motion may be approximated by 

dxx        1 
= —Vp 

at        p 
(2) 

where u(x,y,t) is the velocity field, and p the density which is assumed to be 
constant and uniform. The neglect of the convective terms (u.V)u is consistent 
except in any small region near the impact where jets may form. 

Integration of (2), with respect to time, yields 
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U0-U6 = --VP (3) 
P 

Incompressibility gives V.ua = V.U& = 0. Therefore we find 

V2P = 0 (4) 

in the region of the water. 
The boundary condition at the free surface is that the pressure must be 

constant and continuous therefore P = 0. At the walls and on the bed, the 
normal velocity must be zero before and after impact, therefore using equation 
(3), dP/dn = 0, where n is the normal direction. As the water meets the deck 
BC, the water has vertical velocity V, which could be any function of a;, and after 
impact the water has zero vertical velocity. Therefore, again using equation (3), 
we have dP/dn = V. For simplicity, we choose V to be constant. We make the 
problem dimensionless by choosing units for which V = 1 and L — 1. 

Infinite depth solution 

The problem of a wave hitting upwards under a deck jutting out from a wall, 
is mathematically equivalent to a plate dropping onto a body of water and setting 
the water in motion. Also when considering solving Laplace's equation we can 
use the direct analogy with the velocity potential of irrotational flow. If we 
consider the complex potential for a flow past a plate then we just need a change 
of reference frame to find the complex potential of a moving plate in a stationary 
fluid. With a complex potential w = <j> + ii/>, then d<j>/dx = 0 on x = 0, and 
d<f>/dy = 1 along the plate. These are the conditions that are required by P, and 
so the lines of constant pressure-impulse are given by lines of constant <j>. The 
solution may be found in Lamb (1932, section 71), and in Milne-Thompson(1962, 
section 6.3), for a fluid flowing past an ellipse, if we allow one of the semi-axes 
to shrink to zero then we have a plate instead of an ellipse in the flow. Finally 
choosing the plate to be perpendicular to the flow, the length of the plate to be 
2, and the velocity 1, we get an expression for the complex potential of a stream 
flowing past a plate: 

w = -Vl - z2 (5) 

where the origin is taken to be the centre of the plate. 
If we subtract the complex potential for a stream from this expression we 

have the potential for a moving plate. As the velocity of the stream is (0, —1,0), 
we must therefore subtract \z to get: 

w = —\z — \/l — z2 (6) 

This solution is symmetric about the centre of the plate. This means that we 
can consider a line drawn perpendicular to the plate from the centre of the plate, 
to be a wall, bringing us back to the original problem of the water hitting a deck 
jutting out from a wall. Hence we have an expression for the pressure-impulse: 

P = Re(-k - Vl - z2) (7) 
This is the infinite depth solution. Figure 2 shows contours of pressure-impulse. 
The total impulse on the deck is TT/4, in dimensional terms TrpVL/4. 
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Figure 2: Infinite depth solution. Total impulse on deck (0,1) is 7r/4. 

Infinitely long deck. 

As a becomes small the effect of the free surface on the solution under the 
plate becomes small. This means it is possible to solve in that region by ne- 
glecting the condition at the free surface. Hence we solve Laplace's equation 
on a strip where dP/dy = 1 along the top, dP/dn = 0, where n is the normal 
direction, along the left-hand edge and bottom. 

The solution is given by: 

2a y x2] + K (8) 

where K is a constant which depends on the behaviour of P near x = 0, where 
this approximation fails. Figure 3 shows the case when a = 0.1, and K is set to 

Figure 3: Analytic solution when a is small.(a = 0.1,if = 0) 

In practice the 'filling flow' solution of Peregrine and Kalliadasis (1995) may 
be more relevant to this case. 
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More general solution 

Consideration of the boundary conditions in Figure 1, or the solution (7) shows 
that at B there is a square root singularity. This singularity causes problems for 
many numerical solution methods. However, one way to eliminate the problem 
of the singularity is to map the original problem using conformal maps as follows. 
First map to a half-space, then use another conformal map to perform a shift 
and stretch so that by using a final conformal map we can bend the problem 
back to a semi-infinite strip but with the boundary conditions shifted round to a 
convenient position, i.e. shift the boundary conditions on the deck round to the 
vertical wall. 

Let the original plane in which the problem is posed be the z plane. The first 
map we need is w = u + w = cosh(7rz/a). This gives the problem shown in figure 
4. As we only use conformal maps P continues to satisfy Laplace's equation 
throughout. 

• cosh(xa) 

V2P = 0 

-1 
±JL 

P = 0 8P 
n sinh(-7r:c/a) 

dP 

Figure 4: The problem in the u>-plane after the first complex map. 

B 
P = 0 

A 

dP/di = F(rj) 

11 

P-+Q 

D 

dP/dTj = 0 

E 

Figure 5. The final problem to be solved in the £-plane, where 
F(r)) = - sm{Trr]/a)/(MVW^l) with 6 = [COS^T?) - N] /M. 
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We then use a translation and magnification to shift B to — 1, and C to 1. 
The map required is h — f + \g — Mw + N where M = 2/(cosh(x/o) — 1) and 
N — M + 1. The last step is to map this problem back to the strip. The final 
map required is ( = £ + ir] = a cosh-1 (h)/V. This gives the problem as shown in 
figure 5, in a form with the singularty eliminated by being placed at a corner. 

We solve Laplace's equation in this region by separation of variables. Let 
P = f(v)g(Oi giving /" = —a2/ and g" = a2g, where a is a constant. Solving 
for /, using the boundary condition that / = 0 at i; = a, and df/dr) = 0 at 
T) = 0, gives / = Acos(anrj) where an — (n + l/2)n/a. We now solve for g, using 
the condition that P —> 0 as £ —> oo. This gives g — Re~a"t. Hence we have an 
expression for the pressure-impulse: 

P = J2Ane-a^cos{anri) (9) 

Finally we use the condition that dP/d£ = — s'm(Trr)/a)/(M\/b2 — 1), where 
b — [cos(x7j) — N] /M along £ = 0 to get expressions for the An. Using this 
condition we get: 

x—» . / sin(x?7/a) ,    . 
- JJ Anan cos(an??) = --^-j=L (10) 

The final step is to multiply both sides by cos(Qm?y), and integrate along the line 
£ - 0 to get: 

A^^r^-^iipp^d, (ii) 
ama Jo  M y>b2 - 1 

Similar results can be found for any velocity distribution V = V(x). 

Results and discussion 

The integral in (11) is evaluated by using a numerical routine. For the cases 
of a = 0.5 and a = 2.0 taking thirty terms in the sum, gives an accuracy of 4 
and 12 decimal places respectively. The distribution of pressure-impulse in the 
water beneath the deck is shown for deck width to depth ratios of 0.5, 1.0 and 
2.0 in figures 6,7 and 8 respectively. The values of the total impulse on the deck 
and on the wall beneath each deck are given in each caption. 

In figures 6,7 and 8 note the differing contour intervals, and the increasing 
impulse on the deck as the water depth a is decreased. The value of total im- 
pulse on the deck is given as a function of a in figure 9. This trend is for the 
impulse from impact of a given velocity and area to increase as the body of im- 
pacting water becomes more confined. The same trend is described by Cooker 
and Peregrine (1995) for impact on an interior wall of a rectangular box and by 
Topliss (1994) for impact within a circular cylinder. Consideration of flow in 
the most confined circumstances, as a becomes small, has given the concept of 
'filling flows' (Peregrine and Kalliadasis, 1995). Further, an estimate of how the 
compressibility of dispersed air bubbles, such as those entrained in waves during 
breaking, may soften wave impact is given in Peregrine and Thais (1996). 

The results are in dimensionless units, for practical use the dimensional 
pressure-impulse is needed; that is 

P*{x*,y*) = PVLP(Lx,Ly), (12) 
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Figure 6: Pressure-impulse contours with a = 2.0. Total pressure-impulse on the 
deck and wall respectively are 0.81 and 1.02 

).0 0.5 1.0 1.5 2.0 2.5 

Figure 7: Pressure-impulse contours with a = 1.0. Total pressure-impulse on the 
deck and wall respectively are 0.92 and 0.74. 

Figure 8: Pressure-impulse contours with a = 0.5. Total pressure-impulse on the 
deck and wall respectively are 1.193 and 0.44. 
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where * denotes the dimensional quantities. Whilst p and L will generally be 
known, V the vertical velocity of impact will need to be estimated. A simple 
method of estimating V is to first estimate how high a wave would be in the 
absence of the deck. Suppose it would have a height AH above the deck level. 
In simple projection of a particle this would require a velocity of \flgAH. This 
is a reasonable, somewhat conservative, estimate for V. 

Total pressure impulse 

Depth of box. 

Figure 9: Total impulse on deck against depth a. 

Note, the above solutions are not appropriate for impact from jets, e.g. see 
Cooker and Peregrine (1995), where the semi-infinite rectangular impact on a wall 
is equivalent to half of a plane jet and section 3.5 gives the solution for a circular 
jet. However, the solutions can be used for waves which are not nearly level 
with the deck as the figures indicate. By subtracting the appropriate constant 
from P, any of the contours of P can be chosen as an alternative free surface. 
Although such a surface tends downward rather than towards a horizontal level, 
this is not of great significance as long as the shape within roughly unit distance 
is appropriate. See Cooker and Peregrine (1995) for some examples. 

Clearly the results presented here can be used to estimate the impulse and the 
spatial distribution of a wave impact. In addition, as illustrated by Cooker and 
Peregrine (1992) it is possible to estimate the impulse on smaller bodies on and 
near the wave impact area. The impulse may be derived from the local pressure- 
impulse gradient. Figure 10 shows the local gradient along the surface of the 
deck, and figures 11 and 12 show the gradient down the wall and along the bed 
respectively for a selection of values of a. On the wall and the bed the pressure 
gradient is tangential since dP/dn = 0. However, on the deck where the impact 
occurs dP/dn ^ 0 so that there is also a component of impulse perpendicular to 
the deck and downward. 

Consideration of the gradient of pressure-impulse gradient near the edge of 
the deck shows alarmingly high values because the mathematical solution has a 
singularity at the edge of the deck.   Clearly a better approximation is needed 



WAVE IMPACT BENEATH A HORIZONTAL SURFACE 2581 

P differentiated w.r.t. x along the plate. 

Figure 10: §^ along the deck. 

P differentiated w.r.t. y along the L.H. edge. 
1.0 

- 
- a = 0.5   S/' / 

0.8 ~ //.'      / - 
- yS    _.  ''                    / - 
- 

jS               '                           / 
- 

0.6 - yS                    .••'                                                   / - 
yS         .•'                              / 

0.4 ~ ~ 

0.2 y\,'          y-' - 

0.0 ^ I -' **"" ~ 
0.0 0.2 0.4 0.6 

1 

Figure 11: #- along the left hand wall. 
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P diff erentiated w.r.t. x along the bottom. 

---'_  • 

0.2 a = 2.0 - 

0.4 '- • -••'': 

0.6 -_ 

0.8 
:_ 

1.0 -_ 

1.2 ~7 \__^/   a = 0.5 ~ 

1 4 i     .     .     .     .     i     .     .     . • 

Figure 12: |^ along the bottom. 

there. One simple way of obtaining more realistic values is to consider how the 
solution is obtained for the infinite-depth case, a = oo. There, the solution for 
the flow past a plate is used. This solution is a limit of flow past an ellipse. 
Thus a somewhat better solution could be obtained from the flow past a slender 
ellipse. In any case, it seems reasonable to conclude that attachments beneath a 
deck are vulnerable to especially large impact forces if they are near the edge of 
the deck, or the edge of the impact zone. 

Three-dimensional effects 

All the above work assumes uniformity perpendicular to the (a:, y) plane, or some 
rigid boundaries parallel to that plane. In practice this is unlikely, and three- 
dimensional effects may be important. That is the impact area on the deck, 
rather than being a long strip of finite width L, should be taken as a finite area 
of an appropriate shape. This aspect of the problem is under study. For the 
present, we just note that for infinite depth solutions, a solution for impact on 
an elliptic area can readily be found from the potential flow round an ellipsoid. 

Conclusions 

A readily evaluated solution is presented for the pressure-impulse from waves 
hitting a deck from below. It is found that the impulse is greater if the water is 
shallow. 

The same results may be useful for estimating the effects of upward impact 
by liquid confined within a container. 
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CHAPTER 200 

WAVE IMPULSE PREDICTION FOR CAISSON DESIGN 

Michael J.A. Walkden1, Peter J. Hewson2 and Geoffrey N. Bullock3 

Abstract 
Problems associated with the measurement of wave impact pressures are described 
and the poor comparison between the results of previous studies is outlined. It is 
argued that the force impulse form and magnitude are more relevant parameters for 
caisson design than maximum impact pressures. Data from small and large scale 
laboratory measurements are used to develop a simplified design approach for caisson 
breakwaters based on the limited magnitude of the force impulse. Comparison 
between large scale data and predictions based on small scale results show reasonable 
agreement. 

Introduction 
The form of breakwater selected for a particular site depends upon many physical, 
economic and political factors. Rubble mound constructions are popular in shallow 
water because they have proved reliable and easy to repair but they are expensive in 
deep water. Due to the growth of ocean going vessels and the associated need to 
provide mooring facilities in deeper water there is increasing interest in vertically sided 
breakwaters. Historically these have had a masonry construction, although in recent 
decades cellular caissons have provided a preferred alternative. The most common 
failure mode of caisson breakwaters has been sliding due to the impact of breaking 
waves (Oumeraci, 1994, Franco, 1994). Such impacts are highly complex events 
which can not yet be described theoretically. Small scale laboratory wave impacts are 
therefore a valuable source of information for both designers and those seeking to 
improve design methods. Due to the sensitivity of breaker shape to wave and physical 
boundary conditions and the transient and localised nature of impact pressures, results 
are frequently test specific. If this problem was successfully addressed then confidence 
in predictions of prototype loading conditions based on such small scale laboratory 
tests would be greatly enhanced. 

1 Research assistant, 
2 Principal lecturer, 
3 Professor and Head of School, University of Plymouth School of Civil and 
Structural Engineering, Palace Court, Palace Street, Plymouth, PL1 2DE UK 
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Scatter of impulse pressures 
Even the pressures generated by nominally identical consecutive breakers of a 
monochromatic wave train are only predictable in a statistical sense. Hayashi and 
Hattori, (1958) stated that "The initial shock pressure varies so enormously from test 
to test that it almost seems to have nothing to do with our theoretical considerations". 
There are many possible reasons for this, some due to random fluctuations in wave 
form, others due to test conditions and procedures. 

Denny (1951) investigated high frequency random fluctuations in the wave form and 
took measurements of peak pressure from waves of various heights with two different 
levels of disturbance. This showed that the distribution of peak pressures normalised 
to wave height was identical for waves of different heights and similar disturbance, but 
for waves with less disruption, the distribution included much higher relative 
pressures. This effect may to due to differences in entrapped aeration, variations in the 
velocity field or some other process. The degree of disturbance and therefore the 
degree of pressure attenuation will depend on test facilities such as the wave generator 
and absorption system, and test procedures such as whether a solitary or regular wave 
train is tested, and how long the water is left to calm between tests. 

Variation in pressure records between experiments will be compounded by effects 
specific to the wave channel and others resulting from the choice of equipment and 
procedure. The breaker shape depends, for the two dimensional case, mainly on the 
incident wave conditions, period, height and depth, and the physical boundary 
conditions mainly foreshore topography and permeability. Any difference in these 
between tests could be expected to alter impact pressures. The characteristics of the 
pressure transducers and their position are also significant because peak pressures are 
generally highly transient and localised. The number of transducers, their size and 
positions are significant to the spatial resolution, whilst frequency response and sample 
rate influence temporal resolution. 

Impulse repeatability 
The wide variation in peak pressure was first addressed by Bagnold who noted that 
the pressure rise impulse (see Figure 1) was far more repeatable. This observation was 
used to develop a concept of an 'effective length' of a piston like body of fluid 
extending horizontally into the wave from the front face. Because it was believed that 
the generation of the impulse was caused by momentum focusing through the pocket, 
it was the pocket dynamics and essentially its thickness which determined the impulse 
duration. Bagnold was unable to prove his model by measuring the air pocket. Also it 
is now known that an air pocket is not a necessary condition for the occurrence of an 
impulse load. The work has since been developed by other researchers, including 
Kirkgoz who measured a similar effective length for flat fronted waves as Bagnold 
found for air pocket waves, although with wide variation, and Weggel, et al (1970) 
who tried to show, but were unable to establish, that effective length varied with wave 
steepness. 
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0.025 0.03 

Figure 1. Definition of pressure rise impulse (shaded area) 

Pmax and Tpr 
The consistency of wave pressure impulse has often been expressed as a relationship 
between the maximum impact pressure Pmax, and the time for the pressure to rise to 
it, Tr of the form; 

Pmax = ICTpr11 

where K is a constant. Published examples include; 
Pmax = 232Tpr \ Weggel et al, (1970). 
The upper envelope of 12 laboratory 2D measurements with a beach slope 1/20 and a 
discontinuous wave wall. Regular waves were used to form one breaker type, the 
heights and periods are not specified although the steepness is given as 70 mm/sec. Six 
pressure transducers were used which were located 19 mm apart. No information is 
provided on their characteristics or sample rate or the measures taken to ensure a calm 
water surface. 
Pmax = 250Tpr"', Kirkgoz(1990). 
The best fit line to 70 laboratory 2D measurements with a beach slope of 1/10 and a 
continuous wave wall. Regular waves were used in still water depth of 0.61 m with an 
average height of 0.259 m and a 2 second period, these conditions produced plunging 
breakers. 10 pressure transducers with a 19 mm active surface diameter at 30 mm 
centres were sampled at 40 kHz. 1 hour was left between each test to allow the water 
surface to calm. 
Pmax =   261Tpr °6S, Witte. 
The upper limit function to approximately 100 laboratory 2D events with a beach 
slope of 1/6. Regular waves of height 0.25 m and period 2 seconds were generated in 
a still water depth of 0.61 m (depth at wall 0.16 m). 25 waves were generated per train 
to prevent re-reflection. Steep, vertical and air pocket breaker types were examined. 
14 pressure transducers with a minimum gap of 0.015 m and surface diameter of 3.7 
mm were sampled at 62.5 kHz. 



WAVE IMPULSE PREDICTION 2587 

Pmax = 400Tpr °75, Hattori etal, (1994). 
The upper limit function to a large number of laboratory events including a range of 
breaker shapes. The beach slope was 1:20 and the water depth at the wall was 50 mm. 
Regular wave trains were generated with an energy absorbing paddle with heights 
which varied from 40 to 120 mm and periods of 1.5, 1.7 and 2.0 seconds. Six pressure 
transducers were sampled at 5 kHz and located at 10 mm centres around still water 
level. 
Pmax = 485Tpr \ Weggel et al, (1970). 
The test conditions were as described above, except the wave steepness was 17.9 
mm/sec. 
Pmax = 3100Tpr', Blackmore and Hewson (1984). 
The upper limit function to approximately 80 full scale marine wave impacts on a sea 
wall. The wave heights ranged from 0.8 to 1.3 m with periods of from 2.67 to 8.5 
seconds. The waves had mostly broken at impact. Seven 25 mm diameter pressure 
transducers were positioned at around 1 m intervals. 

These functions appear because, as Bagnold noted, the pressure impulse is limited, if 
Pmax is large, then Tpr tends to be small and vice versa. There are too many variables 
between each test to determine the effect of each on K and H although there seems to 
be some relationship between K and the size of the wave. For example the constant of 
3100 calculated from the prototype sea wave impacts of Blackmore and Hewson is 
significantly higher than those derived from the laboratory data. The fact that this 
relationship between Pmax and Tpr has been different in each case is probably due, at 
least in part, to the difficulties of recording consistent impact pressures between tests. 

This pressure impulse appears to be a more consistent feature of impact loading that 
the pressure maxima, it may therefore be a more reliable basis for design if the 
structure response to the impulse is properly understood. 

Structural Dynamics. 
Structural response to loading is fundamentally important to design. Goda used a 
dynamic model to develop his method for breakwater design (Goda, 1974 and 1994) 
which has since become the standard in many countries. Oumeraci and Kortenhaus 
(1994) created a similar model which was calibrated with near prototype 
measurements recorded in the Grosser Wellen Kanal (GWK), see below. This was 
used to show how the structure responded to different force time histories. It was 
demonstrated that, for impacts without significant air pocket generated force 
oscillations, the dynamic response could be accurately predicted by simplifying the 
force time history to a triangular impulse described by the maximum force, Fmax, the 
impulse duration, Td and the rise time Tr. The results were presented in the form of 
dynamic amplification factors, ratios offeree maxima to the equivalent static load 
which would have caused the same displacement (Fstat). The dynamic amplification 
factors depend upon the ratios of Td and Tr to the natural period (Tn) of the structure 
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in question. In this way structural dynamic response can be accounted for and the 
problem for the designer is reduced to ensuring integrity under a known static load. 

There are a series of problems to be overcome before adopting this approach. The 
form and magnitude of the force impulse has to determined from the incident wave 
conditions and the physical boundary conditions. At present this can only be achieved 
through physical model tests. The natural variation in the magnitude and form of the 
impulses measured during such tests must therefore be accounted for and a reliable 
and appropriate method of scaling must be determined. 

Scale effects 
A comparison of similar wave impacts at significantly different scales have been 
conducted by Sakakiyama (1994) for the case of a submerged breakwater in front of a 
vertical wall, and by Fuhrboter (1986) for sloping revetments. To the authors 
knowledge no such data has been published for the case of a vertical wall experiencing 
direct wave breaking. The case for the existence of scale effects appears to be that 
field measurements provide relatively smaller peak impact pressures than have been 
measured in the laboratory and scaled with the Froude law. Aeration is often 
suggested as a probable cause although it seems probable that the above mentioned 
difficulties associated with measuring consistent impact pressures are at least partly 
responsible. 

Aeration 
Entrained aeration has a strong effect on the compressibility characteristics of water. It 
affects the rate of momentum exchange between the wave and wall (Blackmore and 
Hewson, 1984) and reduces the speed of sound in the fluid, altering the propagation of 
pressure waves (Topliss, 1994, Griffiths, 1994). It depends strongly on the chemistry 
and biology of the water. Bubbles of air in fresh water tend to be formed larger than in 
sea water due to increased surface tension, they also coalesce more readily and burst 
more easily at the surface. No direct measurements have yet been made of breaker 
aeration so its effects can only be assumed, however it has been shown that artificial 
aeration can reduce impact pressures (Crawford et al, 1994, Walkden et al, 1995). 

If entrained aeration does affect impact pressures this does not necessarily mean that 
the impulse magnitude is affected. The force impulse represents the momentum of a 
proportion of the wave. Although aeration reduces water density, the wave mass 
remains essentially the same due to bulking. Also the wave kinematic pattern is 
probably not strongly effected, there is therefore reason to believe that the wave 
impulse might be reasonably independent of entrained aeration and so possibly free of 
associated scale effects. 

Physical experiments 
Measurements of wave impact forces were conducted at both small and near 
prototype scale in order to develop a way of accounting for wave impulse loading, for 
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impacts without significant air pocket oscillations. The following subjects were 
investigated; 
The magnitude and form of the force impulse, 
Linearisation of the impulse, 
The significance of K and H, 
Scale effects, 
Transformation from dynamic loads to equivalent static loads. 

University of Plymouth (UoP) small scale wave impact tests 
Experiments were conducted in a 20 m long, 1.2 m deep and 0.9 m wide flume fitted 
with an energy absorbing wedge type wave paddle (Bullock and Murton, 1989). 
Waves shoaled over a 1:4.5 sloping impermeable foreshore and broke onto a vertical 
wall made of 25 mm acrylic sheet. Five sealed gauge Kulite type 219 pressure 
transducers with an active surface diameter of 18 mm were used to record the 
pressures at the wall at 2 kHz. Three of these had a pressure range of from 0 to 100 
kN/m2, the others were designed for pressures of up to 400 kN/m2. The transducer 
centres were 40, 55, 70, 90 and 110 mm above the toe of the wall, although during 
experiments the transducer at 90 mm was damaged. Data was recorded on a P.C. by 
means of a Microlink logger. Video records were made of each test. 

GWK large scale wave impact tests 
Experiments were conducted in Europe's largest wave flume, the GWK. The physical 
boundary conditions were not geometrically similar to those of the UoP flume but it 
was felt that adequately similar breaker geometry would be attainable. The GWK is a 
large concrete 'U' channel, with its base at ground level, internally it is 324 m long, 5 m 
wide and 7 m deep. Waves broke onto a sand filled concrete caisson mounted on a 
rubble foundation over a shallow sloping sand bed. Instrumentation was mounted on 
and built into a spar which was then attached to the caisson face. Four Kulite type 219 
pressure transducers were installed which had a pressure range of 0 to 400 kN/m2 (see 
above). They were positioned at 200 mm increments, 0.72 to 1.32 m from the top of 
the rubble mound. An additional pressure record was made with one of the 
transducers belonging to the Franzius Institut which was already built into the caisson 
and located 0.54 m above the rubble mound. Cabling was contained within the spar to 
protect it from the impacting waves. Pressures were recorded at 2 kHz . Video 
records of each test from two static and one mobile camera provided information on 
the breaker forms. Thirty eight tests were conducted in total in water depths ranging 
from 3.1 m to 3.3 m, including regular and pseudo random wave trains and solitary 
waves. Wave heights ranged from 0.5 to 1.1m with periods from 3.5 to 5.5 seconds. 

Results 
Due to space limitations only the results from two tests will be shown, one conduced 
in the UoP flume, and one carried out in the GWK. In the former case 350 waves of 
height (H) 0.11 m, period 1.25 s and 79 mm water depth at the wall, broke with a near 
vertical, slightly overhanging wave front. 
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Figure 2. Maximum impact pressures from one transducer (UoP Data) 

The data shown in Figure 2 illustrates the typically large spread in Pmax. The mean 
value is 13.4 kN/m2, with a range from 2.3 kN/m2 to 58.6 kN/m2 . If this test had been 
conducted in order to model a design wave impact it might be concluded that the 
design event may produce a pressure maxima of anything from 2.13 pgH to 54.3 pgH. 
It is not clear how such results should be interpreted. 

— Typical force time 
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" Filtered quasi-static 
load 

0.2 0.3 

Time (s) 

Figure 3. Typical force time history, the shaded area represents the impulse 
(UoP data) 

In order to obtain the impulses, the force time histories were first calculated by 
spacewise integration of the pressures. The impulse is a dynamic load involving rapid 
variations in force, therefore a simple low pass filter was used to remove the quasi 
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static force component, see Figure 3. The distribution of the impulse was found to be 
compact, Figure 4 shows the results from the UoP test, normalised to the total 
momentum exchange caused by the wave at the wall. This implies that accounting for 
the impulse magnitude, with for instance a statistical confidence limit, may be fairly 
straightforward. 
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Figure 4. Frequency distribution of force impulse normalised to total momentum 
(Impulse momentum fraction, UoP data) 

Partly because of this consistency, if the data is represented in the Fmax Td domain it 
clusters around a similar function to those found in the Pmax Tpr domain, as shown in 
Figure 5. 
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Figure 5. Relationship between maximum dynamic force and impulse duration 
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The values of Fmax and Td in Figure 5 are not suitable to be used to predict the 
structure response following the method described by Oumeraci and Kortenhaus. This 
is because the impulse is linearised to a triangle with base Td and height Fmax. Some 
of the data shows both a high peak force and a long duration which if used as a basis 
for inearisation results in an unrealistically high impulse magnitude and an over- 
prediction of structure response. This is because the form of the impulse tends to be 
concave as the force drops, as can be seen in Figure 3. In order to realistically predict 
structure response the magnitude of the impulse must be correct. 

500 T 
Fmax 

250 

0.25 

Figure 6. Method of processing the linearised force impulse 

It was therefore decided to process the values of Fmax and Td to parameterise both 
the magnitude and the form of the impulse. Figure 6 demonstrates the method which 
was used. Td.eq and Fmax.eq are equivalent values which were calculated so that the 
area of the triangle they described is equal to the impulse magnitude, and the triangle 
they form is similar to the original linearised impulse. An alternative more ideal 
approach might account for the relationship between removed impulse frequencies and 
the natural frequency of the structure. The data in Figure 7 has been processed in this 
way. 

The power of Td.eq in the best line fit in Figure 7 (shown with the dashed line) found 
through least squares regression, is 0.92. It can be seen that Td.eq"1 also provides a 
good fit. If the latter value is used then the constant assumes the value 16.3 and has 
units of Ns/m run or impulse per metre and is twice the average impulse magnitude. 
This data can now be used to account for dynamic response in the way Oumeraci and 
Kortenhaus suggest because both the impulse magnitude and its form are 
parameterised by Fmax.eq and Td.eq. 

Comparison with large scale test results 
Similarity of physical boundary conditions between the large and small scale 
experiments was not possible. The small scale foreshore was impermeable and had a 
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regular slope, whereas the large scale foreshore was permeable and included a berm. If 
the incident wave conditions were geometrically similar then the breaker shapes would 
not be and no comparison between the results would be meaningful. It was therefore 
decided to base a scale comparison on the breaker shape and the wave momentum. 
The video records were used to match similar breaker shapes at small and large scale, 
then the wave momenta were used to obtain the scale ratio. The average momentum 
measured for the UoP waves was 39.2 Ns/m run and for the GWK data, 4545 Ns/m 
run, which provides a length scale of 6.7. 
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Figure 7. Impulse momentum and shape parameterised by Feq and Teq 
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Figure 8. Comparison between scaled UoP data and GWK data 
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The values of Fmax.eq and Td.eq measured in the UoP flume were scaled according to 
Froude and compared to values obtained from the GWK test in Figure 8. The match is 
not perfect but when the lack of boundary condition similarity is considered the results 
might be considered close. 
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Figure 9. Equivalent static load function calculated from the dynamic amplification 
factors of Oumeraci and Kortenhaus, 1994. It is assumed that Tn = 0.1 and Tr = 0 

In Figure 9 the dynamic force function Fmax.eq = 1900/Td.eq has been multiplied by a 
dynamic amplification function to obtain the equivalent static load function. The 
maxima of this (in this case 45 kN/m run) might be considered the largest equivalent 
static force the impulse can generate and therefore the design load for this breaker. 

Conclusions and discussion 
(I) Maximum impact pressures are highly variable and difficult to compare 
between tests. This is due to differences in test procedure and conditions as well as 
natural random scatter. 
(II) The magnitude of the force impulse is more consistent and more relevant to 
structural stability than a transient and localised pressure maxima. 
(III) The form of the force impulse is highly variable, this may be due to aeration 
effects, variations in breaker kinematics or some other unknown effect. 
(IV) Clustering occurs in the Fmax Td domain due to points (II) and (III). This can 
be described with the dynamic force function Fmax = K.TdH, where K is a constant. 
(V) If the impulse is linearised to parameterise its magnitude and form by Fmax.eq 
and Td.eq then K is twice the mean impulse area, and H assumes the value -1. 
(VI) Scale effects can be reduced if experiments are conducted in large flumes 
however unless sea water is employed, similarity in aeration characteristics and 
therefore compressibility can not be assumed. 
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(VII) It was not possible to properly assess scale effects on the impulse because of a 
lack of geometric similarity, however a reasonably close comparison between large 
scale results and predictions based on small scale tests was obtained suggesting that 
scale effects on the impulse may be minimal. 
(VIII) If Tr is assumed to be zero, and the structure natural frequency is known, then 
the maxima of the product of the dynamic force function and a dynamic amplification 
function might be considered the maximum static load for design purposes. 

The analysis and interpretation presented is highly simplified and is intended to 
illustrate the basis of an approach. Areas of necessary further development include; 
(I) Allowing non zero rise times. 
The rise time can be measured fairly simply and used to select a more appropriate, 
dynamic amplification function. The ratio Tr/Td may be affected by scale. 
(II) Accounting for significant air induced force oscillations. 
The entrapment of a long and large oscillating air pocket is recognised as resulting in a 
significant and dangerous loading condition. It is probably a relatively rare event 
because it requires a normal direction of approach and a relatively clean wave form. A 
similar danger may arise due to group dynamics of bubble clouds. 
(II) The mean dynamic force function was used to predict equivalent static loads. 
For design purposes the loading should be calculated on the basis of the worst case 
with a chosen probability of occurrence within the design life. If the model test 
conditions have been chosen to represent events with a known return period then the 
smooth distribution of measured impulses should allow a confident estimate of a 
realistic design impulse magnitude. 
(III) The method of impulse definition. 
The use of a low pass filter to define the impulse seems to work well. The cut off 
frequency should be decided upon with a consideration of the way the structure will 
respond to that frequency. Similarly the process of obtaining Td.eq and Fmax.eq could 
be developed with more consideration of the structure dynamics. 
(TV)     Directionality. 
The waves angle of approach has not been dealt with although its inclusion may be 
relatively straightforward. This method is based on momentum transfer at the plane of 
the caisson face which might be expected to vary relatively simply with angle of 
approach. 
(V)      Accounting for the structure response. 
The conversion of dynamic loads to equivalent static loads has been based on the 
dynamic amplification factors published by Oumeraci and Kortenhaus (1994). These 
were derived by reducing the description of the caisson motion to a simplified single 
degree of freedom model. This was intended to "constitute a useful guide for 
judgement in developing design load specifications". There are many limitations which 
have been discussed in their paper regarding their model and modelling of structural 
dynamics in general. In the light of their comments it would be preferable, though 
more complex, to use a numerical model rather than a dynamic amplification function 
to account for structure response. 
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(VI)    Assessment of the effect of breaker shape on the impulse momentum fraction. 
This varies with breaker type so it will reach a measurable maxima at some breaking 
condition. This might be multiplied by the design wave momentum in order to 
calculate a worst case impulse momentum. From this the constant K is obtained, and 
so the dynamic load function is known. The effect of variations in the incident wave 
and physical boundary conditions on the impulse momentum fraction should be easier 
to asses than for impact pressure maxima because of its more compact distribution. It 
is also far less sensitive to the characteristics of measurement equipment and test 
procedures. For these reasons scale effects may be also be easier to asses. 

The main advantage of this approach is that it provides a means of interpreting the 
results of physical model tests in a way which is meaningful for structural design. This 
means that nature can be left to resolve the complexities of the breaker shape, a 
problem which can not yet be fully solved through numerical modelling. 

Future work 
Measurements of entrained and entrapped air are in progress at the University of 
Plymouth in order to examine their effect on the impulse form and magnitude and 
wave impact pressures. This work is being conducted both in the laboratory and in the 
field (Crawford, et al 1994, Walkden, et al, 1995 and Bird et al, 1997). It is hoped 
that the results will help explain the distribution of data along the dynamic load 
function, provide insights into the relationship between entrapped air and the force 
impulse and provide data with which to test possible scale effects. 
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CHAPTER 201 

WAVE    OVERTOPPING     RATE    AND    REFLECTION     COEFFICIENT 
FOR   OBLIQUELY     INCIDENT    WAVES 

Yoichi MORIYA1 and Masaru MIZUGUCHI2 

Abstract 

Recently, wave overtopping over a vertical wall for 
normal incidence were treated analytically on the basis of 
the wave energy flux concept (Mizuguchi, 1993) . In this study, 
the Mizuguchi's model for normal incidence is extended to 
oblique incidence. Incident wave angle effect on the wave 
overtopping rate is investigated. Validity of the extended 
model is checked experimentally. Satisfactory agreement 
between the extended model and the experimental results was 
found for the wave overtopping rate. 

1. Introduction 

Wave overtopping for oblique incidence has been 
studied experimentally in several papers. The influence of 
the incident wave angle on wave overtopping tests over a 
vertical wall was studied by using regular waves by Inoue 
and Tuchiya (1971) or using irregular waves by Takayama et 
al. (1984). Recently, several model tests have been performed, 
for example, de Waal and van der Meer (1992) ; Juhl and Sloth 
(1994), and so on. However, the quantitative estimation of 
wave overtopping rate does not agree among the previous 
studies . The disagreement partly comes from the varying wave 
height in front of the wall. 

Recently, for normal incidence, a set of simple 
equation to estimate the wave overtopping rate over a 
vertical wall and the reflection coefficient were derived 
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(Mizuguchi, 1993). The model, which does not include any- 
experimental constants, is based on the energy flux concept 
with an assumption of partially standing waves. The validity 
of the model was confirmed by experiment (Yokoyama and 
Mizuguchi, 1993). 

The purpose of this study is to investigate the 
influence of the incident wave angle on wave overtopping rate 
and reflection coefficient, by extending the model for normal 
incidence to oblique incidence. Validity of the extended 
model is checked experimentally. 

2. Theoretical Approach 

Wave field in front of vertical wall for oblique incidence 

Figure 1 shows the coordinate system. When oblique 
waves incident a vertical wall, wave field in front of the 
vertical wall fully apart from the wall end is free from 
scattering waves forms bi-directional wave field. We 
supposed that wave field is uniform along the wall. 

vert i cal walI 

reflected waves 

ncident waves 

Figure 1 Coordinate system. 

A finite amplitude wave theory is needed in evaluating 
the overtopping rate for waves with large height, especially 
in estimating the threshold wave height for overtopping. 
Since coastal structure are normally built in shallow water 
areas, the wave theory to be employed is the linear 
superposition of the first order cnoidal waves. The 
interaction between the incident waves and the reflected 
waves may be negligible as the interaction time is short. 
Surface elevation rj in front of the vertical wall may be 
given by following formula: 
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V=Vi+Vr 

= -^[cn2((Pi;K)-^i]+-^[cn2((pr-K)-m] 

in which (p   is  the phase: 

<p, =——{&xcos#. + kysm0: ~ot\ j=i,r 
it    l 

(1) 

(2) 

(3) 

where, H is the wave height, k is the wave number, a is the 
angular frequency, d is the wave angle, K( K ) is the complete 
elliptic integral of the first kind of modulus K . The symbols 
en denotes Jacobian elliptic function with modulus K , and 
an overbar represents the average value over one period. The 
subscript i and r denote the quantity of the incident waves 
and the reflected waves, respectively. 

Horizontal velocities of x and y direction, u and v, 
in front of the wall may be given by following formula: 

" = Afa C0S9<' + T,r C0Sdr) (4) 

v =. -(T7,.sin6>,. + T7rsiner) (5) 

where, g is the gravitational acceleration and h is the water 
depth. 

Wave overtopping 

Figure 2 shows schematic illustration of the wave 
overtopping over a vertical wall. For normal incidence, wave 
overtopping discharge is evaluated using an ideal fluid flow 
model over a sharp-edge weir by Kikkawa et al. (1967) . When 
oblique waves are incident on a vertical wall, surface rise 
of the wave crest progresses along the wall. Wave overtopping 
for oblique incidence is supposed to be a kind of overflow 
of the surface rises over the wall. Then wave overtopping 
discharge, qe, for oblique incidence averaged over one wave 
period may be given by following formula: 

2^2g 

3T %>HC ^ 
•H, 

^ /V2Y7 

2g 
\dt (6) 
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Figure 2 Schematic illustration of wave overtopping over a 
vertical wall. 

where, T is the wave period, Hc is the crown height of the 
vertical wall above the still water level, y e is the 
overtopping waves at the wall ( y at y = 0) and vw is the 
approaching velocity perpendicular to the wall. 

Energy flux conservation 

vert ical walI 

*Fx2 

waves 
Figure 3  Schematic  illustration of  the energy  flux 
conservation. 

We consider the balance of the energy flux among the 
incident waves, the reflected waves and the wave overtopping 
flow. Figure 3 shows schematic illustration of wave energy 
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flux conservation. Here, Fx and Fy are the energy flux of x 
and y direction and Pe is the energy loss due to overtopping. 
We assume that the phenomenon of x direction (along the wall) 
is uniform, so the balance of energy flux yields following 
formula: 

£,c„sin0, + £rc„sin0 =F (7) 

or 

/2f/fI.2sin0i-/2rHi
2

Jfi:r
2sin0,. 

2^2?    r 
yr4h n,>Hc 2g 
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2 
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(8) 

where, Kr is the reflection coefficient defined as the wave 
height ratio and u„ is the velocity along the wall. f 2 is the 
ratio between the energy and the wave height square on the 
first order cnoidal wave theory (Isobe, 1985), and is 1/8 
for the small amplitude wave theory. 

Equation (8) gives the reflection coefficient, when 
incident wave height, period and angle are prescribed 
together with geometry or the freeboard of the vertical wall. 
The wave overtopping discharge can be estimated from eq. (6) 
by using the reflection coefficient. 

Numerical calculation 

We performed numerical calculation of this model. We 
examine the influence of the incident wave angle and the 
incident wave height while water depth 20.0 cm and wave period 
1.2s are kept constant. 

Figure 4 shows examples of the calculated non- 
dimensional overtopping rate qg/q,, and reflection coefficient 
Kr with respect to incident wave angle. Wave overtopping 
discharge, qe, is non-dimensionalized with q0 defined as 

4o = 
H,4gh 

(9) 

We performed the calculation using not only the first order 
cnoidal wave theory but also the small amplitude wave theory. 
It is clear that the wave overtopping rate and the reflection 
coefficient slightly decrease with the decrease of the 
incident wave angle. Significant decreases of more than 10% 
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are expected only for the incident wave angle less than it 
/4 . Nonlinear effect yields the increase of the overtopping 
rate and the decrease of the reflection coefficient. 

Figure 5 shows examples of the calculated non- 
dimensional overtopping rate qe/q0 and reflection coefficient 
Kr with respect to incident wave height. The difference 
between for the small amplitude waves and for the cnoidal 
waves in the overtopping rate and the reflection coefficient 
becomes larger as the incident wave height gets larger. 

3. Experimental Confirmation 

Experimental facilities 

unit:cm 

Figure 6 Experimental facilities and the coordinate system. 

Experimental confirmation of this model is undertaken 
by using a multi-directional wave basin. Figure 6 shows the 
experimental facilities and the coordinate system. The basin 
is 10.5 m wide, 6.8m long and 0.6m depth. The distance from 
wave paddles to opposite end-wall is 5.2 m. The concrete floor 
of the basin is almost flat. The multi-directional wave maker 
consists of 28 piston-type wave paddles continuously linked 
or 29 sets of actuator rod. Each paddle is 30 cm wide and 
50 cm high. 

A vertical wall with 12.0 cm high and 540 cm long is 
installed in the basin. The influence of the scattering waves 
from the wall ends may be suppressed by placing wave absorbers 
around the wall ends. 
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In a multi-directional wave basin, generating a 
uniform wave field with the target value of wave height and 
angle is important. However, it is well known that both wave 
height and angle of generated regular waves show considerable 
spatial variation. The main cause is the finite length of 
the wave maker. The effect of the discontinuity at both ends 
of the wave maker may be suppressed by employing linear 
decrease of wave paddle amplitude (Mizuguchi, 1994). We 
applied this ends control method. 

Water depth h = 10.0 cm, the crown height of the wall 
Hc = 2.0 cm, and a wave period of T = 1.0 s are kept constant. 
Incident wave height and incident wave angle are varied. 

Wave field in front of the wall 

Non-overtopping experiments (incident wave height H1 
=1.0 cm) were carried out in order to check the uniformity 
of the wave field in front of the vertical wall. Wave gauges 
are installed 1.0 cm distant perpendicularly to the wall. 
An array of wave gauge and electro-magnetic current meter 
measures the surface elevation and the horizontal velocity 
at the same point 1/12 of wave length perpendicularly apart 
from the wall. 

Figure 7 shows the wave height and the total amplitude 
of the horizontal velocity distribution in front of the 
vertical wall for non-overtopping cases. Wave field in front 
of the wall can be assumed to be uniform at the center of 
the wall. Where we measure wave overtopping discharge for 
all the cases. 

Separation method between incident and reflected waves 

A separation method is developed to evaluate the 
reflection coefficient and the reflected wave angle from the 
measured data. The method assumes the linear superposition 
of the incident waves and the reflected waves, both of them 
being long waves. 

Mathematically, we have eq. (10), eliminating rj t and 
rj  r from eqs . (1), (4) and (5), 

-Jhl gu-rjcos9i _ cos8r -cos#, _ 
hi gv-rismd;      sin^-sinfy 

where, a is theoretically a constant, although a vary for 
a measured data. Symmetrical reflection (6 r = 2 n - 6 L) 
gives a = 0. Incident waves and reflected waves are 
calculated by following formula, 
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-Jhlgv-rjsm9r (_ ^hlgu-rjcosOr 

sin 9, - sin 0r cos 0, - cos 9r 
(11) 

and 

rir=Tl-Vi- (12: 

Reflection coefficient is the ratio between the incident wave 
height and the reflected wave height. 

Wave overtopping rate and reflection coefficient 

Incident wave heights are H1=2.0/ 2.5, 3.0 and 3.5 
cm in wave overtopping experiments. The wave overtopping 
discharge are measured by using a wave gauge in the box 
installed just behind the wall. 

Figure 8 shows examples of measured data of surface 
elevation -q and horizontal velocities u and v. Figure 9 
shows separated incident waves and reflected waves 
calculated from equation (10) and (11) together with the time 
series of a, as using data shown in Fig. 8. Reflected wave 
angle is calculated by using mean value of a passed from -1 
to 1. 

Figure 10 shows reflected wave angle obtained from 
experimental data. When incident wave angle is large, the 
reflected wave angle shows almost symmetry. However, when 
incident wave angle is small, the reflected wave angle shows 
large discrepancy from symmetrical reflected angle. We may 
consider the reason why the separation method for incident 
and reflected waves suffers strongly influence from 
experimental noise. Figure 11 shows incident wave height 
obtained from experimental data. Incident wave height is 
almost the same as the target value. When incident wave angle 
is large, the validity of the separation method was 
confirmed. 

Figure 12 shows measured and calculated wave 
overtopping rates and reflection coefficients with respect 
to the incident wave angle. Wave overtopping was not observed, 
for incident wave height HL = 2 cm of all incident wave angles 
and Hj = 2.5 cm of incident wave angle 01 = 7r/4, n/6 and n 
/12. when wave overtopping occurs, good agreement between 
the model and the experiment results is found for the wave 
overtopping rate. The reflection coefficients for large 
incidence (dL = x/2, 5 7r/12and TT/3) show reasonable values . 
For small incident wave angle, the reflection coefficient 
obtained from experimental data did not plot. 
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Figure 9 Time series of a ,   separated incident waves and 
reflected waves calculated as using data shown in Fig. 6. 
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4. Conclusion 

Wave overtopping over a vertical wall for the oblique 
incidence were treated analytically by extending normal 
incidence (Mizuguchi's) model. Wave overtopping rate and 
reflection coefficient can be estimated from the extended 
model which does not include any experimental constants. The 
results of numerical calculation show the slightly decrease 
of the wave overtopping rate with the decrease of the incident 
wave angle. 

Experimental confirmation of this model was undertaken 
by using a multi-directional wave basin. Satisfactory 
agreement between the model and the experimental results is 
found for the wave overtopping rate. The reflection 
coefficient for large incidence (0X= n/2,5 K/Yl and 7r/3) 
shows reasonable agreements. The validity of the model was 
confirmed at least for large incident wave angle. 
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CHAPTER 202 

Sediment transport and wave reflection near a seawall. 

Jonathon R. Miles1, Paul E. Russell1, David A. Huntley1. 

Abstract 

This paper describes results of a field experiment to examine the effect of wave 
reflection on suspended sediment transport in front of a seawall. High frequency 
measurements of wave elevation, velocity and suspended sediment concentrations 
were made simultaneously on a natural beach and in front of a seawall at 
Teignmouth in South Devon (U.K.) in June 1995. Wave reflection at the natural 
beach was found to be dependent on frequency; low frequency waves being 
preferentially reflected while incident waves were dissipated. At the seawall the 
incident wave reflection coefficient was 0.9 indicating only a small amount of 
dissipation. The doubling of energy over the sea bed was found to greatly increase 
the suspended sediment concentrations in the water column, although the amount of 
this increase depended on the water depth. A data analysis technique was developed 
which allowed the incoming and outgoing wave contributions to the sediment 
transport to be analysed. In these accretionary conditions incoming waves 
transported sediment onshore in both wall and beach cases, while in the wall case 
sediment transported offshore by the outgoing waves balanced the onshore transport. 
Sediment build up which was observed at the top of the natural beach was not 
observed in front of the wall. Sediment maintained in suspension in front of the 
wall was available for longshore transport, and this was enhanced by the presence of 
the wall. 

Introduction 

Seawalls have been used for many years as a method of coastal protection on 
eroding shorelines. It has been suggested that the reflection of wave energy over the 
beach fronting the wall actually helps to erode the beach (Silvester 1977), but the 
processes controlling this erosion remain poorly understood. There has been 
considerable debate over the effect of the seawall on the beach in recent years 

1 Institute of Marine Studies, University of Plymouth, Drake Circus, Plymouth, U.K., PL4 8AA. 
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(Kraus, 1988; Kraus and McDougal, 1996), with experimenters carrying out 
laboratory experiments with moveable beds (e.g. McDougal et al., 1996) or carrying 
out surveys of defended and undefended coastlines (e.g. Griggs and Tait, 1988). 
Researchers into beach processes have identified driving forces behind beach 
morphology change using high frequency point measurements of suspended 
sediment concentrations and water velocities (e.g. Jaffe et al., 1984). This approach 
has been applied to the reflective seawall environment for the first time and the 
method and initial results are presented in this paper. 

Method 

To compare similar wave conditions in a surf zone with a reflective wall 
environment a location was required with a wall adjacent to a natural beach. The 
site chosen was Sprey point at Teignmouth in South Devon, UK which has a 7m 
high seawall fronted by a beach of slope 1/15. The sand in front of the wall is 
medium quartz sand with D50=0.24mm. The beach is macro-tidal and 
morphodynamically intermediate. A rig designed to minimise interference with the 
hydro and sediment dynamic conditions whilst providing a stable base for 
instrumentation was built and bolted to the wall. An extendable rod was positioned 
on the front of the rig, extending close to the bed, to which the instruments were 
attached. Two EMCMs, (Electro Magnetic Current Meters) two OBSs (Optical 
Backscatter Sensors) and a PT (Pressure Transducer) were attached to this rod, 1.5m 
from the wall in a vertical array. A rig of instruments was also dug in to the 
adjacent beach on a similar depth contour so that comparisons could be made. This 
beach site had one EMCM, one OBS and one PT. 

All of the in-situ monitoring devices were logged at a frequency of 8Hz and were 
pre-filtered between 3-4Hz. EMCM and PT offsets were determined in the field at 
the beginning and end of each tide. Surveys were carried out daily to establish 
beach morphology. Sediment samples were taken for size distribution analysis. 
During the period of observation and recording, in June 1995, the wind was 
generally light and the waves were, on average, 30cm in height at the breakpoint 
with an average period of 4 seconds. The robust design of the rig should enable 
measurements to be made in waves of up to 2m. The layout of the site is shown in 
figure 1: 
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Held site: Sprey point seawall, June 1995 
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figure 1. Experiment site at Teignmouth. 

Instruments were calibrated both before and after the experiment, and the 
calibrations were applied to the raw data. EMCMs were calibrated in a tow tank at 
the Royal Naval Engineering College (RNEC) at Manadon, Plymouth (U.K.). 
Pressure transducers were calibrated for water depth in a 3m deep tank at the RNEC. 
OBSs were calibrated in the laboratory using sediment samples taken from the 
experiment site. To calibrate the OBSs a paint stirrer was used to suspend sediment 
in a tank while samples of the beach sediment were filtered from next to the OBS 
head. This calibration of the OBSs provided an excellent linear correlation between 
suspended sediment concentrations and voltage output. 

Time series 

Time series of surface elevation and suspended sediment concentration are shown in 
figure 2. Time series have been selected so that water depths are similar in the wall 
and beach examples, in this case the water depth is approximately 0.8m. 
Instruments suspended from the wall are 1.2m away from it. This puts them closer 
to the antinode at the wall than the node 2.7m away from the wall (for a wave period 
of 4 seconds). The maximum surface elevation deviation from the mean is therefore 
clearly larger than that observed at the beach rig. Suspended sediment data which is 
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compared in these examples is taken from OBSs at similar heights, both being 
approximately 18cm from the bed. The scale of the axis of the wall OBS is reduced 
so that the data fits the plot. In similar incident wave conditions levels of suspended 
sediment are clearly much larger at the wall, reaching 4 kg/m at this height above 
the bed, while at the beach OBS sediment concentrations only reach 0.6 kg/m3. 

Surface elevation (top) and sediment concentration (bottom) at wall 

Surface elevation (top) and sediment concentration (bottom) at beach 

~S>0.5 

O 
M 
20 40 60 80 

time, seconds 
100 120 

figure 2. Time series of surface elevation and suspended sediment concentrations at the wall and 
beach rigs. N.B. The sediment concentrations in the wall time series have been scaled down by a 
factor of 10. 

Theory 

Incoming and outgoing elevation time series were obtained from elevation and 
velocity time series using the method of Guza, Thornton and Holman (1984). The 
separation of incoming and outgoing waves forms the basis for most reflection 
analysis techniques which involve co-located elevation and velocity sensors. The 
analysis can also be extended to obtain the incoming and outgoing velocity time 
series. This allows the frequency dependent oscillatory sediment transport 
associated with the incident reflected waves to be found. 

The derivation of Guza et al.'s (1984) time domain technique arises from linear 
shallow water theory: 
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The velocity potential for progressive water waves is as follows: 
-a.g   coshk(z + h) 

$ = -sin(fcx -at) 
a cosh kh 

The surface elevation can be obtained from this by differentiating with respect to 
time, and the attenuation term tends to 1 in shallow water. 

1 
ri   =  — d<|> 

dt 
giving    r\ = a cos(kx - at) 

z =  0 
A similar equation for velocity is obtained by differentiating with respect to x 

9 <|> . _  gak 
u  =   - gives -cos(£x - Gt) 

d x c 
By dividing the elevation and velocity equations the following time domain 
transformation can be obtained relating velocity and surface elevation (provided the 
water is shallow). 

g 
It is necessary to transform to the frequency domain and use full linear theory if this 
relationship is to be applied in intermediate or deep water. 

Progressive wave surface elevation traces for waves incoming to a beach and 
outgoing from it can be obtained from the time series of elevation and velocity as 
follows: 

\(0= r\(t) + -u(t) 12 

W>: 

T[(t) + -U(t) 
8 

r\{t)--u{t) 
S 

12 

In this case, a positive velocity implies an onshore flow, while a negative velocity an 
offshore flow. In order to obtain a frequency dependent reflection function (FDRF) 
it is necessary to carry out a spectral analysis of the incoming and outgoing elevation 
traces separately. After obtaining the power spectra of the incoming and outgoing 
elevation time series, Sii(f) and S00(f) respectively, the frequency dependent 
reflection coefficient is simply: 

*(/) = . 
SH(f) 
S00(f) 

This technique was examined for signal noise related bias by Huntley et al. (1995) 
who found that when the coherence between elevation and velocity was high, the 
bias in the FDRF was low. Two other techniques were discussed by Huntley et al. 
(1995). These were a frequency domain method by Tatavarti (1989) and a Principal 
Component Analysis method (Tatavarti et al., 1988). All three techniques were 
applied to the data in order that the frequency dependent reflection coefficient for 
the beach and wall cases could be identified.   The three different methods were 
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found to offer similar results. This gives confidence in the time domain method 
which is the most simple to program and extend for incoming and outgoing 
sediment analysis. 

In order to understand the effect of the reflected wave field on the suspended 
sediment transport, it is possible to carry out a cross-spectral analysis of the 
incoming and outgoing waves with the sediment. 

It is first necessary to apply the transformation from elevation to velocity to obtain 
incoming and outgoing velocity time series. The appropriate transformations are: 

u.   =-r\. in     c 'in 

u    . = -—Tl    . out        c 'out 

A wave crest (elevation maximum) correlated with onshore flow therefore 
represents a wave crest travelling onshore, while a wave peak correlated with an 
offshore velocity represents a wave crest travelling offshore. The equations for 
incoming and outgoing velocity are therefore: 

1        j? u.   =— (u + — ri) 
in     2        c 

1   / S       N u    . =—(u-—r\) 
out     2        c 

It is next necessary to assume that the oscillatory sediment flux can be split into 
incoming and outgoing components. Jaffe et al. (1984) assumes a similar principle 
when considering the breakdown of the mean and oscillatory fluxes.  They assume 
that the total velocity can be split into a mean and oscillatory component: 
U = u+u' 
and that the sediment concentration is also separable into mean and oscillatory parts: 
Cs = cs + c's 

The time average of the flux therefore reduces to the mean flux and the flux 
coupling: 
UCS = ucs + u'c's 

Signals are routinely de-meaned, and the remaining step is to split the oscillatory 
velocity into incoming and outgoing components before crossing with the suspended 
sediment to obtain the flux: 
u' = u'.  +u'   . in     out 
The time average of the incoming and outgoing oscillatory flux is therefore: 
u'c' =u'  c' +u'   .c' s       in   s      out s 

Huntley and Hanes (1987) identified that the frequency  dependent sediment 
transport could be found by taking the co-spectrum of the oscillatory cross shore 
velocity with the sediment concentration time series. The frequency dependent 
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sediment transport associated with the incoming and outgoing waves is therefore 
obtained from the co-spectrum of the incoming or outgoing velocity time series with 
the sediment time series. The contributions of the incoming and outgoing waves to 
the sediment transport can therefore be identified. 

Frequency dependent wave reflection 

Three methods were used to determine levels of energy incoming and outgoing from 
the natural beach and the wall. Incoming and outgoing wave spectra were obtained 
from the incident and reflected time series obtained using Guza et al.'s (1984) 
method. The frequency dependent reflection coefficient was then determined using 
this method and two frequency domain methods. All three methods require that the 
current meter and pressure transducers are co-located and log data simultaneously. 
The analysis was first applied to data from the beach rig (figure 3). 

Wave reflection, run 8 
1.5 

1 I 
0.5 K 

n J.v, 

Reflection coefficient 

0.5 

In/Out Coherence 

0.5 
Frequency (Hz) 

0.5 
Frequency (Hz) 

figure 3. Frequency dependent wave reflection at the beach, a: Incoming and outgoing wave spectra 
calculated using the time domain method, b: Coherence between calculated incoming and outgoing 
time series, c: Frequency dependent reflection coefficient calculated using time domain (solid), 
frequency domain (dashed) and principle component analysis (dotted) methods, d: Coherence 
between elevation and velocity. Water depth is 1.28m. 
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The energy spectra show clearly that the incident waves (frequency 0.25 Hz) are 
dissipated by the natural beach, while at a lower frequency (0.1 Hz) wave reflection 
is taking place. By dividing the square root of the spectral estimates, the FDRF for 
this time domain method was obtained, and this shows a reflection coefficient of 0.1 
for the incident waves on the natural beach while for the low frequency waves the 
reflection coefficient is 0.8. Of the three lines on the reflection coefficient figure 
above (top right), the lines show the methods of the time domain method (top), the 
frequency domain method (middle) and the Principal Component Analysis (bottom). 
The three methods give good agreement where there is good coherence between 
elevation and velocity. 

A similar analysis was carried out to data from the wall rig. The results are shown 
in figure 4. 

Wave reflection, run 8 Reflection, p/u coherence>0.4 

0 0.5 1 

In/Out Coherence 

0.5 
Frequency (Hz) 

0       0.5       1 

P/U Coherence 

0.5 
Frequency (Hz) 

figure 4. Frequency dependent wave reflection at the wall, a: Incoming and outgoing wave spectra 
calculated using the time domain method, b: Coherence between calculated incoming and outgoing 
time series, c: Frequency dependent reflection coefficient calculated using time domain (solid), 
frequency domain (dashed) and principle component analysis (dotted) methods. Reflection estimates 
are plotted for values of P/U coherence > 0.4 so that there is 95% confidence in the coherence 
between P and U. This is necessary as cross spectral analysis is carried out in the determination of 
the FDRF using the frequency domain methods, d: Coherence between elevation and velocity. 
Water depth is 1.30m. 
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Similar amounts of energy were found in the spectra of both incoming and outgoing 
wave time series, indicating that reflection of the incident waves was occurring at 
the wall. At incident wave frequency all three methods of determining the 
frequency dependent reflection coefficient gave a value of 0.9 at the wall. The wall 
is in fact slightly sloping at the position of the rig and this may account for the 
reflection coefficient being less than unity. 

Mean suspended sediment concentrations 

The next part of the investigation was to examine the effect of the increase in 
reflection coefficient at the shoreline on concentrations of suspended sediment. To 
do this, data from OBSs on the beach and wall rig were compared. During the 
experiment OBSs were carefully positioned on each rig so that they were at the same 
height above the bed and are therefore comparable. Mean concentrations were 
calculated for each run. Mean water depths were also calculated and sediment 
concentrations in each case were then plotted against depth. The results are shown 
in figure 5. 
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figure 5. Mean suspended sediment concentrations - comparison of data from wall and beach OBSs. 
Both instruments were mounted approximately 18cm from the bed. Incident waves were 
approximately 30cm high at the breakpoint. 
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The results show a greater concentration of sediment was in suspension in front of 
the wall than was in suspension on the natural beach when water depths were the 
same. Incoming wave conditions did not vary significantly during this tide, and the 
results therefore imply that it is the increase in wave reflection at the shoreline 
which must be responsible for increasing the concentrations of suspended sediment 
in front of the wall. The distinct linear trend in the data, especially in the wall rig 
data suggests that it may be possible to parameterise the mean suspended sediment 
concentrations in this region in terms of the reflection coefficient, water depth, 
height above bed and incident wave height. Further experimentation with a larger 
array of instruments would be necessary for this however. 

Frequency dependent sediment transport 

The incoming and outgoing frequency dependent sediment transport was obtained 
for both wall and beach rigs for each run of data logged. A clear picture emerged in 
all runs as to the nature of this transport and this is shown in figure 6. 

Beach: wave reflection Wall: wave reflection 

0 0.5 

Beach: co-spectra 

0 0.5 
Frequency (Hz) 

0 0.5 

Wall: co-spectra 

0 0.5 
Frequency (Hz) 

figure 6. Incoming and outgoing spectra and co-spectra in beach (a,b) and wall (c,d) cases. In the 
energy spectra plotted above, the solid lines represent incoming energy, the dashed lines represent 
outgoing energy. In the co-spectra, positive is onshore, solid lines are the cospectra between 
incoming waves and the sediment, dashed lines are cospectra between outgoing waves and sediment. 
Water depth is 1.3m 
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In the beach case (figure 6b), incoming waves are found to transport sediment 
onshore. This result is similar to that observed by Huntley and Hanes (1987). 
Suspension events occur at the same time as onshore directed flows, and the 
resultant transport is onshore. There is little energy outgoing from the beach 
however, and there is therefore little transport associated with the offshore directed 
waves. 

At the wall, the situation is rather different (figure 6d). The incident waves are still 
responsible for onshore sediment transport, while the outgoing waves give rise to 
offshore transport. The onshore transport by the incoming waves is effectively 
halted by the outgoing waves. The net cross-shore oscillatory transport is therefore 
reduced. The fact that there is more sediment in suspension in front of the wall is 
also evident in this analysis as the magnitudes of the co-spectra are considerably 
larger in the wall case than in the beach case. 

Longshore transport comparison 

Mean longshore transport rates were calculated for both wall and beach rigs.   The 
results are shown in figure 7. 
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figure 7. Longshore transport rates measured at the beach and wall. 

2.5 

Longshore transport rates in front of the wall were found to be greater than at the 
beach rig at all times, and this was attributed to both the increase in suspended 
sediment concentrations and also an increase in the longshore current which passed 
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in front of the wall. The south-westward direction of longshore transport in the wall 
case is a result of the oblique wave approach from the east (see figure 1). 

During the period of observation, morphology changes were monitored using 
surveying techniques. Increased levels of longshore transport along the Sprey point 
wall resulted in the development of a small bar to the south west of the wall, 
(extending SW from point 294990,73740; see figure 1). Shoreward of the beach rig, 
a net accretion was observed. This is likely to have resulted from the onshore 
transport by the incident waves. At the wall rig however there was no net accretion 
or erosion. The balance in transport between the incoming and outgoing waves 
prevented accretion taking place in this region, while increased levels of sediment in 
suspension led to an enhanced longshore transport of sediment in front of the wall. 

Conclusions 

This paper has described initial results of a field experiment to examine the effect of 
wave reflection on suspended sediment transport in front of a seawall. High 
frequency measurements of wave elevation, velocity and suspended sediment 
concentrations were made simultaneously on a natural beach and in front of a 
seawall. The doubling of energy over the sea bed was found to greatly increase the 
suspended sediment concentrations in the water column, although the amount of this 
increase depended on the water depth. A data analysis technique was developed 
which allowed the incoming and outgoing wave contributions to the sediment 
transport to be analysed. Incoming waves transported sediment onshore in both wall 
and beach cases, while in the wall case outgoing waves balanced the onshore 
transport. Sediment which was maintained in suspension in front of the wall was 
available for longshore transport, and this was enhanced by the presence of the wall. 

Symbols 

a wave amplitude 
c wave celerity 
cs sediment concentration 

f wave frequency 
g gravitational acceleration 

h water depth 

k wave number (2n/X) 

t time 

u horizontal cross shore velocity 

x horizontal co-ordinate 

z vertical position, z = 0 at the surface, z = -h at the bed 

R(f) frequency dependent reflection coefficient 

Su power spectrum of incoming wave time series 

S00 power spectrum of outgoing wave time series 
T wave period 
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a angular frequency (2TC/T) 

n surface elevation 
X wavelength 
<t> velocity potential 
in denotes incoming wave 
out denotes outgoing wave 
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CHAPTER 203 

WAVE ENERGY DISSIPATION IN KELP VEGETATION 

Alfonse Dubi1 and Alf T0rum2 

ABSTRACT 
A laboratory experiment was carried out to investigate wave energy dissipation in 

a coastal kelp field of Laminaria hyperborea with a purpose of finding the damping 
rate. Parameters measured were wave heights at 8 locations along the direction of 
wave propagation, forces on artificial kelp plants, and velocities in between the plants 
in 4 different water depths. It was found that in 4, 6, 8 and 10 meter water depths, the 
damping coefficient was 0.0094, 0.0032, 0.0014 and 0.0005m"1 respectively. Results 
show that the damping rate varies with population density, size of plant, water 'depth 
and wave period. 

1. INTRODUCTION 
Through a variety of processes, waves lose energy. Among the commonly known 

processes are wave breaking, bottom friction, reflection and interaction with porous 
beds and soft muds. Waves propagating through vegetation also lose energy due the 
work done on the vegetation. 

Following Ippen (1966), the wave amplitude attenuation can be evaluated through 
the steady-state conservation of wave energy flux equation: 

V\ECg) = -ED   (1.1) 

where E = 'Apgd* is the wave energy density, p is the density of water,   Cg is the 
group velocity and ED is the energy dissipation rate.  The local wave amplitude a is 
found to decay exponentially (see for example, Asano et al., 1992) as 

a{x) = a0e-k'x   (1.2) 

where k,  is the damping rate (also known as the damping coefficient) of the wave 
height with distance and a = a0 at x = 0. 

In a study on the interaction between ocean waves and a kelp farm, Dalrymple et 
al. (1982) arrived at a wave height attenuation formula of the form: 

1 Research Fellow, Institute of Marine Sciences, University of Dar Es Salaam, P.O. Box 668 
Zanzibar, Tanzania. 

2 Professor/Head of Research, Dept. of Structural Eng., NTNU/SINTEF-NHL, N-7034 Trondheim, 
Norway. 
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a(x) _ { 

1 + a^x 
.(1.3) 

where 

ad =^(^Y^l[sinh3yW + 3sinhM] 4k 
3 sinh A£>(sinh 2kD + 2kD) 

.(1.4) 

in which only the real part of the wave number k is used. CD is the drag coefficient 
assumed constant over depth, d is the height of plant above the bottom, dk is the 
plant diameter, and b is the spacing between plants. This approximation, however, 
takes plants as rigid cylinders; an assumption which results in assigning different 
values to the drag coefficient to cover the ignorance of the plant motion. Dalrymple et 
al. (1982) applied Eq.(1.4) for waves propagating through Macrocystis pyrifera kelp 
forest using known values of Co = 1.0, dk = 0.3 meters, b = 1.5 meters and D = 15 
meters. They found that incident wave heights of 6.1 meters with 10-20 seconds 
periods could be reduced by 50% over a distance of 800 meters. This is equivalent 
to aa = 0.0013/w"1 and applying the exponential law of attenuation, k, = 0.0009 m'x . 

Recently, Kobayashi et al. (1991) developed an analytical model, hereafter known 
as the Kobayashi model, to describe a 2D problem of small amplitude waves 
propagating over submerged or subaerial vegetation. They assumed the effect of the 
vegetation to be expressible in terms of the drag resistance against the fluid motion. 
The vertical component of the drag resistance and the proximity effects of the 
surrounding strips on CD were neglected. Although an analytical solution was 
obtained, the calibrated drag coefficient Co varied widely due to the fact that the 
swaying motion of an individual vegetation stand had been neglected. 

Later, Asano et al. (1992) improved the Kobayashi model by including the 
interaction between the wave and the vegetation motion. Whereas   the Kobayashi 
gave the calibrated values of CD   to the order of 0.1, the model of Asano et al. 
produced   CD of the order unity and   the vertical force was neglected while the 
horizontal drag force was assumed to be dominant and linearized as 
Fx = pDku2  (1.5) 
where Dt is a linear force coefficient determined by the least squares method, u2 is the 
horizontal particle velocity in the vegetation zone. Solution of the linear model gives 
the dispersion equation as 

,       , k\a.nhkh + at tanhatrf ,    „ 
or =gk * k—   (1.6) 

k + ak tanhatG?tanh£/z 

in which co is the angular frequency, d is the vegetation height, h is the water depth 
above vegetation and 

*=_m*l_  
*      w+iDk 

K    ' 

In the case of weak damping, a»Dk, separation of the real and imaginary parts 
of the dispersion equation yields the following 
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co2 = gkrtmhkr(h + d)  (1.8) 
which implies that the presence of vegetation does not change the real wave number 
kr as long as st «1.   The damping rate is then approximated by 

-     ir           2krd + sinh2krd 
i~Ek r2kr(h+d) + smh2kr(h + d)       ' ' 

where e, =^-  (1.10) 
2© 

On the other hand, applying the energy conservation equation, Eq.(l.l), and 
invoking Eq.(1.2), the Kobayashi model gives the damping rate as 

^Dkf2krd+sinh2kA 
'    Cg {2sinh2kr(h+d)) V '   ' 

A more recent  theoretical model based on limited experimental data is that of 
Wang and T0rum (1994) in which the dispersion equation is given by 

lanh kh —— tanh kshs 

C02= : ^     (1.12) 
1 —— tanh k,h, tan kh 

a/* 
s   s 

where a = I—   is the force ratio  (113) 

and ks= ak, fx and f2 are linearized horizontal and vertical force coefficients 
respectively, hs = height of plant. The complex wave number is solved by iteration 
for known parameters and an assumed value of a - 0.8. 

Results from this model show that the damping coefficient increases with 
increasing wave period until it reaches an asymptotic values of just below 0.0015m'1, 
0.0020m'1 and 0.0025 m\ for   densities of 8, 12 and 16plants/m2'. 

In this paper three different ways of finding the damping rate are used and 
compared. The first way is to get an analytical expression of the energy dissipation 
rate ED using the linearized dissipative force and then apply Eq. (1.1). The second 
way, is to get a numerical value of the dissipation rate from time series of the 
horizontal velocities measured in between the plants and the corresponding horizontal 
force on the plants and apply Eq.(l.l) again. The third way, is to solve the complex 
dispersion equation for the complex wave number k by iteration as propsed by Wang 
and T0rum, (1994). 

2. THE DAMPING RATE 

2.1 Energy dissipation and the damping rate 
Energy dissipation considered to be real and positive takes place mainly in the 

vegetation zone and partly in the boundary layer at the interface and near the solid 
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bottom. For a given volume of the vegetation zone, energy dissipation during a time 
period Tis given by (e.g Madsen, 1974) 

ED=j$b•dl'  (21) 

where F = F (x,y,z,t) = (Fx,0,Fz) is the dissipative force vector in the vegetation 

zone and U = (u2,0,w2) is the complex velocity vector for the 2D case.  Defining the 
force and velocity vectors as (i, j, k) in the (x, y, z) directions as 

F = Fx i + Fz k 

U = u'\ + w k 
.(2.2) 

and substituting into Eq.(2.1) we get 

1    rt+T r-(h+h) 

jh 

=irdtr
+h)Fx.u2(i+a\^-))dz •^1 

..(2.3) 

The second term under the integral in Eq.(2.3) is found to be at least of the order a2 

and if we assume that W2/M2 = 0(a2) « 1, which is generally true in coastal waters 
(Mei, 1982), the time averaged energy dissipation then becomes 

.(2.4) 
1     ft+T !—(*+'») A 

ED=-\    dt\ Fx.u2dz +0(a4) D     jit       J-(h+d)   *   2 ' 

The dissipative force is linearized and expressed as 

Fx = pfdxu2 (2.5) 

where/A is a linear drag force coefficient (Dubi, 1995) given as 

/« p(2^ + sinh(2^fi?)) 
.(2.6) 

where nt is the number of plants per unit horizontal area, ar is a force reduction factor 
accounting for group shielding and is found experimentally as a fitting coefficient 
equal to 0.08. F% is an empirical force coefficient evaluated at the canopy level, i.e. at 
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z = -(h + 4) and h/= (d-k) where k is half length of the kelp frond. Am is the velocity 
amplification factor obtained from the solution for the vegetation motion. The 
complex horizontal velocity in the vegetation zone is given in Dubi and T0rum (1994) 
as 

iCk cosh(ks(h + d+z)) exp[i(kx-&t)]   2.7) 

where 

C = ga 

cosh(ksd) cosh(kh) 1—— t&nhOcd) tanh(kh) 

.(2.8) 

Substituting Eq.(2.7) into Eq.(2.4) we get the linearized form of energy dissipation, 
after time averaging, as 

E   _ P/* r<•*>.   U__ Pf*\C\ \k\   smh(2kshf) + 2kshf 
D       2   J-(^)' 2| 2co2|/J2 4k. 

(2.9) 

in which only the real part is considered. Substituting Eq.(2.9) into Eq.(l.l) for the 
2D case we have 

£(«:.>-£(*:.£--*•. 
in which Cg is assumed to be constant due to constant water depth and 

pg2H7,*     (smh(2kshf+2kshf 

.(2.10) 

B = - (2.11) 
2a2F2\afa-iG\z{ 4* 

where F = cosh k4 cosh kh and G = tanh kjd tanh kh. The solution of Eq.(2.10) is 

— = e l .(2.12) 

where B' = B/VipgCg. Equating Eq.(2.12) and Eq.(1.2) we find the damping rate to 
be 

MU* (sinh(2kshf+2kshf^ 

4k. '    2a>2F*\afx-iG\2Cg 

.(2.13) 
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in which we shall adopt \k\ = kr derived from the solution of the dispersion equation. 

2.2 Solution of the complex dispersion equation and the damping rate. 
The dispersion equation contains complex unknown variables k and fx. The 

angular frequency co is real and assumed to be known. The solution for the complex 
dispersion equation is found by iteration when Eq.(1.12) is rewritten as: 

F(k,fx) = &2{\—'—tanh(ksd)tanh(kh))-gk(tanh(kh)—l—tenh(ksd)) = 0 (2.14) 
a/x a/; 

The iteration scheme is carried out as follows: 
(i) As a starting approximation we apply Eq.(2.14) for very small damping force 

coefficient, that is, for fx —> -/', leading to an approximate solution for the wave 
number k0 for given a ,a>, h and d. Then &/0) = real(£0) 

(ii) With an initial guess &/o) for the imaginary part of k, we solve Eq.(2.14) with 
kf0>=k/o)+ik2(o) as initial value input. The solution gives kr = Re(k) and kt = Im{k). 
The convergence criterion for the case is 

*("> _*<«-!> 

*<"> 
<e(k) (2.15) 

with e(k) being an arbitrary small number which in our case is set equal to 10"3. 
Results of the damping coefficient computed from the dispersion equation shall be 
compared with those obtained from the energy dissipation equation. 

2.3 The damping rate from measured force and horizontal particle velocity 
The damping rate can also be evaluated by making use of the measured force and 

horizontal velocity time series. Integrating the product of these two quantities and 
time averaging gives the energy dissipated per unit time as 

E   -   ] 
D-       \\um cos2 co;  dt=±£&-  (2.16) D AT)0    mm 2        A \ ) 

where Fm is the total measured force amplitude and Um is the measured horizontal 
velocity amplitude. To get energy dissipation per unit horizontal surface area we have 
divided by A = 8 m2, which is the horizontal surface area of the shear plate used in the 
experiment. Inserting Eq.(2.16) into Eq. (1.1)   we find that 

k^l-ML^ (Z17) 

in which p, g, Cg and maintain the same definition as in previous formulae, converted 
to full scale. For irregular waves we shall take significant force and significant 
velocity. 
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3. LABORATORY EXPERIMENT 
The experiment was carried out in a 33 m long, 1 m wide and 1.6 m high wave tank 

as shown in Figure 1. The width of the channel was partitioned to give a width of 0.5m. 
Five thousand models (scale 1:10) of Laminaria hyperborea plants were fixed on the 
bottom over a span of 9.3 meters. This represented a density of about 0.12 plants per 
horizontal square centimeter in the laboratory or 12 plants/square meter in the field. The 
setup consisted of eight capacitance wave gauges to measure surface elevations, one shear 
plate which was fixed flush with the bottom, to measure the horizontal force and a mini- 
current meter which was inserted in between the plants 4 centimeters above the shear plate 
to measure horizontal particle velocities. One of the wave gauges was placed above the 
shear plate. The first wave gauge, taken to be located at x = 0 and the last taken to be 
located at x = 7m, were fixed about 1.2 meters inward from the inner and outer 
boundaries respectively. 

We started with 6m water depth and tested with regular waves with periods ranging 
from 4-14 seconds, full scale. With the same water depth, irregular waves with peak 
periods ranging from 4-14 seconds were tested. For each wave period, several wave 
heights were tested. 

ware absorber wave 
padde 

5 4 

tt 
's~\ 

If   1    1     I   {acm   ' 

model kelp plants 

-*N- •*h- -*+«- 
7m 9,3 m 16,7m 

legend 

1-8 wave gauges 

9 shear force sensor 

10 current meter 

Figure 1 Laboratory experiment layout 

4. RESULTS 
(1) The exponential decay model given by Eq.(1.2) was fitted to measured data by 

regreesion analysis based on the least squares method. Figure 1 shows an overview of 
the exponential decay of the wave heights with respect to distance from the origin. 
Figure 3 shows theoretical variation of the damping rate with wave period T obtained 
from Eq.(2.14) and Eq.(2.13) for total water depth D = 6m using the following kelp 



KELP VEGETATION 2633 

plant properties: total kelp height d= 2m, frond half length h = 0.5m, density of kelp 
p= 1120 kg/m3, mass of frond and stipe = 0.75 kg/m, linearized spring constant k0 = 
20N/m, linearized (empirical) force coefficient FA = 30N/(m/s), added mass for both 
frond and stipe Ca=\, number of plants per horizontal square meter rik = 12plants/m2. 
For the given parameters the damping rate using Eq.(2.13) increases with the wave 
period for small values of T to a maximum and then decreases gently for larger values 
of T to an almost asymptotic value. On the other hand, the damping rate from the 
dispersion equation decreases rapidly for larger values of T. In the same figure, we 
also compare the damping rates derived from Eq.(l.ll) given by Asano et al. (1992) 
and the solution of the dispersion equation given by Wang and Terum (1994). 

(2) Figure 4 shows a comparison of theoretical values obtained from Eq.(2.13) 
with those obtained experimentally for irregular waves in a water depth of 4m. 
Theoretical models by Asano et al. (1992) and Wang and T0rum (1994) are also 
compared to the measured data points. 

(3) Figures 5 through 8 show a comparison of theoretical values of the energy 
dissipation equation with measured values from regular and irregular waves in water 
depths of 6, 8 and 10 meters. From these figures we observe several things: 

First, the experimental damping coefficient varies more widely for shorter peak 
periods and almost converges (narrower scatter) for longer peak periods. 

Second, for longer peak periods the theoretical damping coefficient is almost 
independent of the peak period despite a gradual decrease. 

Third, when we compare the damping rates in 4 and 6 meters water depths, we 
find larger values for the shallower water. We may conclude that the shallower the 
water, the higher the damping coefficient. This observation is also in agreement with 
field results by Mork (1995). 

Fourth, The theoretical model by Asano et al. (1992) is good only for the 
prediction of the damping rate for small damping. For large damping, the model 
grossly overestimates the damping rate. The model by Wang and T0rum (1994) 
underestimates the damping rate for small waves and overestimates it for large 
damping. For the whole range and especially for practical wave periods (6-14 
seconds), the present model is very good. 

Fifth, the damping rate obtained from the experiment for regular waves shows a 
very wide scatter. However, the theoretically predicted values appear to fit within the 
range of scatter as shown in Figure 6. 

Sixth, as the water depth increases, the energy dissipation equation (Eq.(2.13.)) 
tends to over-estimate the damping coefficient, while the dispersion equation 
(Eq.(2.14)) comes closer and closer to the measured values. The reason for this 
discrepancy is not clear. However, since the empirical force coefficient FA was 
evaluated at 6m water depth, in the absence of force data for other water depths, it 
may be that this coefficient is variable with water depth. 

(4) Figures 9 and 10 show the general functional relationship between the 
damping coefficient and total water depth and the number of plants per square meter 
respectively. For all wave periods kt - 0.0658exp(-0.5*£>). 
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CONCLUSION 

(1) As waves propagate in kelp fields, their wave heights are reduced significantly 
and wave lengths are shortened. Both theoretical and experimental studies indicate 
that the damping coefficient is governed by the wave period. It increases with wave 
period for shorter periods, reaches a maximum and then decreases gradually with the 
wave period for longer periods (Figures 5 through 8) 

(2)The damping coefficient is also governed by the water depth and population 
density of plants. Figures 9 shows that the damping coefficient decreases with 
increasing water depth. Figure 10 shows that it increases with increasing population 
density until it reaches a maximum, after which it decreases sharply with increasing 
density. 

(3) Basing on the theoretical and experimental results, wave height attenuation is 
more substantial in shallow water than in deep water. In fact it is almost negligible in 
water depths greater than 10 meters. For a population density of 12 plants/m2 , 
significant heights of irregular waves will be reduced by say 50% over a distance of 
74, 216, 495 and 1390 meters in 4, 6, 8 and 10 meters mean water depth 
respectively. 
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(4) The linear assumption of the wave force in relation to the particle velocities 
leads to an exponential decay (damping) coefficient of the wave height with respect to 
distance. 
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CHAPTER 204 

EXPERIMENTAL STUDY ON THE EFFECT OF GRAVITY DRAINAGE SYSTEM 
ON BEACH STABILIZATION 

Hiroshi KANAZAWA J) , Fumihiko MATSUKAWA " 
Kazumasa KATOH 2)   and   Iwao HASEGAWA 3) 

Abstract 

In order to develop a new beach preservation technique which has two functions of 
protecting the beach in a storm and enabling utilization of beach during calm sea, we 
consider the system of controlling a groundwater level by burying a permeable layer under 
the foreshore. Since most of the components are buried underground, people on the beach 
do not notice the presence of the system, enabling preservation of the beach in its most 
natural state. The greatest challenge of the system is, however, whether installation of the 
permeable layer alone will fully prevent erosion. Authors therefore conducted an 
experiment to evaluate beach stabilization effect of the present system. The result 
indicates that the permeable layer buried in the sand can prevent rise in the groundwater 
level and the wave set-up. The critical wave height for the foreshore erosion is 1.66 times 
higher than that on the beach without the permeable layer. 

1.   Introduction 

Against severe natural conditions in Japan, we have constructed seawalls with wave 
breaking blocks, jetties, detached breakwaters, and so on. These protection measures have 
stopped further erosion, and also protected the hinterland and people from large waves in a 
storm. However, in a calm sea condition, the structures keep the people away from the 
waterfront. Therefore, we are developing a new beach stabilization technique, which has 
functions of disaster prevention in a storm and beach utilization in a calm. In order to 
develop such a new beach stabilization technique, first of all a beach erosion mechanism 
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during stormy weather was investigated in the field (Katoh and Yanagishima: 1992, 1993). 
These investigations elucidated the relation between rise in the watertable due to wave 
run-up and the beach erosion. That is, when waves run-up beyond the berm crest in a 
storm, the sea water stays for a good while on the horizontal area of berm, which 
accelerates the infiltration of water into the beach. As a result, the watertable becomes 
higher, and the water exfiltrates through the surface of foreshore. The seepage level of 
water corresponds to the critical level of berm erosion. Taking this result into 
consideration, there are two countermeasures for reducing the beach erosion in a storm. 
One is a construction of a structure offshore to decrease the wave energy and to suppress 
the wave run-up on the beach.   Another is to lower the watertable by some method. 

As a latter measure, we consider a permeable layer setting up under the beach. In a 
storm, waves run-up to the high level and the water infiltrate into the beach. However, 
the groundwater may be gravitationally drained to the offshore through the layer. 
Concerning to the effect of permeable layers, two- and three-dimensional experiments were 
conducted with regular waves to compare the groundwater levels and the profiles on the 
beach with and without the permeable layer. 

2. Details of Experiments 

2.1 Aims of Experiments 
Aims of two- and three-dimensional experiments are as follows: 

(1) Two-dimensional experiments : A purpose is to know the possibility of controlling 
watertable and reducing the beach erosion for three different kinds of permeable layers. 

(2) Three-dimensional experiments  :  There are two purposes in the three-dimensional 
experiments.    One is to confirm the effect of the convergence type drainage system, in 
which the water gathered by the permeable layer is drained offshore through one pipe. 
Another is to evaluate the effect of permeable layer on beach stabilization quantitatively. 

2.2 Conditions and Methods in Two-dimensional Experiments 
The experiments were carried out in a experimental flume of 38.0 m long, 0.5 m 

wide and 1.5 m high. The movable profiles were made with sand of 0.135 mm in a 
median grain size. The permeability coefficient of sand is 6.28 X 10 ~3 cm/s, which is 
the result of permeability test. 

As the permeable layer, three types shown in Figure 1 were tested. Features of 
these types are as follows, respectively. 

(1) Gravel Permeable Layer (GPL) : Gravels of 13 - 20 mm in size were laid with the 
thickness of 10 cm from the backshore to the breaker zone (Figure 1, top). Plankton nets 
were interposed between the sand layers and the gravel layer to prevent sand from 
inrushing into the gravel layer. The sand layer above the permeable layer was 10 cm 
thick.   A still water level was situated inside the permeable layer of horizontal part. 
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(2) Gravel Permeable Layer with Drainage Pipe (GPL-DP) : The thickness of the 
permeable layer and the sand layer were decreased to half that of GPL, respectively 
(Figure 1, middle). The permeable layer in the backshore was therefore situated above the 
still water level. A drainage pipe (44 mm in inner diameter) extended from the permeable 
layer near the shoreline toward offshore. The pipe was buried along the wall of 
experimental flume, with its outlet vent located at the wave breaking point. 

(3) Permeable Pipe with Drainage Pipe (PP-DP) : Three permeable pipes were used in 
place of the permeable layer(Figure 1, bottom, Figure 2). The permeable pipe was a 
spring coil of 15 mm diameter wrapped up with a plankton net as shown in Figure 3. 
Groundwater percolates into the pipe through the plankton net. Three permeable pipes 
were buried under the beach with a 15 cm interval in the traverse direction. To protect 
the permeable pipes, a gravel layer was placed above the pipes. This gravel layer did not 
act as a permeable layer because sand was filled in the voids of gravel layer. The 
drainage pipe extending toward the offshore direction from near the shoreline was the 
same as that used in the GPL-DP. 
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Figure 1: Types of Permeable Layer in Two Dimensional Experiment. 
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Figure 2 : Plane view of PP-DP. Figure 3 : Structure of 
Permeable Pipe. 
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Table 1 : Waves in Two Dimensional Experiments. 

H o (cm) T (s) H o/Lo GPL GPL-DP PP-DP 
Without a 
Permeable 

Layer 

8.4 1.34 0.03 O O O O 
10.0 1.79 0.03 O o 0 o 
15.0 1.79 0.03 o o 

The wave conditions in the two dimensional experiments are listed in Table 1, in 
which the cases with a circle were conducted. In the experiment, the level of groundwater 
in the section from the backshore to the shoreline, wave set-up in the surf zone, and the 
profile changes were measured. To measure the groundwater level and the wave set-up, a 
manometer using a vinyl tube 6 mm in inner diameter was used. Measurements were 
carried out with an interval of 25 cm along the wall of the flume in the cross-shore 
direction. Using a sand level meter, the profile changes were measured along three 
measurement lines in the traverse direction with an interval of 10 cm. The mean value of 
the profiles along the three measurement lines is calculated and used for further analysis of 
the profile changes. These result are compared with those obtained in the profile without 
permeable layer. In the profile without a permeable layer and the profile with GPL, a dye 
(methylene blue) was injected close to the glass wall of the flume. The seepage velocity 
inside the permeable layer and the sand layer above the permeable layer respectively were 
estimated from the travelling distance of the gravitational center of the dye patch and its 
elapsed time. 

2.3   Conditions and Method in Three-Dimensional Experiments 
Test conditions were primarily the same as those in the two dimensional experiments 

except the following. 

WAVE 

Sand Layer avove the Permeable Layer 

Figure 4 : Layout of Permeable Layer in Three-Dimensional Experiments. 
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A wave basin (35.0 m L x 1.1 m H x 15.0 m W) was divided into two sections 
(7.5 m W) to enable simultaneous experiments on the two beaches with PP-DP and 
without the permeable layer. Figure 4 shows the layout of PP-DP: 100 permeable pipes 
measuring 2.9 m in length and 15 mm in inner diameter were buried with a 7.5 cm 
longshore interval and eight drainage pipes measuring 44 mm in inner diameter with a 94 
cm longshore interval. The outlet vent of the drainage pipe was positioned at the wave 
breaking line. The median grain size of the sand used in the experiments was d s o = 
0.16 mm and the permeability coefficient was k = 1.14 X  10   2 cm/s. 

Table 2 : Waves and Profile Changes in Three-dimensional Experiments. 

T(s) H o (cm) 
Value 

of 

C 

Classification of Profile Changes 
Without 

a Permeable 
Layer 

PP-DP 

1.34 

1.5 2.0 n, m ffl 
3.0 4.0 i, n n, m 
4.5 6.0 i n 
6.0 8.0 i i 
7.5 10.0 i i 

ik 8.4 11.2 i i 

2.01 

1.8 1.8 m m 
3.7 3.7 i, n n, m 
5.4 5.5 i n 
7.2 7.4 i i 
9.0 9.2 i i 

& 12.5 12.8 i i 

The wave conditions used in the experiments are listed in the first two columns of 
Table 2. The waves were acted for one hour in each case. The three columns on the 
right in the table give information on the shoreline changes; the details are given later. 

The groundwater level was measured with a 1.25 m interval in the longshore 
direction along the two measurement lines, the initial shoreline (shoreline at the time of 
still water) and the line near the tip of the wave run-up. Profiles were measured with a 
0.125 m interval in the cross-shore direction along the three measurement lines set with a 
2.25 m interval in the longshore direction. For the cases with the wave height values 
marked with asterisks in Table 1, additional measurements of profile were done along the 
measurement lines set with 0.25 m interval in the longshore direction. 

3.   Results of Experiments 

3.1   Comparison of Groundwater Levels 
Figure 5 shows the groundwater level in the two-dimensional experiment in which 

waves of 8.4 cm in height and 1.34 s in period were acted on the beach without the 
permeable layer.   The reference level for elevation on the ordinate is the initial still water 



EXPERIMENTAL STUDY ON GRAVITY DRAINAGE SYSTEM 2645 

level. The groundwater level begins to rise immediately after waves are acted, and 
substantially levels off after 11 minutes. The peak of the watertable near the location of 
2.0 m substantially coincides with the tip end of the run-up, and the water level exceeds 
the still water level by 2 cm. The wave set-up at the shoreline located at 2.5 m is 1 cm 
above the still water level. 
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Figure 5 : Changes of Groundwater Level with Time 
in the Beach without the Permeable Layer (two-dimensional experiment). 
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Figure 6 : Comparison of Groundwater Levels between Beaches 

with and without the Permeable Layer (two-dimensional experiment). 

Figure 6 shows the distributions of groundwater level and the wave set-up measured 
ten minutes after the waves of 10.0 cm in height and 1.79 s in period were acted on the 
beaches without the permeable layer and with three types of permeable layer.   Because of 
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the severe wave conditions, rise in the groundwater level and the wave set-up on the beach 
without a permeable layer are greater than those shown in Figure 5. In the beaches with 
the permeable layers, both the rise in the groundwater level and the wave set-up are quite 
insignificant. In particular, the groundwater level in the beach with PP-DP is lower than 
the initial still water level. This is considered to be the effect of wave set-down because 
the terminal end of the drainage pipe on the offshore side is located at the wave breaking 
point. 

3.2  Wave set-up 
It is confirmed that the permeable layer has a function to suppress rise in the 

groundwater level. The experiment results, however, suggest that it can also prevent the 
wave set-up. Figure 7 shows the relation between the wave set-up at the initial shoreline 
and the wave steepness in the two-dimensional experiment. For all cases, the values of 
wave set-up measured 10 minutes after the start of wave action are plotted. The broken 
line in the figure is a theoretical value of wave set-up according to Goda's theory (1975) 
when the bottom gradient is 1/10. The wave set-up on the beach without a permeable 
layer substantially agrees with Goda's theoretical value. On the beach with the permeable 
layer, particularly with PP-DP, no wave set-up is observed. 

0.2 h 
O 

^  0.1 
K- 

0.0 

-0.1 

tan 0 =1/10 • 

Goda^Theory 

O 

0.01 

O Without 
A typel 
• type2 
o Pipe 

A 
-o- 

± 

O 

t 

0.04 0.02 0.03 

H o /L o 

Figure 7 : Relation between Wave set-up and Wave Steepness 
(two-dimensional experiment). 

Figure 8 shows the longshore distributions of wave set-up at the shoreline on the 
beaches with and without the permeable layer in the three-dimensional experiments. The 
wave height was 12.5 cm and the period was 2.01 s, and the measurements were taken 30 
minutes after the waves were acted. On the beach without the permeable layer, the wave 
set-up agrees with the theoretical value of Goda (1975) which is shown by a horizontal 
line in the figure. On the beach with the permeable layer, on the other hand, the average 
wave set-up is about 0.5 cm. The relative position between the measurement point of 
groundwater level and the position of the drainage pipe, which is shown by T in the 
Figure 8, changes from a location to a location.   The wave set, however, is considered to 
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be constant in the longshore direction, although a slight fluctuation is observed. This 
result indicates that groundwater within the range of 0.94 m along the longshore direction 
could be discharged by one drainage pipe, suggesting that convergence type drainage 
system is feasible. 
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Figure 8 : Comparison of Groundwater Levels between on the Beaches 
with and without the Permeable Layer (three-dimensional experiment). 

3.3   Seepage velocity in the Sand Layer and the Permeable Layer 
Figure 9 shows the seepage velocity in the sand layer and the permeable layer. The 

top portion shows the values for the beach without the permeable layer, the bottom portion 
those for the GPL. The velocity in the profile without the permeable layer is smaller than 
0.15 mm/min. The velocity in the sand layer located above the still water level is directed 
onshoreward, whereas the flow in the sand layer below the still water level is directed 
toward the offshore along the sea bottom. In the beach with the permeable layer, the 
seepage velocity is two to three times that in the beach without the permeable layer, with a 
offshoreward velocity of about 30 cm/min (about 1000 times the velocity in the sand layer; 
note that velocity vectors are in logarithmic expression in the figure). It must be noted 
that the flow in the permeable layer fluctuated with the same period as wave motions, but 
the time average velocity is shown in Figure 9. 

A reason of the fast velocity in the permeable layer is studied. Firstly, a numerical 
simulation of two dimensional unsteady flow was conducted to evaluate the amount of 
water infiltration into the beach due to the wave run-up. The simulation was carried out 
for the entire model beach. The water infiltration into the beach in the portion from the 
shoreline to the run-up level was given, so that the calculated groundwater level agreed 
with the measured value. The rate of infiltration into the beach without the permeable 
layer was estimated to be 1.1 cm3 /min/cm. As for the beach with the permeable layer, if 
the same amount of water is assumed to infiltrate into the beach due to the wave swashing, 
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the seepage velocity in the permeable layer (10 cm thick) would be 0.37 cm/min, given the 
void ratio of 0.3. Thus, the fast velocity in the permeable layer cannot be explained solely 
by this infiltration. In the following consideration, therefore, the experimental fact that no 
wave set-up is observed on the beach with the permeable layer is taken into account. 
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O 

> 
<U -0.2 h 

100 
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0.01 cm/min 

0.5 1.5 2.5 3.5 4.5 

Distance Offshore (m) 
Figure 9 : Seepage Velocity in the Sand Layer and the Permeable Layer 

(two-dimensional experiment). 

Assuming two-dimensional steady-state condition and ignoring the term of horizontal 
diffusion, the equation of motion in the breaker zone is 

-r-( p U\h+ r, ) +Sxx) = ax P g(k+  7)  ) ——-   T b 
ax (1) 

with the offshore direction taken along the positive x-axis, where U is the mean velocity, h 
water depth, n wave set-up, Sxx radiation stress and T b bottom shear stress. Since 
there is no wave set-up, v =0. Then, by assuming t b =0, the equation (2) can be easily 
integrated. 

From the radiation stress given by the equation below, 

Sxx = 
16 

p g y 2 tan 2 ft (2) 

which is approximated by the linear shallow-water theory by assuming a uniform slope 
(h=xtan ft ) and a constant proportionality between the wave height and depth ( y = H 
/ h), then it holds: 
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u-- v 
T V   3gxtaa 0 (3) 

If it is assumed that a flow which compensates the onshoreward discharge (U X K) 
generated in the permeable layer, then the velocity Vi in the permeable layer is 

Vi 
4 X D 

V   3£*3tan3/3 (4) 

where X is the porosity (=0.3) and D is the thickness of the permeable layer (=10 cm). 
By assuming y = 0.78, Vi at a distance of 5 cm offshore (h=0.5 cm) from the shoreline is 
calculated to be 75 cm/min, which is almost 2.5 times larger than the value actually 
measured in the permeable layer. This is probably because the velocity is overestimated 
in equation (3). The calculated value would be much closer to the actual measurement if 
considerations are given to the factors that the onshore velocity in the surf zone is subject 
to the bottom shear stress, that any small rate of wave set-up would act to decelerate the 
velocity, and that there is the effect of the permeability coefficient in the sand layer above 
the permeable layer. It can be said that the fast velocity in the permeable layer is subject 
to the strong influence of the gradient of the radiation stress. 

3.4   Profile changes 

0.2 

0.1 

0.0 

-0.1 

-0.2 

-0.3 

 1-   —i 1 r ~  II       r      II       i 0.2 

0.1 

0.0 

-0.1 

-0.2 

-0.3 

E. 
c 
o 

c     "^^vviTnoui i ermeaDie Layer 
\T"-^            V Initial Profile 

_ 
^^\^/"^^    "• ~    0.0 Moms 

> 

c 
o 
to 

UJ 
-   G p L^^=^::c^^^^s>^ 

<      1      I      I      1  

LU 

1.0 2.0 3.0 4.0 5.0 

Distance Offshore (m) 
6.0 

Figure 10 : Comparison of Profile Changes 
(two-dimensional experiment : H=%A cm, 7>1.34 s). 

Figure 10 shows the profile changes on the beach without the permeable layer and 
with GPL, respectively acted with waves of 1.34 s in period and 8.4 cm in height for five 
hours. The profile without the permeable layer eroded in the range including the initial 
shoreline, and the sand deposited on the offshore forming a bar. The shoreline receded 
for about 0.5 m. On the beach with GPL, on the other hand, hardly any profile change is 
observed except for a small berm slightly on the onshore side of the shoreline.   No change 
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in the shoreline position is observed.    In this case, the permeable layer is effective in 
preventing erosion near the shoreline. 

Figure 11 shows the profile changes acted with waves of 1.79 s in period and 15.0 
cm in height for five hours. Because of severe wave conditions, the beach without the 
permeable layer eroded in the range from 1.3 m to 4.3 m. At a point about 4.1 m, there is 
formed a trough, of which on the offshore side a bar is formed. Although similar erosion 
is observed on the beach with GPL, no trough is formed since the erosion do not extend 
deeper than the permeable layer. Sand from the layer above the permeable layer is 
transported toward offshore direction and deposits on the outlet vent of the permeable 
layer. This phenomenon was observed from an early stage of wave action. The drainage 
capacity of the permeable layer was reduced by the clogging of the outlet vent. The 
erosion occurring at the initial stage of wave action was attributable to the insufficient 
drainage capacity of the permeable layer, but the eventual erosion similar to that occurring 
on the beach without the permeable layer was probably because the outlet vent was 
clogged. 
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Figure 11 : Comparison of Profile Changes 
(two-dimensional experiment: H=15.Q cm, 7M.79 s). 

The top part of Figure 12 shows the topographical change on the beach with the 
permeable layer, PP-DP. Waves of 8.4 cm in height and 1.34 s in period were acted for 
one hour. The locations of drainage pipes are clearly shown in the figure, but as they 
were actually buried underground, only the outlet vents were visible. Because of the wave 
incident angle of 90 ° to the shoreline, the profile change is two dimensional and there is 
no three dimensional effect of draining the water offshore through the eight drainage pipes. 

As for the changes in the cross-shore direction, the foreshore is eroded and a bar is 
formed offshore at about 4 m. The outlet vents of the drainage pipes was located on the 
immediately onshore side of the bar. However, the vents were not clogged by the sand 
because the terminal end of the drainage pipe was set slightly above the sea bottom (see 
Figure 1).    Then, the groundwater controlling effect of the permeable pipes is included 
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even in this foreshore erosion. To demonstrate this point, we conducted a similar 
experiment using a beach without the permeable layer. The result is shown in the bottom 
part of Figure 12. On the beach without the permeable layer, erosion on the foreshore is 
extensive, with a substantial amount of deposition on the offshore bar. 
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Figure 12 : Comparison of Topographical Changes 
(three-dimensional experiments : H=iA cm, T=\ 34 s). 

As discussed above, in some cases erosion do occur on the beach with the 
permeable layer, although its extent is slightly less. To have quantitative understanding on 
the effect of permeable layer, we conduct an analysis using the constant C of the beach 
profile type classification (Sunamura and Horikawa, 1974) which is evaluated by the 
equation (5), in which an averaged profile is considered in each case. 

C = (tan 0 )027(- r°-67( H, 
(5) 
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According to Sunamura et al, profile changes can be classified into three types 
depending on the value C. Characteristic features of each type with regard to the change 
of the shoreline position can be described as follows: 

C > 8   Type I  : Recession 
8 > C > 4   Type H : Stable 
4 > C Type III : Advancement 

The value C calculated by the equation (5) for each case is listed in the third column 
of Table 2. The value C is the same so long as the wave conditions are identical,without 
regarding to whether or not the permeable layer is employed. However, different types of 
shoreline changes are observed on the beaches with and without the permeable layer even 
if the value C is identical. The types of shoreline changes were investigated for all cases 
in the three-dimensional experiment. The results are listed in Table 2 and shown in 
Figure 13. Referring to Figure 13, it is noted that the value C in the case of experiment 
without the permeable layer is smaller than that of Sunamura et al. This is probably 
because of the following differences in the experimental conditions: the present experiment 
is the three-dimensional one (two-dimensional in Sunamura et al); the foreshore slope was 
1/10 (many cases gentler than 1/10 are contained in Sunamura et al); and, waves were 
acted for one hour (more than 40 hours in Sunamura et al). Because of these differences, 
we evaluate the effect of permeable layer by comparing the results obtained for the 
beaches with and without the permeable layer instead of comparing with the results 
obtained by Sunamura et al. Referring to Figure 13, it is seen that the value C is larger 
on the beach with the permeable layer. In the case without a permeable layer, the mean 
value of C in the category of shoreline stable is 3.2, while in the case with the permeable 
layer it is 5.3. In short, the value of C is larger in the case with the permeable layer by a 
factor of 1.66. 

Without 
Permeable 
Layer 

PP-DP 

C=    2        4     | 66'7    8       10       12 
5.3 

a Advancement    ° Stable     • Recession 

Figure 13 : Classification of Types of Shoreline Changes 
in Three-Dimensional Experiment. 

When the changes in the value C are viewed from a different angle, the following 
can be said. When a beach with the permeable layer is subjected to waves having a value 
C , , shoreline changes of the beach will be the same as those observed in the natural 
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beach (without the permeable layer) subjected to waves of C»/ 1.66. In other words, 
the permeable layer is effective in reducing the value C » to about 60 % . This effect can 
be achieved also by a wave controlling structure. Generally, a wave controlling structure 
can control the wave height and not the wave period. Thus, given a constant bottom 
gradient, grain size and wave length (period) in equation (5), the value C will be in direct 
proportion only to the wave height. This in turn means that reduction of the value C to 
about 60 % attained by the permeable layer is comparable to the effect of a structure 
which is capable of decreasing the wave height to about 60 % . This wave decreasing 
effect is achieved by a submerged breakwater with a slightly larger crown depth with 
slightly narrower crown width. It should be noted, however, that a permeable layer has 
additional effect in that hardly any wave set-up near the shoreline occurs, which is a 
function not obtained by a submerged breakwater. 

4.   Conclusion 

Effects of the permeable layer are as follows: 
® Substantially no wave set-up occurs at the shoreline. 
© Rise in the groundwater level can be suppressed to a greater extent. 
® Erosion near the shoreline can be mitigated. 
© According to our experiment, combination of permeable pipe and drainage pipe is most 

effective. 
© Effect of permeable layer in respect of shoreline changes is comparable to that 

obtained by reducing the wave height by about 40 % . 

It can be concluded that the effect of permeable layer is demonstrated by our 
laboratory model experiments. Presently, we are conducting filed experiments at a beach 
in order to complete the present technique.   (Katoh and Yanagishima, 1996). 
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CHAPTER 205 

Field Experiment on the Effect of Gravity Drainage System 
on Beach Stabilization 

Kazumasa KATOH ' and Shin- ichi YANAGISHMA 2 

Abstract 

To have a coastal protection work of high quality, we are developing a new 
beach protection system, that is a beach drainage system, in which the 
groundwater is naturally drained to the offshore through a permeable layer 
setting up under the beach. To examine the drainage function of the permeable 
layer and its effect on the beach stabilization, a field experiments have been 
conducted during storms. As a result, it is confirmed that the permeable layer 
drain the groundwater garvitationally into the surf zone and has a function of 
decreasing a speed of erosion in a storm, and the eroded foreshore is recovered 
quickly in a calm. 

Introduction 

As Japan has a long coastline and exposed to severe natural conditions, 
strong efforts on the coastal protection works such as detached breakwaters, 
jetties, seawalls are necessary to prevent the coastal disasters. However, these 
concrete hard structures keep the people away from the waterfront. The view 
of coastal regions are worse than they were. Over against this the demand for 
a better quality of protection gets greater, and multipurpose use of valuable 
coastal zone comes to be required. 

In order to make the coasts what people currently desire to be, we started 
from the basic research on the changes of sandy beach in a storm because a 
sandy beach is fundamentally essential to create the desired coast. The series 
of researches have been reported in the ICCE ( Katoh and Yanagishima, 1988, 
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1990, 1992; Katoh, 1994 ). According to the results of basic researches, a 
shoreline rapidly recesses and a berm on the foreshore erodes in one or two 
days during a storm, which is due to the development of infragravity waves. 
When infragravity waves run up beyond the berm crest in the storm, the sea 
water stays for a good while on the horizontal area of berm, which accelerates 
infiltration of water into the beach. As a result, the water table becomes 
higher, and the water exfiltrate through the surface of foreshore. The, seepage 
level of water corresponds to the critical level of berm erosion. 

Taking these results into consideration, there are two kinds of measures 
for maintaining the sandy beach against the severe natural conditions. One is a 
construction of structure in the offshore such as detached breakwaters to 
diminish the wave energy and to suppress the wave run-up on the beach. 
Another is to lower the water table by some method. The system of lowering 
the level of water table by pumping, which is called the sub- sand filter system, 
has been tested in the laboratories and in a small scale field experiment in a 
calm ( Chapell et al., 1979; Vesteby, 1991 ). There is a problem in this 
method, that is to say, a continuous pumping of the groundwater is required for 
lowering the water level. Then, an alternative drainage system is considered, 
in which the ground water is naturally drained to the offshore through a 
permeable layer setting up under the beach. We carried out an experiment on 
the function of permeable layer under the beach in a flume ( Katayama et al, 
1992), of which the final result is reported by Kanazawa et al. (1996). Davis et 
al. (1992) developed the prototype beach drainage system which incorporated an 
array of shore normal strip drains made of geotextile fabric enclosing a plastic 
core in an "egg-carton" configuration, and examined its function for lowering 
the water table and stabilizing the beach in the field. The results of these 
researches strongly suggest a possibility of gravity drainage system which 
enhances the stabilization of beach. If so it will be possible to maintain the 
beach of beautiful view without any artificial obstacles, because the whole 
system may be built under the ground. 

To examine the drainage function of permeable layer under the foreshore 
and its effect on the beach stabilization, especially during a storm, a field 
experiment has been conducted. 

Field experiment 

1. Site of field experiment 
The site of field experiment is an entirely natural sandy beach, being 

exposed to the full wave energy of the Pacific Ocean (see Figure 1). The 
foreshore slope is about 1/50, and the median diameter of sand on the beach is 
0.18 mm which is nearly constant during the calm and storm conditions ( Katoh 
and Yanagishima, 1995) .    The tide range is about 1.5 m.    According to the 
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analysis of shoreline locations 
which were read from eleven 
aerial photographs taken 
during a period from 1947 to 
1984, the shoreline advanced 
about 50 m during a period 
from 1975 to 1979, which was 
due to the construction of 
Kashima in 1974. However, 
it has been stable since 1979. 
On this beach, Port and 
Harbour Research Institute, 
Ministry of Transport, has 
constructed       the       Hazaki 

Figure 1   Site of Field Experiment. 

Oceanographical Research Station (HORS) in 1986 for carrying out field 
observation in the surf zone even under the sever sea conditions. The 
research pier is a 427 meters long concrete structure supported by 0.8 meter 
diameter concrete-filled steel piles in a single line, at 15 meters interval. 
Although the beach is stable, the field experiment is being carried out on this 
beach because the basic data obtained in HORS have been accumulated since 
1986. 

2. Permeable layer and its execution 
As the permeable material, the unit such as shown in Figure 2 is produced 

with the two sheets of corrosion-proof expanded metal in a factory, being 
wrapped with a geotextile fabric. A dimension of the unit is 1 meter wide, 2 
meters long, and 20 centimeters thick. There is nothing inside the unit. The 
units can be connected by using couplers in the longitudinal direction. In 
August 1994 the permeable layer was set up under the beach in six columns 
from the foreshore to the backshore, being 30 meters apart in the longshore 
direction from the pier, as shown in Photo. 1. The elevation of permeable layer 

is about 3 meters below the Coupler 
beach surface,  which is just 
below   an   envelope   of   the Geotextile fabric 
beach profiles overlapping for  Corrosion.proof 
the last decade.    The area is       expanded • 
88 meters in the cross- shore 
direction  and  7.8   meters  in  Unit: m 

width, which was enclosed by 0 2J 
sheet      piles      when      the 
permeable   layer   was   being 
set.   The pipe of 0.4 meter in Figure 2    Permeable Layer. 
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Photo. 1 Execution of Permeable Layer, 
diameter has been connected to the sea- side end of permeable layer to drain 
the ground water into the middle surf zone, 144 meters offshore from the 
shoreline. The pipe has been buried in the sea bottom with keeping the outlet 
in the sea. After setting, sand was put on the permeable layer so that we had 
the same profile as before. The sheet piles at the sea and land sides have been 
removed. The sheet piles along the longitudinal sides, however, were left 
without removing in order to make two-dimensional situation in the first 
experiment.   In the second experiment, all the sheet piles were removed. 

3.Items of measurements 
In the first two—dimensional experiment, two representative measuring 

lines were taken into account in the cross- shore direction; one was coincided 
with the center line of the area where the permeable layer was buried, another 
was the line on the natural beach which was parallel to the first and 29 meters 
apart in the longshore direction. Along these lines, profiles of groundwater 
table and beach were surveyed once a day during a calm or every several hours 
in a storm, respectively. In the second three-dimensional experiment, a 
topography and plane distribution of water table were measured once a day in an 
area of 110 meters in the cross- shore direction and 75 meters in the longshore 
direction, including the area of permeable layer. The drained discharge through 
the pipe was continuously measured by a supersonic type discharge meter. 
Waves were measured near the shore line and the offshore. 

Result of the first two- dimensional experiment 

After about one month of setting up, on 18th September, 1994, a typhoon 
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Figure 3 Waves in Typhoon No.9424. 
attacked the experimental site. Waves at the offshore and infragravity waves 
near the shoreline are shown in Figure 3. The extreme value of significant 
wave height was 5.8 meters. The infragravity waves developed well, being 
about 1.5 meters in height near the shoreline, which run up to the backshore. 
The berm on the beach eroded during the days from 18 to 20, which is denoted 
in the Figure 3. 

Photo. 2 was taken from the rooftop of laboratory at HORS on 19th 
September, on the second day of the storm, when an infragravity wave was 
running up on the drained beach. Small poles dug into the beach at the cross- 
shore intervals of 5 meters were arranged along a center line of the area where 

Photo. 2   Infragravity Waves Running on the Drained Beach. 
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Photo. 3 Dried up Area on the Drained Beach, 
the permeable layer was set up. Under this situation, sea-water infiltration 
into the beach was considered to be enhanced in the drained area, because on 
the drained beach we recognized a very interesting phenomenon that air bubbles 
came out actively from the ground through the surface of beach, which had 
never been seen in the laboratory. It is not difficult to infer the situation that 
the water was infiltrating into the beach because the effusion of air bubbles was 
a result of being replaced with the infiltrated water into the ground. Photo. 3 is 
a picture taken about one minute after the situation of Photo. 2, when the 
infragravity wave was running down to the sea. The beach surface of drained 
area, of which both sides were cut off by the sheet piles, was already dried up, 
while the surface of natural beach was still wetted. 

Figure 4 is a comparison of profiles of water table between the natural 
beach and the drained beach, 
measured on the day of 18th 
September when the beach 
began to erode. Infragravity 
waves had already developed 
well, and run up to the high 
elevation denoted by an 
arrow which was higher than 
the usual H.W.L. of 1.4 
meters. The elevation of 
groundwater table in the 
natural beach, which is 
denoted by triangles, rose up 
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Figure 5 Changes of Tide Level, Water Table, and Drained Discharge, 
to the beach surface. In other words, the ground was completely saturated 
with the water. On the other hand, that in the drained beach which is denoted 
by circles was 0.6 meter lower in maximum than the beach surface. The area 
between the beach surface and the water table in the drained beach was 
unsaturated, which means that the groundwater was gathered to the permeable 
layer and drained offshore through the drainage pipe. 

Figure 5 shows the changes of a tide level at the outlet of drainage pipe, 
the water table at the point of - 25m in the drained area, and a mean discharge 
in the drainage pipe for 20 minutes. On the day of 17th September, before the 
storm, the discharge was small. From the day of 18th September on, during 
the storm, The discharge was large, being about 30 lit/s. The groundwater 
level changed with a lag of about one hour behind the tidal change. As a result, 
the level difference between the groundwater table and the tide level became 
large during the ebb tide, which produced larger discharge. 

Figure 6 shows the actual fluctuations of ground water level in the drained 
3.0 I—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—I 120 

•80 t 

50     52     54     56     58     0      2      4      6      8       10' 
8n 50m_ 9h 10m >    18sep. 1994 

Figure 6    Fluctuations of Groundwater level, Water Surface, and Discharge. 
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beach and the drained discharge in the surf zone during the segment of twenty 
minutes in the storm. The level of water surface at the point of outlet in the 
surf zone, which is the result of running average with 10 seconds, is also 
presented in the same figure. These elevations were measured on the day of 
18th September, the first day of storm. The fluctuation of groundwater level 
was smooth and small, while that of surface elevation was large, being 70 cm in 
amplitude and 1 to 2 minutes in period, which was due to the infragravity waves 
in the surf zone. As the surface level at the outlet was lower than the 
groundwater level in the better part of time, the water in the pipe usually flowed 
offshoreward with the discharge of 100 lit/s in maximum, which was equivalent 
to the mean velocity of 80 cm/s in the pipe. However, the surface level at the 
outlet was sometimes higher than the groundwater level when the crest of 
infragravity waves is passing over the point of outlet. When the surface level 
at the outlet was higher than the groundwater level, the water flows backward, 
or in the onshore direction. 

In Figure 7, the mean discharges 
are plotted against the level difference 
between the ground water level and 
the surface level at the outlet. These 
values are the averaged ones for 
every 20 minutes before and during 
the storm. The averaged discharge 
was in roughly proportional to the 
difference of water level, which means 
that the water was gravitationally 
drained into the surf zone. 

Figure 8 shows the successive 
comparisons of beach profiles on the 
natural beach and the drained beach. 
On the two day before the storm, the 
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Figure 7    Relation between the Level 
Difference and the Drained Discharge. 

day of 16th September, berms were formed on the foreshores of both the 
natural and the drained beaches (Figure 8, top) due to the relatively calm wave 
conditions during the three weeks before the storm. The berm on the drained 
beach was developed better, which is considered to be the effect of drainage. On 
the first day of storm, the berm on the natural beach eroded to the constant 
slope as seen in the middle figure, while the berm existed on the drained beach. 
In the bottom figure, one hour after, the berm still existed on the drained beach, 
which gradually eroded with time. Around 16 h of 18th, September, which was 
13 hours after the time of profiles shown in the bottom figure, the tide level 
became highest and the height of infragravity waves also became the largest. 
Under this severe condition, the berm on the drained beach eroded completely 
to be the same constant slope as that of natural beach.    In short, the effect of 
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Figure 8    Comparisons of Profiles on the Natural and the Drained Beaches, 

permeable layer is to decrease the speed of beach erosion in the storm. 

Result of the second three— dimensional experiment 

In the second field experiment, the sheet piles along the both sides of 
drained area had been removed. About one year after, on the day of 17 
September 1995, a large typhoon No.9512 passed near the experimental site. 
Figure 9 shows the changes of the offshore significant waves and the height of 
infragravity waves near the shoreline. The extreme height of significant wave 
occurred at 14h on the day of 17th September, being 6.0 m. The height of 
infragravity waves near the shoreline increased from about 1.0m at 7th on the 
same day to 1.8m in maximum at 15h, which is the largest in the last 9 years 
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Figure 9   Waves in Typhoon 9512. 
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since the  observation of infragravity 
waves have started at HORS in 1987. 

Figure 10 shows a plane 
distribution of water table on the day 
of 16th, September. The water table 
above the permeable layer was lower 
than that of the circumference. Waves 
run up to the location of y=0m, where 
the water table was higher than 2.0 m 
in the areas apart from the permeable 
layer and lower than 1.5 m above the 
permeable layer. 

Figure 11 shows the topography 
around the drained area, which was 
surveyed at 7h on the day of 17th, just 
before the storm. The slope is gentle 
in the area from y=-50m to 0m, 
while it is steep in the area 
offshoreward from y=0m, because a 
berm is formed on the foreshore. At 
this time, waves run up to the location 
of y=-55m, which was observed 
visually during surveying. 

In order to survey the wide area 
in a short time, nine researchers took 
part in surveying. During the time 
from 7h to 14h, on the clay of 17th 
September, however, we could not 
succeed in obtaining the data of 
topography because it was very 
dangerous for us to survey due to the 
large run-up of infragravity waves 
and a strong wind velocity of 29 m/s 
in average. 

Figure 12 shows the topography 
around the drained area which was 
surveyed after the extreme condition, 
at 14h on the day of 17th. The 
foreshore has almost completely 
eroded to be a plane beach of the two 
dimensional state of 1/40 in slope. A 
contour line of 2m has recessed by 30 

-60-50-40-30-20-10  0 
Distance longshore (m) 

Figure 10    Water Table before the 
Storm ( 16th Sep., 1995). 

-60 -50 -40 -30 -20 -10   0 
Distance longshore  (m) 

Figure 11    Foreshore Topography, 
just before the storm 
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Figure 12 Foreshore Topography, 
after Erosion. 
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Figure 13 Foreshore Topography, 
One Week after the Storm. 

meters from y=0m ( in Figure 11 ) to 
y=-30m.     No   effect   of   permeable -p 
layer is observed in this topography. It 
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the   interruption   of  surveying  was 
hours, the effect of permeable layer on 3 
decreasing the speed of beach erosion Q _3Q 

was not confirmed. 
After the storm, it was continued 

to survey the topography in the same 
area once a day. Figure 13 shows the 
topography on the day of one weak after 
the storm, 25th September. The 
contour lines of 1.4m to 2.2m advanced 
offshoreward, being convex in the area 
above the permeable layer. As a 
result, in the area above the permeable 
layer a slope was gentle in the area 
fihigher than 2m in elevation, while it 
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Figure 14    Change of Topography 
during one week. 
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was steep in the area lower than 2m.    In short, a new berm was formed on the 
foreshore above the permeable layer. 

The rate of sand accumulation during this one week has been calculated, of 
which result is shown in Figure 14. The area of sand accumulation more than 
10 cm is hatched. In the middle of this area, on the drained beach, the 
thickness of accumulation is more than 40 cm. Then, it can be said that there 
was a quick recovery on the drained beach. The effect of permeable layer 
extended to the both lateral areas for about 20 meters, which suggests a 
possibility of beach protection by setting up the belts of permeable layers in 
stripes. On the lateral beaches where there was no permeable layer below, 
sand accumulated gradually and the berms were formed finally, being as the 
same topography as that before the storm ( see Figure 11). 

Conclusions 

The effects of permeable layer set up under the beach are as follows: 
(l)The permeable layer can drain the groundwater gravitationally through the 

drainage pipe into the surf zone even in a storm. 
(2)It has a function of decreasing the speed of foreshore erosion in a storm. 
(3)On the drained beach, the eroded foreshore is recovered quickly after a 

storm. 
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CHAPTER 206 

On the change of velocity field in nearshore zone 
due to coastal drain and the consequent beach 

transformation 

Michio Sato1, Tadahiro Fukushima2, Ryuichiro Nishi3 

and Masahiko Fukunaga4 

ABSTRACT 

It is essential to understand the details of the mechanisms by which a coastal drain works 
in order to build up the method which enables us to estimate discharge requirement for ef- 
fective operation in field conditions. Some measurements on the changes of quantities 
which may be relevant to the function of coastal drain are discussed. Then, an attempt to 
implicate the current components produced by drainage in a numerical model of beach pro- 
file evolution is discussed. 

INTRODUCTION 

The coastal drain has been considered to be an effective soft approach to coastal ero- 
sion control and beach erosion. From the practical point of view, it is indispensable to 
know how to estimate discharge requirement for effective operation in field condi- 
tions. Small scale physical experiments give us qualitative information on some physi- 
cal aspects related with the coastal drain. There seems, however, to be a difficulty in 
estimating discharge needed for a coastal drain system based on experimental results 
due to scale effects. Hence, when we consider the remarkable recent progress of nu- 
merical models on beach profile evolution, it will be a practical way to construct a 
numerical model which enables us to estimate beach profile change under the opera- 
tion of a coastal drain system. To do this, it is essential to understand the details of the 
mechanisms by which the coastal drain works. 
Authors have shown the following results on forced coastal drain experimen- 
tally(1994), 

1) seaward area of a shoreline is most appropriate for the installation of a drain pipe 
2) as the discharge increases, the drain system becomes effective even for storm 

wave conditions. 
Figure 1 is an example of beach profiles under erosive wave condition. In this case, 
sediments on the initial shoreline moved mainly toward the upper beachface and the 
bottom level lowered. But, the erosion in the shoreward part of the drain pipe was 

1 Professor, Department of Ocean Civil Engineering, Kagoshima University, 1-21-40 Korimoto, Kagoshima-shi, 
890 JAPAN 

2 Miyazaki prefectural government 
J Research Associate, Department of Ocean Civil Engineering, Kagoshima University 
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restrained on the whole. This example made us have expectation the landward area of 
a drain pipe to be protected at the worst, when the drain pipe was installed in seaward 
area of a shoreline. 
Figure 2 shows an example of the case in which drain was done under the shoreline. 
Erosion due to erosive waves attained almost to the initial shoreline for the same 
drainage as the case mentioned above. 
Figure 3 is the case which attracted our attention specially in that it showed remark- 
able accretion in the inshore area after wave action of two hours. The wave condition 
was less steeper compared with the cases in Figures 1 and 2, but it was not accretive 
one at all for the cases of without or smaller drainage. This result suggests that, when a 
storm passes by a shore, similar situation may occur in some stages of the storm pas- 
sage according to wave condition and drainage. And the process which brought the 
accumulation of sediments is expected to retard erosion and accelerate restoration of 
an eroded beach. So, our main interest has been directed to determine under what 
conditions the accretion takes place. 
Generally, the reason a coastal drain system works has been explained by relating ef- 
fects of drainage to the net sediments carried due to runup-down wash processes of 
waves on a beachface. Our observation, however, showed that the changes of the hy- 
draulic conditions in the nearshore zone were important. Especially, shoreward flow 
component induced by drainage in and out of a surf zone, which carried suspended 
sediments and migrated a bar toward the beachface, seemed to play the dominant role 
for the accretion when the drain pipe was installed in the seaward area of a shoreline. 
In this paper, some measurements on the changes of quantities which may be relevant 
to the function of coastal drain are discussed. Then, an attempt to implicate the current 
components produced by drainage in a numerical model of beach profile evolution is 
discussed. 

EXPERIMENTS 

The changes of wave runup, wave setup and mean velocity fields due to coastal drain 
were investigated experimentally by using a wave flume of 13m long, 0.4m wide and 
0.4m deep (Figure 4). Water elevation was measured by capacitance type wave gages 
and velocity fields were measured with an electromagnetic current meter. The meas- 
urements were limited in the range between the level about 1cm lower from wave 
trough and the level 2cm above the bottom. 

RESULTS AND DISCUSSIONS 

Wave set-up : In their experiments on the gravity drainage system which utilize per- 
meable layer artificially placed under a beach, Kanazawa et.al.(1996) observed no 
wave set-up, the gradient of which in on-offshore direction provides one of the driving 
force of undertow. We also anticipated similar result for our cases in early stage. Our 
measurements of mean water level, however, did not show any definite change in the 
mean water level as shown in Figure 5. The difference may be considered to reflect the 
difference of mechanisms which make each system effective. 
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Wave runup : Wave runup was measured visually. The change of wave runup was 
small. This was supported by the numerical model of wave runup including the effects 
of coastal drain (Figure 6). These results reveals the change of runup-down wash 
process due to coastal drain is not necessarily the dominant mechanism when a drain 
pipe is buried in the seaward part of a shoreline. 
Numerical computation was done based on the equations of continuity and motion for 
nonlinear shallow water waves implicating infiltrating flow from the bottom surface 
due to drain. The non-dimensional form of the equations are as follows. 

dt     dxX    ' 

—(hu) + —\hu2+~}+0h+f\u\u+uv*=O (2) 

x' t' h' u' ,        v* 
,    t= ,    /? = ,    U=     ,      ,    V    = 

9 = 

jgh'T' T H' Jgh' H'/T' 
tan<9' rf 

H'/y&Fr)'   b   pgH'2/(Jgwr) 

where h is water depth, t is time, u is fluid velocity in x-direction,  v* is infiltration 
velocity, H is wave height, T is wave period,  xh is shearing stress on the bottom, g is 
the gravitational acceleration and /„ is friction factor. Prime denotes the dimensional 
variables. 
The infiltration velocity v* was given as the velocity -(a'q')/lx(x'2 +a'2\)of the flow 

induced along x '-axis by a source at z' = i a' with the intensity of -q'/2n and a sink 
at z' = -i a' with the intensity of q' jln in z'-plane (Figure 7). The non-dimensional 
form of the velocity for the coordinate system in Figure 8 is given by the following 
equation. 

V* = —r—12- r (3) 
*-{(*~*o)2+«2} 

In conducting the numerical computation, Kobayashi et.al.(1987) was referred to. 

Mean velocity : Measurements of the mean flow field over the beach in the wave 
channel were carried out. The beach was plane uniform one of 1/10 slope initially. 
Wave action of several minutes, however, changed the beach profile'to the extent we 
could ignore. Then, the bed was flattened in every several minutes. Nevertheless, the 
measurements seems to contain the influence due to the bottom change in the course 
of measurement. 
Figure 9-A shows the mean velocity distribution induced by waves without drain. Fig- 
ure 9-B and C are the velocity field induced by drain without wave action. And Figure 
9-D and E are the velocity field due to waves and drain. 
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From these measurements we can see that the flow in the direction of offshore de- 
creases the intensity near the drain pipe. And the reverse of the flow direction was 
observed in close proximity to the pipe. 

BEACH PROFILE EVOLUTION AND COASTAL DRAIN 

In an attempt to know what changes in beach profile evolution will result when the 
following two effects are taken into consideration, numerical simulations of beach 
profile evolution based on a modified existing model (Dally and Dean(1984)) were 
done. 

1. the horizontal velocity component of the flow produced by drainage reduces the 
wave induced offshore-directed mean current, 

2. the vertical velocity component of the flow adds to the settling velocity of sedi- 
ment particles and modify the vertical distribution of suspended sediments. 

The flow components due to drain were simply modeled by the flow in a wedge 
shaped region produced by a point sink on a side of the wedge(Figure 10). The veloc- 
ity components (u, v) are given by 

(*/«r m7t \-l"l ,A\ 

*    z\zja)"e-a} 

where z = x+iy and i2 = -1. The calculated flow distributions are shown in Figure 
11. 
Sediment transport rate Qss was given by 

Qa=f_hS{z).C(z)dz 
=ll-Jw'(z)+M-(z))-c(z)^+C"K(z)+tt3(z)+^W}-c(z>fe 

where u is mean velocity,  C(z) is concentration of suspended sediments,  uDx is x- 

component of the velocity induced by drain (Figure 12). 
The concentration of suspended sediments was given by 

C(z) = CA exp{-l5(w + uDz)-{z-zA)/(hfilp)) 
(6) 

where CA is reference concentration,  w is the settling velocity of sediments,  uDz is 

z-component of the velocity induced by drain. 
Beach profile evolution was calculated by 

dh =   dQss 

dt dx (7) 

Figure 13 shows the calculated results. For the case of without drain, specious results 
were obtained. Addition of the flow due to drain makes the sediment transport rates 
several times larger in magnitude and the sediment transport direction onshore over 
the whole beach area. And accretion of the shore-side area of the pipe was obtained. 
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Therefore, the calculated results show some features of beach profile evolution and 
they are considered to account for one of possible mechanisms how a coastal drain 
works though in a qualitative sense, when the pipe is installed under the bottom of the 
seaward area of a shoreline. The results, however, show fairly bumpy transformation 
of wave height and bottom topography. Some trials to improve the situation have been 
done. But, they are not successful so far. Besides, this model does not include bed load 
sediment transport. 
To complete the numerical model for the coastal drain, it will be essential to take the 
bed load into consideration. However, there are some problems remained to be inves- 
tigated on the bed load sediment transport under the operation of a coastal drain sys- 
tem like the change in flow within a wave bottom boundary layer over a drain pipe due 
to suction by forced drain and its effect on bed load sediment transport. 

CONCLUSIONS 

The following conclusions were drawn from the study: 
When a drain pipe is installed in the seaward area of a shoreline, 
1. the mean flow in the offshore direction over the whole beach area is reduced by 

the onshore current induced by drainage. This will results in the reduction of off- 
shore suspended sediments transport in stormy conditions. 

2. In this case, the changes in wave runup and wave setup, which are connected with 
the processes on a uprush zone, were small. 

Then, an attempt to implicate the current components produced by drainage in a numerical 
model of beach profile evolution is discussed. To complete the numerical model, how- 
ever, there are some problems remained to be investigated, especially on the effects 
of forced drain on bed load sediment transport. 
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CHAPTER 207 

EVALUATION OF A BEACH DEWATERING SYSTEM: 
NANTUCKET, USA 

William R. Curtis1, Jack E. Davis2, Ian L. Turner3 

Abstract 
A commercial multi-segmented beach dewatering system became operational 

December 1994 on the eastern shoreline of Nantucket Island, Massachusetts, USA. The 
objective of the installation was to cost-effectively stabilize a critically eroding reach 
of shoreline with minimal environmental impact. To assess the potential for wider use 
of beach dewatering in coastal erosion management, a comprehensive and independent 
monitoring program was developed and implemented to objectively evaluate the beach 
dewatering project. Observational methods and analyses are discussed relative to the 
ability to differentiate between the influence of the dewatering segments on beach 
response, in contrast to 'natural' shoreline response to coastal processes. Economics, 
measurement needs, measurement accuracy, and temporal and spatial resolution of data 
acquisition are discussed and evaluated. 

Introduction 
Nantucket Island is the eastern most member of the Elizabethan Island chain 

located 48 km southeast of the New England coast, USA (Figure 1). The eastern 
shoreline of the island is exposed to direct attack from the high-energy wave 
environment of the North Atlantic. Mean offshore significant wave heights are on the 
order of 2 m. However, offshore significant wave heights in excess of 5 m are 
frequently measured, particularly during winter storms. The maximum wave height 
offshore measured between 1984 and 1993 was 11.6 m (Hubertz, 1995). Historical 
charts and aerial photography indicate that, for at least the past 150 years, the beach 
face, dune line and bluff face have experienced episodic accretion and recession (Tiffney 
et al., 1991).   Present estimated erosion rates along the eastern shoreline range from 0.8 
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m/yr to 4.6 m/yr, depending on location. An analysis of wave refraction patterns 
suggested that episodic erosion events are due primarily to the focusing of storm wave 
energy by an offshore shoal complex along the south eastern shoreline of Nantucket 
(Weisharetal., 1991). 

Bluff and dune recession are presently encroaching on private and public 
facilities of several Nantucket coastal communities. On the eastern shore of the island, 
where coastal storm damage has been catastrophic, increased coastal development has 
led to serious consideration of beach management and land use practices. 

In 1990, the Siasconset Beach Preservation Fund (SBPF), a private organization 
of Nantucket homeowners, sponsored an evaluation of shoreline stabilization options. 
Results of the evaluation revealed that structural shoreline protection alternatives such 
as large stone revetments and cement seawalls are not economically feasible to construct 
at Nantucket. In addition, state and local regulatory agencies firmly restrict use of 
permanent shoreline structures. Beach nourishment was also evaluated, with a projected 
cost of $20 million (US) with an annual maintenance cost of $1 million (US) to protect 
approximately 4.27 km of shoreline. In light of these costs, the SBPF opted to privately 
fund the installation of three commercial beach dewatering-system segments. The 
dewatering-system segments cost $1 million (US) to construct. Projected annual 
maintenance costs are approximately $100,000 (US) for the three segments. 

Installation 
The three beach dewatering segments were developed and installed by Coastal 

Stabilization, Inc., under license to the Danish Geotechnical Institute (DGI) and became 
fully operational in December 1994. The project at Nantucket Island is the third 
commercial installation of beach dewatering technology in the United States, and one 
of several prototype or full scale facilities installed on North Atlantic coastlines by DGI 
or under license to DGI (Ovensen and Schuldt, 1992; Lenz, 1994). 

Each STAB EACH segment consists of buried, perforated drain pipes installed 
in a shore-parallel orientation below the beach face swash zone. The pipes slope toward 
wet wells located in the back shore region of the beach. Two dewatering segments 
drain by gravity, while drainage at the third segment is aided by a vacuum pump. Water 
collected in the wells is pumped offshore through a 35.5 cm discharge pipe by a 25 hp 
pump. The stated operational concept of the system is to induce continuous draw down 
of the watertable at the beach face, enhancing the depositional effect of wave uprush and 
reducing the erosive effect of wave backrush during natural accretionary periods. 

In total, the project spans 9.8 km of shoreline (Figure 2). The northern most 
segment is referred to as Lighthouse North (LHN). The segment immediately to the 
south of LHN is referred to as Lighthouse South (LHS). The southern most segment is 
referred to as Codfish Park (CFP). The three systems are separated by stretches of 
beach outside the influence of groundwater draw down. Figure 3 illustrates the plan- 
view design of the LHN system. Constructed STABEACH segments at LHS and CFP 
are similar in concept. STABEACH system parameters are presented in Table 1. Each 
drain pipe connects to a 1.2 m diameter wet well. 
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Engineering, Inc., 1996). 
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Figure 3. Plan-view schematic of Lighthouse North STABEACH segment. 

Table 1. STABEACH Installation Parameters 

Segment Drain 
Length 

Drain 
Diameter 

Drain 
Elev. 

(-MSL) 

Drain 
Method 

Pump 
Capacity 

Initial 
Flow Rate 

LHN 405 m 30.5 cm 2.4-3.6 m gravity 
wet well 

227161pm 
6000 gpm 

52 lpm/m 
4.2 gpm/ft 

LHS 309 m 30.5 cm 2.4-3.6 m gravity 
wet well 

227161pm 
6000 gpm 

30 lpm/m 
2.45 gpm/ft 

CFP 357 m 30.5 cm 2.4-3.0 m low vac. 
wet well 

113501pm 
3000 gpm 

28 lpm/m 
2.25 gpm/ft 

Note: gpm = gallons (U S)/minute, lp m = liters/minufe 
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Prior to installation of the STABEACH segments, a series of tests were 
performed by Coastal Stabilization, Inc., to characterize hydrogeological properties of 
the project site. Subsurface borings identified vertical and horizontal variation of grain- 
size distributions. Hydraulic conductivity tests were used to optimize vertical and 
horizontal placement of drain lines and optimize discharge pump design. Table 2 
presents average subsurface soil properties for each STABEACH location. 

Table 2. Average hydrogeologic properties of project area (Coastal Stabilization, Inc., 1994). 

Location Soil Type Hydraulic Conductivity 
(calculated) 

CFP med-coarse sand, no fines 
clean, uniform 

0.233 cm/s 

LHS fine-coarse sand, clean 0.089 cm/s 

LHN fine-med sand, silt/clay 0.2 cm/s 

Monitoring Program 
Laboratory and prototype field demonstration studies suggest that beach 

dewatering technology has the potential to stabilize a shoreline. However, the practical 
application of the technology as a viable means of coastal protection has yet to be 
adequately documented (Turner and Leatherman, 1996). 

To assess the potential for the wider use of beach dewatering in coastal erosion 
management, a comprehensive and independent monitoring program was developed and 
implemented by the US Army Engineer Waterways Experiment Station (WES) to 
objectively evaluate the STABEACH project underway on Nantucket Island. The 
primary emphasis of the monitoring program is to evaluate whether observed beach 
changes can be attributed to the dewatering segments. If successful, data from the 
monitoring program will be used to address quantitative guidelines for the design, 
construction and operation of future beach dewatering-systems. 

Elements of the monitoring program include measurements of beach profiles, 
bathymetry, hydrogeology, sediment characteristics, coastal processes and system 
parameters. System parameters such as discharge, operational period, and power 
requirements have been measured at each dewatering segment for the duration of the 
monitoring program. The elements of the monitoring program are described in more 
detail below. 

Quarterly Beach Profiles 
Beginning in November 1994 (pre-construction), forty-two transects have been 

established and surveyed on a quarterly basis (Figure 2). The project extends 9.8 km 
with survey transect 81 at the south end and transect W at the north end. Profile 
transects are regularly spaced at 305 m intervals, with the exception of 122 m intervals 
in the vicinity of system drain pipes. For reference, CFP system extends from 67 m 
south of transect 81 to 44 m north of transect 84; LHS system extends from 131m south 
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of transect 91 to 83 m north of transect 91; LHN system extends from 46 m north of 
transect 92 to 122 m north of transect 93. 

Each transect extends from the crest of the dune or base of the coastal bank to 
wading depth (-1.5 m MLW) and was surveyed with a total station and prism rod 
system. Elevations were surveyed at inflection points in the profile slope and at 6 m 
intervals from the baseline to wading depth. 

To date, quarterly beach profile data have been analyzed for volume and 
shoreline change. Quarterly measurements document seasonal variability, and 
comparisons to the pre-construction surveys document the longer-term trends. Figures 
4a and 4b present the variation in shoreline position (as defined by the 0.0 m MLW 
contour) for June 1996 data compared to pre-construction (November 1994) data. When 
considering profile transects 81-96.5, dewatered beaches have experienced an average 
shoreline recession of-5.2 m and non-dewatered beaches an average recession of-8.2 
m between November 1994 and June 1996. North of transect 96.5, the averaged 
shoreline has accreted since project installation (0.1 m). 

Figures 4a and 4b suggest that rates of recession generally decrease from south 
to north along the project area. Figure 5 confirms the inference as volumetric changes 
of the beach profiles between November 1994 and June 1996 range from -115 m3/m at 
profile 81 to +12.5 m3/m at profile W. The trends are consistent with longshore currents 
which are generally from south to north and dominated by tidal currents (Gutman et al., 
1979). 

Bi-Monthly Beach Profiles 
Spatially and temporally dense data were acquired and are being analyzed to 

understand small scale variations in beach morphological dynamics as influenced by the 
system segments. Beach profiles were obtained at 15 day intervals for a six month 
period (June-November 1996) at eleven transect locations in the vicinity of and outside 
the influence of the CFP segment. Transect locations (82.6, 83.0, 83.5, 84.0, 84.3, 84.6, 
85.0, 86.0, 86.4, 87.0, 87.4) were spaced at 122 m intervals in the longshore direction 
and had a cross-shore spatial resolution of 1.5 m from the dune to -0.9 m MLW. The 
objective of the high resolution profiling initiative is to correlate beach profile response 
with concurrent dewatered and non-dewatered groundwater elevation measurements. 
Through a statistical correlation of profile data with groundwater measurements, an 
assessment of the system-induced manipulation of beach groundwater on morphological 
response will be quantified. 

Bathymetry 
The forty-two transects established for beach profiles were extended offshore 

using a ship-mounted digital fathometer interfaced to the Coastal Oceanographic 
HYP AC program. Hydrographic surveys were conducted November 1994, December 
1995 and September 1996 using standard fathometer techniques. In September 1995 
and June 1996 Scanning Hydrographic Operational Airborne Lidar System (SHOALS) 
surveys were conducted (Lillycrop et al., 1996). Complete SHOALS surveys of the 
LHN and LHS offshore regions were obtained on both occasions, while surveys offshore 
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Figure 4a. Contour changes at elevation 0.0 m MLW: November 1994-June 1996 (after 
Coastal Planning and Engineering, Inc., 1996). 
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Park STABEACH segment and adjacent control beach. 
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CFP were unobtainable due to water clarity and weather limitations. Data obtained 
using standard fathometer and SHOALS methods will be used in combination with the 
beach profiles by comparative analysis to assess the response of morphological processes 
to the STABEACH segments. 

Groundwater Elevation 
Two cross-shore transects of buried pressure sensors were installed in December 

1995 and re-installed in May 1996 following storm damage at the project site to monitor 
the variations of watertable elevation below a dewatered and non-dewatered beach 
(Figure 6). Groundwater monitoring transects are located at CFP and at the non- 
dewatered beach between CFP and LHS. Sensors are either directly buried or encased 
in screened wells and connected to recording instruments. Data loggers sample 
watertable fluctuations every 30 seconds and average them over 5 minutes at 15 minute 
intervals. A barometer and internal thermometers are used to correct absolute pressure 
measurements for low-frequency barometric and temperature fluctuations. The objective 
of the measurements is to determine the influence of a STABEACH segment on beach 
groundwater dynamics and address key issues such as the effect of dewatering on bed 
saturation characteristics at the beach face, the influence of dewatering during storms and 
during post-storm recovery of the beach profile, and the effect of dewatering on the 
local fresh groundwater supply. The second transect of pressure sensors outside the 
influence of the CFP system will be used as a control for comparative analysis. 

Other Morphological Monitoring Elements 
Additional WES-sponsored monitoring include quarterly controlled aerial 

photographic surveys and use of a video imaging system. Aerial photographic surveys 
will be used to compliment analyses of shoreline and coastal dune position for the 
project. 

A digital imaging system was installed on a lighthouse located on the bluff above 
the LHN segment. The cameras were located approximately 55 m above the beach. 
Three cameras were needed to photograph the full extent of the beach within view of the 
lighthouse. The imaging system is capable of quantifying beach changes and patterns of 
incident wave breaking within the camera's field of view (Lippman and Holman, 1989). 
The system obtains instantaneous images of the beach (Figure 7) on the hour during 
daylight. In addition, the system produces a 10 minute time-averaged image (Figure 8). 
The time averaged image is produced by sampling at a rate of 3 Hz for 10 minutes and 
applying an averaging routine to produce a statistically stable image. Images will be 
used to analyze variations in foreshore morphology at a dewatered and adjacent non- 
dewatered beach. 

Wind and Wave Parameters 
Deep water wave parameters are measured on the continental shelf at 

approximately 500 km east and at 223 km southeast of Nantucket Island. The moored 
discus buoys are maintained by the National Data Buoy Center and provide directional 
wind spectra, non-directional wave spectra and climatic data. Unfortunately, no shallow 
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Figure 7. Instantaneous digital image of Lighthouse North dewatered swash zone. 

Figure 8. Time-averaged digital image of Lighthouse North dewatered swash zone and adjacent 
non-dewatered shoreline to the north. 
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or intermediate depth wave parameters are measured in the nearshore region. However, 
given the NDBC buoy data, shallow or intermediate water depth equivalents can be 
estimated. In addition, the SBPF sponsors data collection of local climate variables (e.g., 
wind speed, direction and barometric pressure). 

Monitoring Elements of Public Concern 
The SBPF sponsors environmental impact monitoring of the STABEACH 

segments. Parameters of public concern are measured quarterly and include the impact 
of beach groundwater draw down on the public fresh water supply, on dune vegetation 
communities, on beach meiofauna, and on system discharge quality. 

Discharge Quality 
Salt water is discharged offshore from all three dewatering segments. Salinity of 

the discharged water ranges from 21-33 ppm and is comparable to nearshore ocean water 
(30-33 ppm). Bacteria levels of water discharged offshore are an order of magnitude 
below the standard acceptable for safe swimming. Measured nitrate levels are slightly 
higher at the CFP discharge (0.21-0.54 mg/1) than the LHS and LHNdischarges (0.07- 
0.29 mg/1). The close proximity of residential septic systems to the dewatering segment 
is responsible for the higher nitrate measurements at CFP. Variations in the elevation of 
the public fresh water supply aquifer are monitored at 0 m, 70 m, 104 m, 453 m and 640 
m landward of the CFP wet wells. Monitoring results follow the fluctuation trends in the 
elevation of the regional aquifer landward of the wet wells, as measured by the United 
States Geological Survey (USGS) (Figure 9). 

Maritime Vegetation and Meiofauna 
Monitoring transects were established at CFP and LHS for evaluation of the 

impact of groundwater elevation draw down on dune vegetation communities. Variations 
in the vegetative communities are not influenced by dewatering-system operation. Since 
project construction, variations in the vegetative communities are primarily due to 
vegetation lost during wave erosion events. Attempts to quantify dewatering effects on 
beach meiofauna are not definitive. Spatial and temporal variability in taxonomic 
richness, diversity, evenness and total number of organisms per sample was significant 
at dewatered and non-dewatered sample stations (Figure 10). The influence of the 
STABEACH system on local meiofauna communities is not detectable from the available 
monitoring data. 

Summary 
The objective of this paper is not to present definitive conclusions as to the 

effectiveness of the STABEACH installations at Nantucket Island. Rather, the emphasis 
has been to convey elements of an independent monitoring program which was 
established to evaluate beach dewatering technology as a means to stabilize sand on a 
receding shoreline in a high wave energy environment. Shoreline position of Nantucket 
Island is highly variable when considering temporal scales ranging from several hours to 
decades. Monitoring efforts were established to identify trends in shoreline 
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Figure 9. Vertical changes in groundwater elevation landward of Codfish Park STABEACH 
segment (after Fugro East, Inc., 1996). 
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Figure 10. Meiofauna count for dewatered and non-dewatered beaches: 1994 and 1995 (after 
Fugro East., Inc., 1995). 
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morphodynamics on varying temporal scales as influenced by operational STABEACH 
segments. 

WES-sponsored monitoring was initiated in June 1995 and is scheduled to 
terminate in May 1997. After the data collection is terminated, a comprehensive 
evaluation of use of the STABEACH system as a shoreline stabilization method at 
Nantucket Island will be presented in the literature. 

Three STABEACH segments have been in operation at Nantucket Island for two 
years. Operation of the LHN segment has been nearly continuous since installation. 
Discharge pumps located at LHS were damaged during a storm in January 1996 and 
returned to operation at 70% capacity in July 1996 and 100% capacity in September 
1996. The pump which draws water through the drains at the CFP segment was 
rendered inoperable February 1996. It is speculated that the CFP segment operated at 
50% capacity under gravity drainage, until the pump returned to operation in August 
1996. 

Following 18 months of quarterly monitoring, visual and statistical analyses 
confirm that both dewatered and non-dewatered beaches have highly variable seasonal 
profile fluctuations. Quantification of the influence of drainage of the beach face on 
sand stabilization at the project site is presently under investigation. 

SBPF-sponsored monitoring reveals that the quality of discharged water has 
negligible impact on water quality offshore of the dewatering-system segments. 
Groundwater draw down attributed to the STABEACH segments has had no discernable 
impact on local vegetative and meiofunal communities. In addition, the drainage of the 
beach face has no adverse impact on the local public freshwater aquifer. 
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CHAPTER 208 

SEDIMENT TRANSPORT PROCESSES AT OCEAN BEACH, 
SAN FRANCISCO, CALIFORNIA 

Robert T. Battalio.P.E.1 & Dilip Trivedi, Dr. Eng.^.E.1 

The San Francisco estuary inlet and tidal bar is a highly- 
complex system that strongly influences littoral 
processes on adjacent beaches. Ocean Beach is about 4 
miles long, located near the entrance to the estuary 
(Figures 1 and 2). The purpose of the study was to 
investigate the extent and causes of shoreline 
variability at Ocean Beach, and identify possible sand 
transport processes and directions based on available 
information (Moffatt & Nichol Engineers, 1994; 1995). 

Geographic Description of Vicinity 
Ocean Beach is a sandy beach on the west side of San 
Francisco, California, USA (Figures 1,2 and 3). A linear 
dune behind the beach forms an embankment covering the 
West Side Sewer Transport Box, supporting the Upper Great 
Highway, and protecting the urban residential area from 
the Pacific Ocean.  Seawalls have been constructed where 
the embankment eroded frequently.  These structures are 
the most obvious indications of impacts by man dating 
back to the late 1800's (0'Shaughnessy,1924; Olmsted and 
01msted,1979; Berrigan,1985a; 0'Doherty,1994). 
Perpendicular to the Great Highway are a series of 
streets named alphabetically from north to south (eg. 
Noriega, Ortega, Pacheco, Quintara, etc.) which are often 
used as location references. 

The offshore bathymetry and shoreline to the north and 
south are very irregular, affecting wave propagation and 
littoral sand transport (Figure l). The Golden Gate is 
located to the north of Ocean Beach.  This channel 
connects San Francisco Bay with the Pacific Ocean.  The 
large tidal prism (2.3xl09 cubic meters, m3, for a typical 
tide range of 1.5 meters) and rocky shoreline results in a 
relatively constricted channel (0.084 square kilometer) 
and strong currents (typical peaks about 10 kilometers per 
hour) (USACE, 1990).  
l)Civil/Coastal Engineer, Moffatt & Nichol Engineers, 131 
Steuart Street, Suite 300, San Francisco, California, 94105 
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The San Francisco Bar is a horseshoe-shaped, sandy shoal 
with a radius of about 5 kilometers (3 miles).  The Bar 
crest depths are as shallow as 7.3 meters (24 feet) at low 
tide. Every winter, larger storm seas and swells induce 
wave breaking along the crest of the Bar. There are 
several sand shoals just east of the Golden Gate in San 
Francisco Bay. Sand beaches exist along the south boundary 
of the Golden Gate. 

Figure 1: Site Location   Figure 2: Aerial Photo of Site 

Sediment Characteristics 
Median grain sizes of sand samples from the vicinity were 
reported by Trask(l958), Moore(l965), Johnson(1971) , 
USACE(1974;1993), Galvin(l979a), Woodward-Clyde Consultants 
(1979), Ecker(l980), and Noble(l985). At Ocean Beach, the 
median grain sizes were typically 0.2 to 0.6 millimeters 
(mm), but occasionally between 0.6 and 1.6 mm.  Grain sizes 
vary significantly along the beach and seasonally, with 
larger grain sizes in the spring (Trask, 1958; 
Galvin, 1979), especially near the base of the San 
Francisco Bar.  Median grain sizes on the crest of the San 
Francisco bar are the smallest (0.1 to 0.2 mm), with 
coarser sizes inside the crest (0.2 to 0.7 mm).  Median 
grain sizes inside the Golden Gate are similar. 

Johnson (1971) summarizes mineralogy studies in the area. 
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Similar heavy mineral content in the sands were found at 
Ocean Beach and nearby areas (San Francisco Bar, Golden 
Gate, and beaches south to Pedro Point), but not for 
offshore areas or beaches to the north or farther south. 
Johnson(l97l;1977) concluded that there was probably very 
little net sand transport at the boundary of the area 
defined by the San Francisco Bar and Entrance, and the 
beaches south to Pedro Point. 

Currents 
Detailed data regarding tidal currents and sediment grain 
sizes can be found in Enclosure 1 of USACE (1974).  Tidal 
current charts show directions that "fan-out" to cross 
the San Francisco Bar roughly perpendicular to the crest. 
At Ocean Beach, ebb tide currents are roughly parallel to 
shore and southward.  Flood tide currents are roughly 
northward.  Due to the diurnal inequality, the strongest 
currents are associated with the larger ebb tides. Peak 
annual tide ranges are about 2.5 to 2.8 meters, with peak 
ebb currents between 2 and 4 kilometers per hour.  During 
these strong flows, large eddies form near headlands, 
causing nearshore currents to flow in the opposite 
direction. Currents in the surf zone are strong, complex 
and variable.  Detailed measurements are not available. 

Waves 
Ocean Beach is exposed to storm seas and swell generated 
in the Northern Pacific, and swell generated in the 
Southern Pacific. Large wave power is incident, with the 
greatest in the winter (Johnson,1977; Woodward-Clyde 
Consultants,1978; Cross,1980; Berrigan,1985b, Wiegel,1992). 
Wave refraction causes focusing of incident waves at 
Ocean Beach for most directions and especially for longer 
wave periods (Street, Mogel and Perry,1970; Woodward-Clyde 
Consultants,1978; USACE,1993). Long period waves begin to 
refract around the 200-fathom (360 meters) line noted on 
Figure 1. The complex bathymetry results in multiple wave 
travel paths incident to Ocean Beach, and exposure to 
waves incident from north of the geometric shadow formed 
by Point Reyes. Refraction over the San Francisco Bar 
contours causes a focusing of wave energy near the base 
of the Bar, even for relatively short wave periods (Figure 
4). Figure 2 is a high-altitude photograph which shows 
wave crossings due to refraction (see also, Vincent et. 
al., 1994). The result is an amplified breaking wave 
height at the location of wave crossing, resulting in a 
very peaked wave form (Figure 5, Battalio, 1994). 

Prior estimates of wave-induced alongshore sand transport 
do not agree in direction nor magnitude. Estimated rates 
are typically around 5xl05 to 1.5xl06 m3/yr (7xl05 to 2xl06 

cubic yards/yr, yd3/yr) for the gross, and zero to 6xl05 
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Figure 4: Wave Refraction Over San Francisco Bar 
(Source Woodward Clyde Consultants, 1978) 

I M m. 
Figure 5: Grant Washburn Observes Breaking Wave Heights near Taraval 

Street, Ocean Beach, San Francisco, (Winter 1992). 
For scale, the surf board is 9 feet long. Photo: Tijn Britton 
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m3/yr (8xl05 yd3/yr) for the net (Street et. al.,1970; 
Kamel,1962; Johnson,1979; USACE.1979; Galvin,1979; Domurat, 
Pirie, and Sustar,1979). 

A five-year data set of daily visual observations of 
breaking wave heights was reviewed (Washburn, 1996). Table 
1 summarizes the cumulative distribution of breaking wave 
heights from these data, which were observed near the base 
of the San Francisco Bar (Taraval Street). These 
observations were compared to deep water significant wave 
heights recorded by the San Francisco Buoy and the 
Monterey Bay Buoy (see Figure 1 for locations): A time 
series correlation analysis produced coefficients of 0.79 
and 0.76, respectively, indicating a strong correlation 
(maximum coefficient is 1.0). 

Table 1: Cumulative Distribution of Breaking Wave Heights, 
Taraval Street, Ocean Beach ( 1991-1996) 

Frequency of Occurrence 
Breaking Wave Height Larger Waves 
Meters    (Feet) (% of Daily observations) 

1.8 (6) 50% 
3.0 (10) 25% 
4.6 (15) 10% 
7.3 (24) 1% 

The method of Hands & Allison (1991) was used to gage the 
potential for onshore sand transport from the Bar to 
Ocean Beach.  An average wave period of 12 seconds, a 
depth of 9 meters, and the cumulative distribution given 
in Table 1 were used. Calculations show a strong potential 
for onshore sand transport, as concluded by others (Kamel, 
1962; Galvin, 1979). 

Wind 
Strong onshore (mostly northwest) winds occur at Ocean 
Beach.  Prior to major development in the 1900's, the area 
behind Ocean Beach was an extensive dune field (Olmsted 
and Olmsted,1979). Sand losses due to inland transport by 
wind are estimated to be zero to 23xl03 m3/yr (30xl03 

yd3/yr) prior to 1975, and zero to 7.6xl03 m3/yr (lOxlO3 

yd3/yr) since then.  The reduction is based on the City's 
practice of returning sand to the beach since 1975. 

Man's Activities 
Significant beach and dune fill occurred during the 
period 1882 to 1929, when the natural dunes were re-graded 
to form a straight embankment for the shore-parallel 
Great Highway (Olmsted and Olmsted,1979). This resulted in 
a seaward shift of the shoreline of about 60 to 90 meters 
(200 to 300 feet) (Figures 3 and 6).  The estimated net 
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volume changes to the beach and dunes by man since 1929 
were summarized for the sediment budget (Table 3). 
Comparison of the shoreline data with the timing and 
location of sand placement indicates a northward littoral 
drift from the base of the Bar, which agrees with Johnson 
(1979). 

The need for safe navigation to and from San Francisco 
Bay requires a dredged channel through the San Francisco 
Bar.  The Bar Channel is authorized to a depth of 17 
meters (55 feet) below mean lower low water.  Since the 
Bar Channel was last deepened in 1975, annual dredging has 
totaled about 4 . 6xl05 m3 (6x10s cy) of sand.  The sand is 
dumped on the south part of the Bar (see Figure 10).  Prior 
to 1971, the dredged sand was reportedly dumped about one 
mile southwest of the Bar Channel entrance in about 24 
meters (80 feet) of water.  The dump location was changed 
so that the sand would stay in the littoral zone (USACE, 
1974). 

Prior to 1971, at least 20 million m3 (26 million yd3) of 
sand was dredged.  Since 1971, about 11 million m3 (14 
million yd3) were dredged from the channel area and 
reportedly placed near the crest of the south side of the 
Bar: Of this total, about 4.6 million m3 (6 million cy) was 
attributed to deepening of the channel. 

Shoreline. Dunelines, and, Related Volume Changes 
Shorelines and  toe-of-dune lines from historic maps and 
aerial photographs were used to investigate changes and 
as input to the sediment budget analysis. Five shorelines 
digitized from smooth sheets for the period 1850 to 1944, 
and eleven shorelines and toe of dune positions from 
aerial photographs for the period 1938 to 1993 were 
mapped (Moffatt & Nichol, 1994).  The mean high water 
shoreline was used from the maps.  The wetted bound 
visible in the aerial photos was used to estimate the 
shoreline position, which was found to approximate the 
Mean Higher High Water elevation of about +1.8 meters (6 
feet) Mean Lower Low Water datum. 

Time histories of the shoreline positions and beach 
widths for Ocean Beach and South Ocean Beach are shown in 
Figures 6 and 7. The Ocean Beach data show a large seaward 
offset between 1900 and 1929, while South Ocean Beach data 
do not.  This is attributed to the construction of the 
embankment supporting the Great Highway, and related beach 
nourishment. The Ocean Beach data show large fluctuations 
about an accretion trend, while South Ocean Beach data 
show smaller fluctuations about a slow erosion trend. 
Both areas show erosion to the early 1970's, and a 
recovery in recent years. 
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Beach and shoreface volume changes were estimated by- 
applying a conversion factor of volume change per beach 
area change. A range of 8 to 14 m3/m2, (1.0 to 1.7 yd3/ft2) 
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Figure 7: Shoreline Change Data So. Ocean Beach that shoreline 
changes were 

due to erosion of sand placed by man on the upper beach 
and dune, per Galvin(l979) and Ecker (1980). Volume changes 
for the dune face were calculated using a conversion 
factor that ranged between zero and 6 m3/m2 (0.74 yd3/ft2) 
of dune line change. 

San Francisco Bar Depth Changes 
Prior studies of historic changes to the•San Francisco 
Bar have been identified by Gilbert(1917), Homan and 
Schultz(l963), and Johnson(l965). Figure 8 shows the depths 
surveyed in 190 0.  Figure 9 shows the depths surveyed in 
1956, and major depth changes since 1900. 

Prior to 1900, the Bar had a relatively consistent 
"cuspate" shape.  By 1956, outer portions eroded and inner 
portions accreted.   Significant changes include the 
dredged channel, which is deeper, the area closer to Ocean 
Beach, which is shallower, and the Bar crest, which 
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generally shows a radial "shrinking." 

Volume changes calculated for the San Francisco Bar by a 
comparison of the 1900 and 1956 survey maps are provided 
in Table 2. The Table includes volume changes adjusted for 
two arbitrary systematic elevation corrections. 

Since no recent survey is available, and due to the 
sensitivity to vertical control, the Bar changes were not 
directly incorporated into the sediment budget. 

TABLE 2: San Francisco Bar Volume Changes and 
Sensitivity to Systematic Elevation Corrections 

LOCATION VOLUME CHANGES FOR 1900-1956 TIME PERIOD 
Million Cubic Meters 

Calculated 0.09 m correction 0.12 m correction 

Four Fathom Bank 

Channel 

South Bar 

4.5 

-10.2 

19.2 

0.0 

-12.4 

14.6 

-1.5 

-13.2 

13.1 

Net Change 13.5 2.2 -1.5 

Average Rate (m3/year) 241,000 39,000 -28,000 

Sediment Budget Analysis 
The sediment budget was developed to best use the 
available data, as summarized in Table 3. A range of 
values were used to reflect the uncertainty of the 
available data, and to facilitate a sensitivity analysis. 
The sediment budget analysis was applied to the Ocean 
Beach shoreface, beach, and dune face. 

Based primarily on the historic shoreline positions, the 
sediment budget analysis was applied to the time period 
of 1929 to 1971 and 1971 to 1992.  By 1929, the shoreline 
and embankment had been established roughly in its 
present location.  An erosion trend dominated to 1971, 
becoming an accretion trend to the present. Starting in 
1971, sand dredged from the Bar Channel was disposed on 
the Bar offshore of. Ocean Beach, and the Channel was 
deepened significantly. Starting in 1975, wind blown sand 
was returned to the beach by the City. 

For 1929-1971, a net deficit of 1.3xl04 to lxlO3 m3/yr 
(l.7xl04 to 1.4xl03 yd3/yr) is calculated (Subtotal (i-II) 
in Table 3).  This range is small, and within the possible 
range of wind-induced losses inland, so that it is 
possible to balance the budget for this time frame by 
assuming zero net sand transport at the area boundaries, 
or that net input at one boundary (onshore from the Bar), 
is balanced by losses past other boundaries (north past 
Point Lobos, and/or south past South Ocean Beach). Local 
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knowledge indicates erosion is occurring in the area 
south of Ocean Beach, while sand accumulation is a problem 
in several areas along the north waterfront of San 
Francisco. It is therefore considered more likely that 
losses from Ocean Beach are passing Point Lobos and 
migrating into San Francisco Bay. 

TABLE 3: Sediment Budget for Ocean Beach, San Francisco 
(Annualized for Listed Time Periods) 

No. ITEM RANGE OF SAND VOLUME CHANGES 
(Thousands of Cubic Meters per Year) 

1929-1971 1971-1992 1929-1992 

Low High Low High Low High 

I VOLUME CHANGES 

1 
2 

Beach & Shoreface 
Dune Face (data from 1938) 

Net Volume Changes 

(7.3) 
0.0 
(7.3) 

(12.6) 

(3.1) 
(15.7) 

103.4 

0.0 
103.4 

175.9 
(10.9) 
164.9 

29.6 
0.0 

29.6 

50.2 

(5.7) 

44.5 

II SAND INPUT (LOSSES) 

3 
4 

Net Beach/Dune Nourishment (+) Mining (-) 

Wind Blown Loss to Inland 
Net Input (Losses) 

5.5 
0.0 

5.5 

9.1 
(23.7) 

(14.6) 

36.4 

0.0 
36.4 

36.4 
(7.3) 
29.1 

15.8 
0.0 

15.8 

18.2 
(18.2) 
0.0 

Subtotal (I - II) (12.7) (1.1) 67.0 135.8 13.8 44.5 

III 
6 
7 

IIII 

Estimated to Balance Budget 
Minimum Northward Transport Past Point Lobos 
Minimum Onshore Transport From San Francisco 

Subtotal 

(12.7) 

0.0 
(12.7) 

0 

(77.6) 

76.5 

(1.1) 

0 

(12.7) 
79.7 

67.0 

0 

(77.6) 
213.4 

135.8 

0 

(12.7) 
26.6 

13.8 

0 

(77.6) 
122.1 

44.5 

0 Total (1 - II - III) 

For 1971-1992, a net surplus of 6.7x10" to 1.4xl05 m3/yr 
(8xl04 to 1.8xl05 yd3/yr) is calculated, which is a 
significant change from the previous period.  This rate of 
input can only be explained by alongshore transport from 
the area south of Ocean beach, or onshore transport from 
the Bar.  However, only the onshore transport potential 
from the Bar changed markedly around 1971, due to the 
change in dredging practices. 

Postulated Rates to Balance Sediment Budget 
The third part (ill) of Table 3 shows one possible 
solution to the sediment budget. Assuming a range for 
onshore transport from the Bar during 1929-71 to be zero 
to 7.6xl04 m3/yr (lxlO5 yd3/yr), the loss due to alongshore 
transport past Point Lobos is calculated to be about the 
same as the input from the Bar. For the period 1971-92, 
the rate of alongshore transport past Point Lobos is 
assumed to be the same as for 1929-71.  The required 
onshore sand transport rate from the bar is then 
calculated to be 8xl04 to 2.1xl05 m3/yr (lxlO5 to 2.8xl05 

yd3/yr). 

Figure 10 presents the 1971-92 rates and postulated sand 
transport for the Ocean Beach, Golden Gate cell. The net 
alongshore transport rate at Ocean Beach is estimated to 
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be northward. The rate decreases with distance north, with 
sand accumulating in the beach and dunes. South of the 
base of the Bar, the net alongshore transport rate is 
unknown, but expected to be near zero. 

The sand that passes Point Lobos is believed to mostly 
continue alongshore through the Golden Gate.  Some is lost 
to maintenance dredging and dunes.  The remainder is 
speculated to return to Ocean Beach by ebb tide currents, 
probably diverting from shore at several locations.  Some 
or most of the sand is believed to migrate back to the 
San Francisco Bar prior to returning to Ocean Beach. 

These rates are presented as long-term, average annual 
rates that could be substantially different in any 
particular year.  Further study is needed, including 

i 
NORTH LONGSHORE  _   Ml 

80,000 to ZljMWO m*i/)JNI 

MJBO-^o 210,000 m" jfijt      \ ONSHORE 80.000 

NET TRANSPORT BY WAVES SHALL? 
DIRECTION UNKNOWI 

( m FEET ) 

Figure 10: Residual Sediment Transport at Ocean Beach 

recent Bar changes, sand transport and sediment budget in 
the Golden Gate area, and sand transport and sediment 
budget south of Ocean Beach to Pedro Point, Pacifica. 
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CHAPTER 209 

TWO TREATMENTS OF SHORE EROSION 
IN EXTREME FLOODS ON U.S. GREAT LAKES 

Robert J. Hallermeier1 

Abstract 

This investigation addresses empirical evidence on wave action and shore erosion 
during extreme floods on Great Lakes coasts. Historical information shows that 
record coastal floods on the Great Lakes usually involve moderately extreme storms 
during relatively brief intervals with overall lake level much above the long-term 
average. The 100-year flood on U.S. lakeshores appears most likely to be 
accompanied by coastal wave heights with recurrence interval of about: three years 
on the four upper Great Lakes; or one-half year on Lake Ontario. Shore changes 
during the 100-year flood seem susceptible only to a coarse statistical estimate 
because available studies reveal Great Lakes erosion to be extremely variable in onset 
and amount. Two simplified erosion treatments are outlined here, one applying 
average annual recession rate for a locality, and the second, an empirical relationship 
originally developed for seacoast storm effects. The latter treatment appears verified 
by evidence from a Lake Michigan study, and such estimates of episodic erosion cross 
section are much lower than for extreme events on U.S. seacoasts. 

INTRODUCTION 

Conclusions developed in the following material are intended for application in the 
U.S. National Flood Insurance Program (NFIP). The NFIP includes the generation of 
maps quantifying expected hazards for the local base flood, an event having average 
annual probability of one percent (or mean recurrence interval of 100 years). Suitable 
coastal assessments must take into account distinctive characteristics of extreme 
events along Great Lakes shores, reflecting the particular basin configurations along 
with the marked variations of mean water levels over long terms. 

To demonstrate the distinctive circumstances on the Great Lakes, Figure 1 displays 
annual mean water levels since 1860 for Lake Huron, with very large oscillations 
apparent but no clear trend during this century. That behavior strongly differs from 
the historical sea levels on the Atlantic ocean, where a rising trend is the most notable 
feature and other variations appear relatively minor. These signals indicate a 

1 Senior Coastal Scientist, METS Division, Dewberry & Davis, 8401 Arlington 
Boulevard, Fairfax, Virginia 22031-4666, U.S.A. 
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Figure 1. Annual mean water elevations on Lake Huron and Atlantic seacoast 

markedly different context exists for coastal processes and extreme floods on the 
Great Lakes, in comparison to seacoasts. 

Until recently, only stillwater inundation was considered in mapping coastal flood 
hazards for the Great Lakes, but documented flooding during the 1985-1987 highs 
clearly established the importance of additional wave effects. For NFIP treatments of 
U.S. Great Lakes shores, a full suite of methodologies for hazard assessment now 
addresses local stillwater flood elevations, shore erosion expected during the base 
flood, wave dimensions including growth or decay in coastal areas, and wave runup 
elevations at barriers to flooding. The U.S. Army Corps of Engineers (USACE) has 
documented conclusions on extreme local stillwater elevations from long-term 
records (USACE, 1988) and has provided a simplified treatment for wave runup at 
the most common types of shore barrier (USACE, 1989). This paper outlines the 
development of guidance on two other aspects of flood hazards: incident wave action 
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Figure 2. Pertinent data locations for Great Lakes investigations 

and resultant shore erosion expected to accompany a base flood on the Great Lakes. 
These topics are interrelated, since shore erosion from wave action with flood waters 
alters the crucial boundary condition for storm impacts, thus controlling magnitude 
and penetration of wave effects over flooded land. 

The following considerations are entirely empirical in basis, using best available 
information on recent extreme events. Quantitative analyses (Dewberry & Davis, 
1995) have examined storm wave heights, flood elevations, and erosion magnitudes 
documented at about 100 varied sites on the U.S. Great Lakes. The necessary order 
of treatment begins with wave conditions during floods and proceeds to erosion 
considerations. 

WAVE ACTION DURING FLOODS 

Wave conditions during record Great Lakes floods have been computed in the recent 
USACE hindcast covering 1956 to 1987 (e.g., Hubertz and others, 1991). That 
interval includes 20th-century highs in mean lake levels during 1973-1975 and 1985- 
1987, along with record instantaneous elevations at many water-level gauges. Before 
combining this disparate information on waves and water levels for extreme events at 
particular sites, it is appropriate to examine the reliability of wave hindcast results. 
Figure 2 provides a map locating important data sites. 

The USACE hindcast procedure applies measured winds at scattered land stations 
(Figure 2) to define wind fields over each lake, and then computes resultant wave 
action at many deep-water sites. Validation possibilities for hindcast computations 
are restricted to limited nearshore measurements and to several long-term buoy sites 
near the lake centers (Figure 2). The reported verifications of hindcast waves tend to 
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Figure 3. Hindcast versus measured extreme wave heights on four upper 
Great Lakes; separate lakes identified by initials used in plot. 

focus on overall distributions of parameters, consistent with a comprehensive long- 
term hindcast. However, the present application utilizes brief intervals of storm 
winds, surges and waves, so the hindcast reliability for such extreme conditions merits 
evaluation. This is in line with the caveat stated by Hubertz and others (1991): "It is 
recommended that separate studies be done for specific storms at specific sites for 
more detailed information." 

A convenient evaluation of the hindcast may be based on 35 extreme wave heights 
tabulated in a published summary of buoy data (Gilhousen and others, 1991). Those 
1979-1987 measurements pertain to eight buoy sites on the four upper Great Lakes, 
and include all tabulated wave heights among the extreme 1% at each site. Hindcast 
wave height for each case is taken as the highest value during the same wind episode 
at a nearby computation point. This present selection yields a fairly balanced sample 
of extreme conditions, with separate lakes identified by the initial used in plotting 
results on Figure 3. Measured wave heights in this sample are typically on the order 
of 4.5 m (or 15 feet). Comparison of hindcast and measured wave heights yields a 
correlation coefficient sufficient to confirm a linear relationship with certainty. 
However, the hindcast does not accurately reproduce these measured conditions, 
being 20% low typically and having an error band of ±20%. Part of the hindcast bias 
may be explained by a lower peak value with the three-hour hindcast interval versus 
hourly measurements, but the error band remains notable. That sizable random 
scatter of hindcast wave heights appears related to errors in interpolated winds at 
buoy sites, as shown in Figure 4 using measured windspeeds also tabulated for a 
typical 7 of the 35 cases (Gilhousen and others, 1991). 
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Figure 4. Relation of wave height and windspeed errors in Great Lakes hindcast. 

According to this modest but objective selection of storm events, there are 
considerable errors in the US ACE hindcast of extreme wave conditions on the Great 
Lakes. The data buoy sites may present a notable challenge for wave hindcasts, given 
relatively large separations from wind data locations. Hindcast results may generally 
be more reliable at nearshore sites, but appreciable variations in accuracy still seem 
likely in view of the scattered stations providing wind data. To apply US ACE 
hindcast information in assessing wave action accompanying extreme floods, it seems 
advisable to maximize the variety of sites and events considered together, aiming at a 
simplified conclusion with generic pertinence to Great Lakes shores. 

That program is carried out by considering in one group the record flood during 
1956-1987 at each of 32 water-level gauges (Figure 2), along with wave hindcast 
results at a nearby computation point for the same episode. To use evident measures 
of extremity, both peak measured water elevation and largest computed wave height 
for each event are converted into recurrence intervals from the type of results shown 
in semi-logarithmic form on Figure 5. There, purely exponential recurrence relations 
as straight lines are fully defined by the medians of monthly and yearly highs, plotted 
at recurrence intervals of two months and two years, respectively. Such simplified 
analysis provides the advantages of a direct basis in annual probability along with a 
recurrence estimate for any value; note that results for relatively common flood 
elevations relate smoothly on Figure 5 to reported USACE conclusions on extremes. 
This example of recurrence relations is remarkable because each line has nearly 
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Figure 5. Summaries of extreme effects on Lake Erie at Toledo, Ohio 

identical inclination. The inclination is representative of flood elevations on any of the 
Great Lakes except Lake Superior, where the line would tilt much less; for wave 
heights, the line has about the minimum inclination to be found on the Great Lakes, 
while water rises typically define a line with less inclination. 

Figure 6 presents a logarithmic cross-plot of recurrence measures for the 32 extreme 
events, again distinguishing the separate Great Lakes by initial. Measured flood 
elevations for these cases typically have recurrence intervals on the order of 50 to 100 
years. Immense scatter is evident among these results, in part reflecting the notable 
errors possible in hindcast wave heights and those recurrence intervals. The ± 20% 
estimate based on Figure 3 converts to various sizable ranges in recurrence intervals 
for wave heights here, depending strongly on the hindcast result and the local 
recurrence relation; a usual error bar for representative results extends over a factor 
often. However, a very wide range in wave extremity certainly can be associated 
with a given flood elevation on the Great Lakes, considering that significant variables 
include mean lake level and lake seiches, in addition to storm winds. 

From close inspection of available evidence, floods on Lake Ontario differ from 
effects on the four upper lakes in always being associated with very common hindcast 
wave conditions; in contrast, notably extreme waves occasionally occur during many 
floods on the other Great Lakes. Deleting the Lake Ontario floods in Figure 6, 
remaining results yield a sizable positive correlation between recurrence intervals for 
wave height and flood elevation. The regression result shown in Figure 6 has 
statistical significance at the 5% level (but not the 1% level; Sachs, 1984), and 
indicates wave height recurrence of about 1 year for the 100-year or base flood. 
Since the correlation has limited significance, this evidence may also be examined 
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without regard to trend: the most common condition with these record floods is 
about a 2-year wave height, according to the band of results in that vicinity. Such 
wave conditions occur during events from mid-November through mid-April, when 
storm winds can overwhelm the seasonal water levels least conducive to flooding. 
Taking into account the hindcast bias, these considerations indicate a prudent 
conclusion to be that a 3-year wave condition (as defined here by an exponential 
recurrence relation) accompanies the base flood at typical U.S. shore sites on Lake 
Erie, Huron, Michigan, or Superior. 

Hourly water-level measurements demonstrate that lake seiches rather than storm 
surges are dominant in extreme flood elevations on the U.S. shore of Lake Ontario. 
There, the large seasonal excursion of mean lake level enhances flooding during the 
usual May-July high, when onshore storm winds rarely occur. An appropriate 
conclusion is found to be that wave height with a Vi-year recurrence interval 
accompanies the base flood on U.S. shores of Lake Ontario. 

Present conclusions must be recognized as highly generic regarding the likely wave 
action during extreme floods on the Great Lakes, and as somewhat tailored for 
routine NFIP application. Additional analysis or historical evidence may provide 
more appropriate estimates for specific shore sites. 

EROSION EFFECTS AND TREATMENTS 

Detailed measurements of shore changes pinpoint the apparent complexity of Great 
Lakes effects over space and time. A striking attribute is erosion variability over all 
but the longest terms, so that coastal changes during extreme conditions seem 
coherent only in a statistical sense over appreciable shore reaches. Many factors can 
be important in Great Lakes erosion processes, but the characteristic result appears to 
be quite intermittent progress in the fall and removal of dune or bluff sediments, 
yielding a markedly slowed or interrupted replica of typical seacoast storm effects. 
This discussion will address just a few erosion studies on sandy coasts of Lake 
Michigan, considered representative for various erodible lakeshores. 

Two intensive studies, Hands (1979) and Birkemeier (1981), documented erosion 
along the eastern shore of Lake Michigan during the 1964-1973 interval when the 
increase in mean lake level was about 1.5 meters. Hands (1979) reported shoreline 
positions at irregular time intervals of a year or more, for a total of 30 transects 
spanning about 50 km near Pentwater, Michigan. Alongshore variability of retreat 
rate was extreme as lake level generally rose over 8 years, but the average or median 
rates over available transects were rather steady in time, regardless of mean lake level 
or storm climate variations. Those findings do not appear sensitive to the spatial or 
temporal frequency of measurements, or a later study area extension. As lake level 
declined over the last study year, shore accretion typically reversed about two years 
of retreat. The basic results might be summarized as indicating a lagging response to 
the increasing erosive stress with rising water, but only in an overall sense; changes on 
individual transects appear too variable in time for simple interpretation. 

In the other study, Birkemeier (1981) summarized survey results at four-week 
intervals during 1970-1974, for 17 profiles roughly 20 km apart. Shore erosion 
appeared somewhat random in time and location: various numbers of profiles showed 
bluff or terrace retreat in greatly varying amounts over separate intervals. However, 
erosion was also clearly seasonal, in phase with the annual storm cycle but not with 
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Figure 7. Bluff recessions during 1970-1974 on 17 Lake Michigan profiles. 

the lake level cycle. Through the complete study term, changes accruing through 
sporadic episodes disclose some orderly variation over the entire data set: total 
recessions on individual profiles conform to a normal probability distribution with 
sizable dispersion, as shown in Figure 7. With no clear geographical trends, nor much 
correlation between adjacent profiles, the effectively random scatter of recorded 
erosion seems to result from the interplay of many independent factors, with 
insufficient time to develop an equilibrium response. 

Even long-term changes on the Great Lakes can require careful interpretation due to 
the dependence of shore erosion on mean lake level, as revealed by results from two 
recent studies of Lake County, Illinois. Jibson and others (1994) addressed rates and 
processes of bluff erosion based on measurements for 1872-1937 and 1937-1987. 
Average retreat rate over the region showed no significant difference for the two 
periods, during which mean lake level or precipitation was nearly identical. However, 
Chrzastowski and others (1993) studied the same shore reach and timespan, but with 
three intervals isolating sizable elevation differences for Lake Michigan. Documented 
results reveal significant correlations between the mean lake level and representative 
movements of sandy shoreline or coastal bluff top, as demonstrated in Figure 8. 
Since differences from the long-term mean can be larger over briefer intervals, mean 
lake levels apparently contribute to sizable departures from an average erosion rate. 

With this brief outline of factors and variabilities in Great Lakes erosion, it seems 
clear that statistical viewpoints can most conveniently provide useful summaries or 
projections. In turn, projections for short-term or storm erosion may be expected to 
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Figure 8. Representative erosion rates versus mean Lake Michigan levels. 

attain only order-of-magnitude agreement with actual effects, but suitable procedures 
for erosion estimates might be rather simplified or generalized in basic character. 
Two treatments outlined here apply either average local recession rate, or storm 
erosion quantities from a generic database, the two evident alternatives. The 
independent treatments take into account distinctive attributes of the Great Lakes. 

The first alternative applies the local value of A, average annual rate of shore 
recession over a long term. This development presumes available topography to be 
defined during usual lake levels, and addresses cumulative erosion until the base flood 
is likely to be encountered. As mean lake level rises to highs conducive for the base 
flood, shore recession is more rapid than the long-term average, and described as a 
rate of (2.5 A). If that rate occurs over about one-third of a long term, it implies that 
(0.25 A) is characteristic otherwise, and such a range of values appears appropriate 
according to available Great Lakes studies. Projected erosion before the base flood 
equals the accelerated rate times an expected waiting time of 4.8 years with high lake 
levels. That waiting time is supported by the normal probability distribution defined 
by data in Figure 9: actual intervals of high lake level before the record flood during 
1972-1987, at 31 gauges on the four upper lakes. Given the notable storm waves 
likely to accompany an extreme flood on the four upper lakes, the additional 
allowance of (3 A) for storm erosion in the base flood appears appropriate. These 
considerations yield (15 A) as projected site erosion on Lake Erie, Huron, Michigan, 
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Figure 9. Waiting times for record floods at 31 sites on four upper Great Lakes, 
after onset of monthly mean levels higher than long-term mean. 

or Superior; and (12A) on Lake Ontario. These recession distances describe a 
parallel retreat of the shore profile from the reference feature to which A pertains. 

Such treatment seems relatively straightforward, but the result does not appear 
validated by measured Lake Michigan erosion reported by Birkemeier (1981). On 17 
profiles in nine separate Michigan counties, total recessions over 4.3 years of high 
lake level show essentially no correlation with average long-term recession rates 
documented for the individual counties. Although no extreme flood occurred within 
the study area over this term, cumulative recessions make the present estimation 
method seem of dubious usefulness. This might be caused by the multiplication of 
two very uncertain quantities, in regard to short-term applicability at specific sites. 

The second alternative considers only the storm effects likely to be associated with 
the base flood, using an empirical relationship for expected erosion in duneface retreat 
on U.S. Atlantic and Gulf coasts (Hallermeier and Rhodes, 1988). The relationship 
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expresses eroded cross section above flood elevation in terms of recurrence interval 
for the flood, amounting to 50 m2 erosion in a 100-year event: 

Erosion [m2] = 8 (Recurrence Interval [yr])0,4 (1) 

This erosion treatment has proved to be suitable for NFIP applications in defining 
coastal flood hazards, and has been validated by effects recorded in more recent 
extreme events (e.g., Wolf and others, 1993). 

Along U.S. seacoasts, wave condition and flood elevation generally may be expected 
to have comparable recurrence intervals for most episodes in a sizable sample of 
extreme events, but that is not the case for the base flood on the Great Lakes, as 
established by Figure 6. This application therefore employs a blend of individual 
erosion estimates for the wave and flood recurrences, using the geometric mean of 
cross sections defined by the basic relationship in Equation (1). Resultant erosion for 
the base flood, with a Vi-year wave condition on Lake Ontario and a 3-year wave 
condition on the four upper lakes, is estimated as: 17 m2 for Lake Ontario sites; and 
25 m2 on Lake Erie, Huron, Michigan, or Superior. These quantities are taken to be 
eroded amounts above local 100-year stillwater elevation. 

Results from this erosion treatment appear consistent with storm erosion quantities 
documented in the Lake Michigan study by Birkemeier (1981). Erosion was recorded 
on a majority of the 17 profiles only during two intervals, covering notable storms in 
mid-December 1971 and in mid-March 1973. As defined by US ACE hindcast wave 
heights and measured water elevations: the 1971 storm had Vi-year waves and a 
1-year flood, giving an erosion estimate of 7 m2; and the 1973 storm combined 4-year 
waves and a 1 '/2-year flood, for an erosion estimate of 11 m2. Average bluff cross 
sections removed on the eroding profiles in those events were 8 m2 during December 
1971 (for 10 profiles) and IOV2 m during March 1973 (11 profiles). The quantitative 
agreement of estimates with representative erosion magnitudes in these cases provides 
appreciable validation of the present viewpoint, since base flood estimates for the 
Great Lakes lie between these amounts and many documented seacoast episodes. 
However, serious uncertainties in predicting the onset and amount of short-term 
erosion at Great Lakes sites remain worth emphasizing. 

CONCLUSIONS 

Empirical evidence provides an extensive basis for simplified summaries of the wave 
action and erosion expected to accompany the base flood on U.S. shores. Lake 
Ontario sites may be expected to experience wave heights having recurrence interval 
of Vz year and eroded cross section of 17 m2 above flood elevation. Wave heights 
having recurrence interval of 3 years and erosion of 25 m2 are projected for sites on 
Lake Erie, Huron, Michigan, or Superior. These results pertain only to storm- 
induced flood episodes, and are intended for routine application in flood hazard 
assessments within the National Flood Insurance Program. 
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CHAPTER 210 

LONG-TERM BEACH RESPONSE TO SHORE STABILIZATION 
STRUCTURES ON THE OREGON COAST 

G.E. Hearon1 

W.G. McDougal2 

P.D. Komar3 

ABSTRACT 

Increased development along the Oregon coast has led to heightened concern 
over beach erosion. As a result, more shore stabilization structures have been 
erected in recent years. A long-term field monitoring program, involving seven 
typical structures located on the central Oregon coast, was initiated in the spring of 
1986 to quantify the effects of shore stabilization structures on the surrounding 
beach and adjacent properties. All structures are rip-rap revetments or seawalls. 
Volumetric changes of the subaerial beach at each site were examined at scales 
ranging from the entire beach surrounding the structure to the beach in the 
immediate vicinity of the structure. When the data coverage and site geometry 
permitted, a far field control section was utilized to compare the volumetric response 
of a portion of beach relatively uninfluenced by the presence of the structure with 
that of the beach on the two structure flanks. Measurements are presented for the 
seven structures over the observation period of ten years to document the long-term 
effects the structures are having on the fronting beach and adjacent unprotected 
properties. Ten years of monitoring has revealed that the structures at these seven 
sites are having no adverse impacts on the surrounding beach or adjacent properties. 
This can be attributed to the limited amount of wave attack that the structures have 
experienced. The structures are built high on the profile, and experience wave attack 
only during the most severe storms. 
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2 Professor, Civil Engineering Department, Oregon State University, Corvallis, OR 97331, USA 
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INTRODUCTION 

The structures selected for the monitoring program are located between 
Neskowin and Florence; spanning a distance of nearly 100 miles of the central 
Oregon coast. Structures were selected in locations such that the number of factors 
that could affect the long-term beach change were reduced primarily to the structure 
itself. As a result, the majority of the structures were chosen such that there were no 
headlands, jetties, or river mouths in the immediate vicinity, and the adjacent 
properties were unprotected for at least three structures lengths on either side of the 
structure. The structures are backed by dunes, sea cliffs, or bluffs; all common 
coastal environments in Oregon.   Table 1 shows the characteristics and site codes 

Table 1 Site and Structure Characteristics 

Site Site Code Structure Type D50(mm) Length (m) 
Pacific Sands Motel PSM Timber Seawall 0.30 70 
Gleneden GE Rip-Rap Revetment 0.53 40 
Pacific Palisades PP Rip-Rap Revetment 0.31 300 
Pacific Shores PS Rip-Rap Revetment 0.20 20 
C&L Ranch CL Rip-Rap Revetment 0.20 25 
San Marine SM Rip-Rap Revetment 0.22 150 
Driftwood Shores DS Rip-Rap Revetment 0.21 30 

(abbreviations) of the seven sites selected for the field monitoring program. The 
study was initiated to aid the Oregon State Parks Division and DLCD, which 
regulates the construction of coastal structures in their permit review process. 

DATA COLLECTION 

Field data, in the form of multiple beach profiles, were collected 
intermittently from the fall of 1986 to 1990, and resumed in the winter of 1995. On 
average, the database contains fifteen surveys per site. An effort was made to obtain 
at least a winter and summer survey for each year. Numerous transects were 
measured with an EDM in order to monitor the topography of the beach surrounding 
each structure. Weather permitting, the surveys provided coverage at least five 
structure lengths on either side of the structure, and seaward to the swash zone. 
Transects were spaced on the order of 20 m to 30 m on planar beaches with little 
three-dimensionality in the longshore direction. For more three-dimensional beaches 
displaying cusps, transects were spaced accordingly to achieve an accurate 
representation of the beach. 
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ANALYSIS METHODS 

The beach profile data were analyzed using contour plots, surface plots, 
contour of difference plots, and results from sand volume calculations. The profile 
data were interpolated to a uniformly spaced rectangular grid using MatLab codes, 
from which the plots and sand volume calculations were generated. To obtain the 
maximum use from the gridded data and explore all aspects of the structures effect 
on the surrounding beach, several scales were examined. A large scale (Scale I) was 
examined by considering the largest common area of beach covered in the field 
monitoring program. To reduce seasonal contamination and noise in the analysis, a 
intermediate scale (Scale II) was employed, defined as two structure lengths to either 
side of the structure and one structure length seaward. Finally, to concentrate on 
effects in the immediate vicinity of the structure, a scale consisting of the two 
structure flanks and beach immediately fronting the structure (Scale III) was 
examined. Each scale was divided into three sections; north, center, and south. 
When possible, the north and south survey sections were defined with the same 
sizes, thereby allowing a direct comparison between the two sections. 

This approach was used primarily for analyzing the changes in sand volume. 
The volume of sand on the beach was calculated in reference to the 1929 NGVD 
mean sea level. Volumetric response, or the magnitude to which the sand volume is 
changing due to erosion and accretion events, was examined with the results of the 
volumetric calculations. The flanks on either side of the structure are typically 
considered the most susceptible to erosion; therefore, the sand volume of the north 
and south flanks, and the volumetric changes of the sand at these flanks over the 
observation period were of particular interest. Comparison of the sand volumes at 
these flanks with a far field control section, relatively uninfluenced by the presence 
of the structure, was an important analysis tool. The far field section provides a 
baseline to which volumetric responses close to the structure can be compared. The 
location of the far field section was always taken at the same distance from the bluff 
and defined with the same plan area as the flank section. 

Contour and surface plots provide a means to observe seasonal changes at the 
sites, such as profile slope or formation of a berm or rip current embayment, as well 
as an indication of how the beach changes or adjusts in the vicinity of the structure. 
Figure 1 shows a contour and surface plot from Gleneden, obtained in June 1989. 
Contour of difference plots were used to show the specific areas of erosion and 
accretion between two sequential sets of beach profile data. They are useful in 
determining the degree to which the beach in the vicinity of the structure was 
responding to erosion and accretion events. Used in conjunction, this array of tools, 
contour and surface plots, contour of difference plots, and sand volume calculations, 
provide a detailed account of the long-term changes at the sites. 
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Figure 1 Contour and Surface Plot for Gleneden, June 1989 

RESULTS 

Analyses were undertaken by examining the contour and surface plots and 
the sand volume calculations for each site at of the aforementioned scales. One site 
will be analyzed in greater detail to illustrate the methodology and techniques used 
throughout the study to derive conclusions for all seven sites. A complete analysis 
of all sites is given in Hearon (1995) and Sturtevant (1987). Data for the remaining 
six sites will be presented in two forms, the volume of sand at Scale I over the 
observation period, and the results of the far field baseline comparison. Research 
has shown that the structure flanks are susceptible to erosion, therefore the results of 
the far field comparison are an effective indicator of structure induced impacts. The 
far field comparison data will be displayed in a normalized form, the volume of sand 
at the structure flank divided by the volume of sand in the far field control section 
(Vfiani/Vfar field)- It is stressed that conclusions for each of the sites were derived by 
utilizing all analysis tools discussed in the previous section, and not solely from the 
data presented herein. 

C&L Ranch (CL) 

C&L Ranch provides an excellent open coast site. The structure is a 25-m 
long rubble mound revetment that protects and stabilizes the backing bluff. There are 
no headlands, jetties or river mouths in the vicinity. The bluff is shore parallel and 
unprotected for several structure lengths to either side.  The land slide potential of 
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the bluff is high. Evidence of several recent localized slides was observed during the 
1995 data collection. Aerial photographs indicate that the beach and bluff line at 
C&L Ranch has changed little from 1965 to 1983. 

The complete series of contour and surface plots indicates that the beach at 
C&L Ranch is very flat and planar throughout the year, exhibiting very little three- 
dimensionality. A summer berm was not observed in any of the surveys. The flat, 
dissipative beach at C&L Ranch is common on the central Oregon coast. A slight 
increase in sand elevation in the vicinity of the structure was observed in the 
majority of the contour and surface plots. The increased sand elevation was 
generally at the beach face junction of the flanks or at the seaward corners of the 
structure. The increased sand elevation at the seaward corners would generally 
extend several meters seaward of the structure. However, it cannot be concluded 
from this slight increase in sand elevation that the structure was retaining sand in its 
vicinity. 

Figure 2 shows the volumetric responses of the north, south, and center 
sections for Scale I. The north and south sides of the structure are of equal area, but 
the center section is not of comparable size. The three sections all responded 
similarly to each other and to the total volumetric of Scale I shown in Figure 3. It 
appears as though the beach on the north side of the structure responded less 
sensitively to major erosion and accretion events than the beach on the south side of 
the structure. Similar to the total volumetric response of Scale I, all three sections of 
beach shown in Figure 2 displayed a balanced volumetric response fluctuating 
seasonally about a nearly constant mean and experienced a negligible net change in 
sand volume over the observation period. The volumetric response at Scale II was 
nearly identical to that of Scale I, showing seasonal fluctuation about a nearly 
constant mean. 

15000 
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Figure 2 C&L Ranch Section Sand Volumes, Scale I 
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Figure 3 Total Sand Volumes at Each Site, Scale I 

Far field sections were used both to the north and south of the structure. 
Figure 4 shows the comparison of the north far field and the north flank of the 
structure. The volumetric responses of the two areas were remarkably similar. The 
sensitivity to erosion and accretion events was approximately the same for both the 
north flank and the north far field. The north flank experienced a slight net gain in 
sand volume over the observation period, whereas the north far field section 
experienced a slight net loss. As Figure 5 indicates, the volumetric response of the 
south far field and the south flank of the structure were reasonably similar. The 
south far field section appeared too be slightly more sensitive to erosion and 
accretion events than the south flank. Both far field and the flank experienced a 
moderate net loss in sand volume over the observation period. Each of the structure 
flanks and corresponding far field volumes displayed a balanced volumetric response 
and negligible net change in sand volume over the ten year period. 

The beach at C&L Ranch was very stable. The volumetric response of the 
beach followed a pattern of fluctuation between summer accretion and winter 
erosion. Erosion events were followed by periods of comparable recovery. The 
volumetric response of the beach was very similar for Scale I and Scale II, indicating 
the absence of seasonal features such as berms. The far field baseline comparison 
indicated that the structure flanks are responding similarly to the beach uninfluenced 
by the structures presence. The south flank appeared to be more stable than the 
south far field, and the north flank experienced a net gain in sand volume over the 
observation period, whereas both far field sections experienced a slight net loss. 
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Figure 4 C&L Ranch North Far Field Comparison 
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Figure 5 C&L Ranch South Far Field Comparison 

Pacific Sands Motel (PSM) 

Pacific Sands Motel, located in Neskowin, is the northern most site 
considered in this study. The structure is a timber seawall fronting the Pacific Sands 
Motel. The seawall is constructed of railroad ties with limited steel lateral supports 
and a 4 cm x 25 cm timber cap. The upper portion of the beach is characterized by 
low dunes with non-continuous low bluffs to the south of the structure. Proposal 
Rock, located to the south of the structure, is the predominate morphological feature 
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in the area. Evidence suggests that Proposal Rock has a considerable influence on 
the beach processes at the site, mainly in the formation of a rip current embayment. 
Concentrated foot traffic at the north end of the seawall results in lower a local dune 
elevation and sparse vegetation at the foot path, making it difficult to separate 
structure induced flank erosion from foot traffic induced erosion. Aerial 
photographs for Pacific Sands Motel show that the coastline has not changed much 
since the mid-1960's. 

Examination of the contour and surface plots reveal that during the summer, 
generally May through September, when the beaches are subjected to low wave 
energy, the beach at PSM is characterized by a well defined berm and cusps. The 
berm is often altered by a rip current embayment formed by the presence of Proposal 
Rock. During periods of high wave energy, typically November through April, the 
beach becomes very flat in order to dissipate the increased wave energy. The 
seawall and dunes are most susceptible to wave attack during these periods. 

Figure 3 gives the results of the sand volume calculations for Scale I. Profile 
data for January 1989 and February 1988 were not used in the Scale I calculations 
due to insufficient range of coverage. The volume of sand fluctuates between winter 
lows and summer highs about a slightly increasing mean. The beach experiences a 
sizable net gain in sand volume over the observation period. The volumetric 
response of Scale II was very similar to that of Scale I. 

Comparison of the volume of sand at the structure flanks with far field 
control sections, in plots similar to Figures 4 and 5, indicates that the flanks 
responded less sensitively to seasonal erosion and accretion. This data is presented 
in a normalized form in Figures 6 and 7. The north flank contained a greater volume 
of sand than the far field section throughout the observation period. A portion of the 
north far field control section is located landward of the mean dune line. The dune 
line tends to migrate seasonally, and at the time of the April 1988 survey the dune 
line had receded several meters. This results in the +2.40 spike in the Vn/V„ff data 
indicating a much larger volume at the north flank in comparison to the north far 
field. As shown in Figure 7, the volume of sand at the south flank deviates only 
slightly from that of the south far field. Sand volumes at the south flank are greater 
than those of the south far field section over the vast majority of the observation 
period. The results of the far field baseline comparison indicate that the structure 
flanks appear to be more stable than far field control sections partially because the 
seawall tends to stabilize the position of the dune line at its flanks. Overall, the 
south side of the structure was very stable, and although the north side occasionally 
underwent large volumetric changes, it was fairly stable over the long-term. 

Gleneden (GE) 

The Gleneden site is located in the town of Gleneden. The structure is a 
rubble mound revetment approximately 40 m long. The beach is backed by bluffs 
approximately 10 m in height. The revetment has two well defined flanks as the 
structure extends several meters from the bluff. This site provides a good open coast 
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scenario, as the beach extends several miles in either direction without any 
significant obstructions. A beach access is located approximately 90 m to the south 
of the structure. A cut, several meters in width, was excavated through a low section 
of the bluff and partially paved to create this access. The access is significant to the 
site because a great deal of the storm water runoff from the neighborhood is 
discharged onto the beach at this point. Depending on the time of year, high flows 
associated with this runoff scour a creek through the beach face. A considerable 
volume of sand can be removed through this hydrologic process. Aerial photographs 
of Gleneden indicate that the coastline has changed little from 1963 to 1983. 

The beach at Gleneden is characterized by a well defined berm and cusps in 
the low wave energy summer months (Komar and McDougal, 1988). A berm of 
some magnitude usually formed in the early spring and remained until October, 
however, a slight berm was often present through most of the year. A dominant 
reflective profile at Gleneden can be partially attributed to the presence of coarser 
sands on the beach (Shih and Komar, 1994). 

The results of the sand volume calculations for Scale I are given in Figure 3. 
Profile data from January 1989 were not incorporated into the Scale I analysis due to 
lack of data range in the cross-shore direction. The volumetric response of the beach 
in Scale I shows the typical pattern of winter erosion followed by summer accretion 
or recovery. A sizable net loss in sand volume over the observation period had 
occurred primarily as a result of the severe erosion in May 1996. Recovery from 
this erosion event indicated from the July 1996 volume was significant, however, 
this data point probably does not represent full recovery. Oregon experienced a late 
summer in 1996, and beaches commonly experience accretion well into October. 

Due to the drainage area located to the south of the structure, only a north far 
field control section was utilized for the baseline comparison. Normalized far field 
comparison data shown in Figures 6 and 7 indicate that the sand volume at the flanks 
was similar to that of the north far field section throughout the observation period. 
On average, both the north and south flanks of the structure contained greater 
volumes than the far field section. During the most severe erosion event recorded 
over the ten year monitoring period, May 1996, both flanks retained over 10% more 
sand than the north far field section. This is an indication that the flanks are more 
stable than the far field control section, and appear to be less sensitive to seasonal 
fluctuations. Although the beach at Scale I and the far field control section 
experienced significant net losses in sand volume, the north and south flanks of the 
structure were not impacted as severely by comparison. The north flank actually 
recorded a slight net gain in sand volume. 

Pacific Palisades (PP) 

Pacific Palisades is located just south of Lincoln Beach. The site is on the 
north side of Fishing Rock, a rocky point of land jutting out approximately 150 m 
into the ocean. Fishing Rock is not considered a littoral cell boundary, but it does 
inhibit longshore sediment transport and has a substantial effect on the beach 



SHORE STABILIZATION STRUCTURES 2727 

processes at the site. The bluff line north of Fishing Rock forms a crescent shape, 
indicative of a hooked beach. A rubble mound revetment follows the curve in the 
bluff for approximately 300 m. The rubble blends into the bluff face and there are 
no discernible flanks on either end of the structure. The south end of the structure 
essentially extends to the base of Fishing Rock. The analysis of Pacific Palisades 
was limited to investigations of Scale I and Scale II. A far field investigation was 
not feasible considering the crescent shaped backing bluff and the lack of 
identifiable flanks. Aerial photographs indicate relatively little change in the 
coastline from 1962 to 1983. 
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Figure 7 Normalized South Far Field Comparison 

When the beach at Pacific Palisades was subjected to low energy waves, 
usually May through October, the beach was typified by a well defined berm, cusps, 
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and a rip current embayment. The rip current embayment, present throughout most 
of the year, was most likely caused by Fishing Rock. The sand volume of the beach 
at Scale I, shown in Figure 3, fluctuates seasonally about a nearly constant mean. 
The beach experienced a slight net gain in sand volume over the observation period. 

Pacific Shores (PS) 

Pacific Shores is a sea cliff backed site located approximately three miles 
south of Newport. The dominant morphological feature at the site is a section of the 
sea cliff that protrudes further seaward than the adjacent cliffs on either side. This 
protruding section of cliff, which is probably subjected to wave attach on a regular 
basis, is composed of an erosion resistant material. The cliff line south of the 
protrusion, where the structure is located, forms a crescent shape similar to that of 
Pacific Palisades. The original structure selected for the field monitoring program 
was a rubble mound revetment measuring approximately 20 m in length. However, 
since the initiation of the study in 1986, a new 140 m long rubble mound revetment 
has been constructed immediately north of the original structure. The newer 
structure was probably built in response to localized land slides which occur at the 
site. The two structures were not joined together, thus leaving a 15 m gap of 
unprotected sea cliff between them. The addition of this enormous new structure 
during the observation period and in such close proximity to the original, smaller, 
structure made for a complicated analysis. Aerial photographs show that parts of the 
southern portion of the protruding cliff have been eroded since 1965. It is also 
possible that parts of the cliff were removed as part of the construction of the newer 
structure. 

The complete chronology of contour and surface plots suggests the beach at 
Pacific Shores was very flat and planar throughout the year. A summer berm was 
not present, and there was no evidence of a rip current in any of the surveys. The 
contour plots did not indicate a trend of sand accumulating in front of any part of the 
structure. The volumetric response of the beach at Scale I, shown in Figure 3, 
followed a typical pattern of summer accretion and winter erosion, with the 
exception of 1989 when the beach experienced a prolonged period of accretion. Ten 
years of monitoring yielded a negligible net change in sand volume. A far field 
comparison was not feasible due to the addition of the new structure and the 
geometric nature of the backing bluff. 

San Marine (SM) 

San Marine is located between Walport and Yachats. The beach is backed by 
a low bluff, which is very irregular, containing several indentations and moderately 
protruding areas along a lengthy front. These are rather small scale features on the 
bluff, which is essentially shore parallel. The structure is a rubble mound revetment 
that measures approximately 150 m in length. The bluff line position is several 
meters further seaward at the structure.   The bluff appears to be fairly stable with 
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respect to slides. Aerial photographs for San Marine indicate that the coastline and 
the bluff were remarkably stable from 1962 to 1983. Several of the unique and 
irregular features in the bluff, which is composed of an erodable material, are present 
in both the 1965 and 1983 photos. This suggests that waves seldom reach the bluff 
line. 

The beach at San Marine was very flat and dissipative throughout the year. 
The majority of the Scale I contour and surface plots indicate a slight rise in 
elevation near the structure flanks. This slight rise may be attributed to the fact that 
the bluff is recessed several meters on either side of the structure. 

Seasonal fluctuations about a slightly increasing mean are apparent in the 
volumetric response of the beach at Scale I, Figure 3. The beach at San Marine 
experienced a considerable net gain in total sand volume over the observation period. 
This can be attributed to significant recovery following the winter erosion events. 

Far field control sections were defined both to the north and south of the 
structure. Normalized results of the far field comparison, shown in Figures 6 and 7, 
indicate that the volume of sand at the north flank deviates little from the volume of 
sand at the far field control section. A trend a increasing volume in the south flank 
in comparison to the south far field is apparent in Figure 7. This trend can be 
attributed to a volumetric response about an increasing mean for the south flank, and 
a volumetric response about a nearly constant mean for the south far field section. 
Volumes for both the north flank and the north far field section fluctuated about an 
increasing mean. A gain in net volume over the observation period and the stability 
of the bluff indicated in the aerial photos suggest that the structure is having no 
adverse affect on the surrounding beach or adjacent properties. 

Driftwood Shores (DS) 

Driftwood Shores, the southern most site included in this study, is located at 
Heceta Beach just north of Florence. The structure is a low rubble mound revetment 
measuring approximately 30 m in length. There are large dunes to the south of the 
structure and the area north of the structure is more similar to low hills with heavy 
vegetation than dunes. The structure is located at a low point in the dune. The 
backshore area behind the dune is actually lower than the structure and many parts of 
the upper profile. A house is situated several meters behind the structure. The house 
is not built in the backshore depression, but is very low relative to the other houses 
in the vicinity. 

The beach exhibits a great deal of local three-dimensionality. The small 
scale three-dimensionality of the upper portions of the beach appears to be aeolian 
dominated. The complete chronology of contour and surface plots indicates that the 
beach was reasonably flat and dissipative during much of the year. The dunes to the 
south were evident in several of the surveys, but absent in the majority. It was likely 
that the dunes migrated back and forth in the cross-shore direction during the 
observation period.   There were no typical summer profile features evident in the 
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contour and surface plots, although it was generally in the summer months when the 
south dunes were present in the contour and surface plots. 

The volumetric response of the beach at Scale I, contained in Figure 3, shows 
seasonal fluctuation about an increasing mean, and a dramatic net increase in sand 
volume over the observation period. Driftwood shores was the only site which 
experienced accretion during the May 1996 period. The beach appeared to be 
gaining sand volume during the active portion of the study, 1986 through 1990, but 
the most substantial net gain in sand volume occurred between 1990 and 1996. 
Results from plots similar to Figures 4 and 5 show that the flanks responded nearly 
identical to the far field section over the ten year period. As indicated in Figures 6 
and 7, the flank volumes deviated little from the respective far field volumes 
throughout the study. Similar to the volumetric response at Scale I, both flanks 
experienced a considerable net gain in sand volume. 

CONCLUSIONS 

All seven sites on the Oregon coast behaved in a similar manner. The 
volumetric response of the beach at each of the sites fluctuated seasonally between 
low sand volumes in the winter and higher sand volumes in the summer. 
Considerable recovery following periods of erosion resulted in net gains in sand 
volume over the observation period at Scale I for three sites (PSM, PP, DS), 
negligible changes at three site (PS,CL, SM), and a significant net loss in sand 
volume at only one site (GE). 

The structure flanks at each site, including Gleneden, were stable over the 
observation period.. Sand volumes at the structure flanks deviated little from those 
of the far field control sections used in the baseline comparison. The average 
Vfiani/Vfar field value for all seven sites, regardless of north or south flank, was 1.094 
with a coefficient of variance of 0.102. This indicates that the structure flanks were 
retaining greater volumes of sand over the observation period than the far field 
control sections. In general, the structure flanks experienced negligible net changes 
in sand volumes, and often slight net gains in sand volume over the observation 
period. 

There were no significant negative effects caused by the structures at any of 
the seven sites. This can be attributed to the lack of wave attack that these structures 
experience (Ruggiero et. al., 1997) The structures were built high on the profile 
against the base of the bluff or dune. Each site has a wide buffer beach fronting the 
structure which dissipates the high wave energy found on the Oregon coast and 
prevents waves from reaching the structure or bluff except during the most severe 
storms. The structures tend to serve as bluff retention and stabilization structures as 
much as shore protection structures. Structures built against bluffs appear to be 
doing an excellent job supporting the bluff and preventing landslides, which can be 
brought about by undercutting of the bluff or cliff by wave action, but many other 
non-beach process related factors are also recognized (Komar and Shih, 1994). 
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When examining the long-term effects of seawalls on beaches, the analysis must be 
site specific. Susceptibly to wave attack should be considered when permitting or 
building a shore stabilization structure on the central Oregon coast. 
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CHAPTER 211 

Profile Volumes as a Measure of Erosion Vulnerability 

Timothy W. Kana, Ph.D.,1 and Ram Krishna Mohan, Ph.D., P.E.2 

ABSTRACT 

Profile volumes provide an indication of the condition of barrier islands and beaches. 
While site specific, they can be used along any littoral shoreline as a measure of the 
relative "health" of one section compared with another. Assuming shorelines develop 
an equilibrium profile around which the beach cycle and cross shore changes occur, 
profile volumes integrate small scale perturbations and provide a target sediment 
volume for the site between reference contours. Profile volumes may be considered 
for various parts of the profile as follows: 

• Dune volume above storm surge levels (after FEMA) as a measure 
of the reservoir of sand required to prevent over topping. 

• Mean sea level (MSL) barrier cross-section — the section that must 
be fully scoured to produce a full breach channel. 

• Inner beach profile — the section that represents the condition of the 
recreational beach. 

• Inshore profile — the section that represents the core "base" of the 
barrier island. 

By comparing versions of these sections from site to site, especially where there have 
been known breaches and variations in beach erosion rates it is possible to develop 
systematic criteria for the health of the shoreline in question. Profile volumes provide 
a straight-forward technique for diagnosing barrier erosion problems. A case study 
from Westhampton Beach and Fire Island (New York) illustrate the application. 

1 Senior scientist, CSE-Baird, A Division of W.F. Baird & Associates, Ltd., PO Box 8056 
Columbia SC  29202 

2 Senior engineer, Gahagan & Bryant Associates, 9008-O Yellow Brick Road, Baltimore, MD 
21237 

2732 
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INTRODUCTION 

Profile volumes, that is, the unit quantity of sediment contained between de- 
fined contour limits in the littoral zone, can be used as predictors of erosion vulnera- 
bility, breach vulnerability, and nourishment requirements. They are especially useful 
for analyzing sites with few data or sites where surveys are spaced widely in time. 
The profile volume for a site, ideally, should incorporate the foredune (or the entire 
backshore seaward of buildings where development is a concern), berm, intertidal 
beach, and lower foreshore to closure depth. 

Multiple transacts surveyed between common boundaries along shorelines hav- 
ing similar orientations and exposures provide a set of profile volumes that can be 
normalized and compared statistically by simple means (Fig. 1) (Kana et al., 1984; 
Kana, 1993). The unit volume of any one profile to closure integrates all small-scale 
perturbations in slope and bar formation, and becomes a reasonably pure measure of 
the littoral condition. Seasonal or beach-cycle-related variations are accounted for in 
the volume. Therefore, the phasing of surveys with storms or seasons is less critical. 
Where the setting is a narrow barrier beach, the profile volume method also provides 
a measure of vulnerability to breaches. 

FIGURE 1. 

The reference profile illustrates how 
average unit-width profile volumes 
can be developed on a site-specific 
basis for analyses of the condition of 
the beach from one section to an- 
other, as well as from one survey to 
the next (after Kana et al., 1984). 
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There are no universally accepted criteria defining the condition of a barrier 
beach to withstand erosion and storm surges without breaching. In the United States, 
FEMA (Dewberry & Davis, 1989) has developed rough guidelines relating to dune 
preservation during storms. FEMA considers a particular volume of sand above the 
still-water flood level and seaward of the dune crest as being the minimum necessary 
to prevent overtopping and washovers for a particular return-period storm. Dutch 
coastal engineers (TAW, 1985; Van de Graaff, 1986) further consider the amount of 
freeboard above the still-water surge level needed to absorb wave runup without over- 
topping and breaching. These criteria are based on probabilities and are poorly 
documented because there are so few sites where all necessary data are available to 
quantify the relationship. In most cases, dunes either remain standing with consid- 
erable excess sediment landward of poststorm scarps, or they are washed out. Thus, 
establishing threshold minimum quantities to sustain surges without (dune) breaching 
is difficult. 
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The present criteria of FEMA are given in a rating curve (Fig. 2). The mini- 
mum cross-sectional areas recommended above the still-water surge elevation (for a 
particular return period) equate to unit volumes of sand (cubic yards per fool) as given 
on the graph. In simple terms, the 100-year storm would require about 20 cy/ft (50 
m3/m) above its still-water surge level, whereas a 5-year storm would require about 
6 cy/ft (15 m3/m) for protection. FEMA representatives emphasize these criteria are 
for guidance only and may not apply for certain dune configurations (R. Hallermeier, 
Dewberry & Davis, pers. comm., March 1994). In other words, the absolute quantity 
of sand above the surge level must be configured to absorb wave runup effectively; 
otherwise, breaching may still occur. 

FIGURE 2. 

FEMA minimum criteria for 
dune unit volumes above 
flood still-water level as a 
function of storm-return pe- 
riod (based on guidelines in 
Dewberry & Davis, 1989). 
Standard deviation for the 
100-year storm is ± 10 cy/ft, 
confirming a wide range of 
"safe" values based on exper- 
ience. 
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In the following 
example application, the au- 
thors have computed reference sand volumes above particular datums to relate the 
condition of a barrier to FEMA criteria. Unit-volume analysis is also useful for 
comparing the overall condition of the barrier island, including the underwater portion 
of the profile. By comparing barrier sections that have experienced breaches with 
unbreached sections, it is possible to develop site-specific criteria relating to the 
potential vulnerability of future breaches along nearby sites. 

EXAMPLE APPLICATION 

Winter storms (northeasters) on 11 December 1992 and 13 March 1993 caused wide- 
spread damage along the south shore of Long Island, New York (Fig. 3). In terms of 
beach erosion, structural damage, and mainland flooding, these two storms were the 
worst for this part of the coast since the well-known 4-6 March 1962 northeaster 
(USACE, 1963). Over 100 houses were lost along Pikes Beach (Westhampton, imme- 
diately downdrift of the groin field) as a result of continued erosion and a breach 
through the barrier in December. The 1992 breach was left open for over ten months 
and contributed to locally higher tides in Moriches Bay (J. Tanski, unpubl. data, 
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SUNY, Stony Brook, March, 1993) before it was closed by the U.S. Army Corps of 
Engineers by hydraulic dredge (contractor: Great Lakes Dredge & Dock Co.). 

The breach at Westhampton demonstrated the problem of unstable inlets near 
development and the potential for increased flooding around the lagoon shoreline. 
Concerns over the possibility of a similar breach through Fire Island, the next barrier 
island downdrift of Westhampton Beach, and a possible increase in the tide range with- 
in Great South Bay led to a study funded by the New York Coastal Partnership (Kana 
and Krishnamohan, 1994). The purpose of the study was to assess the vulnerability 
of Fire Island to storm breaches and determine the likely physical impacts along Great 
South Bay (Fig. 3). The study was multidisciplinary and drew on historical shoreline 
data, developed an updated sediment budget for Westhampton and Fire Island, and 
used available predictive models of storm surges to evaluate flooding potential. One 
analysis (the subject of the present paper) evaluated profile volumes in an attempt to 
develop site-specific criteria for barrier sections that had breached in the past and to 
identify other potential sites for breaches. 

FIGURE 3. General location map of representative barrier-island cross-sections developed 
for the 1994 study (after Kana and Krishnamohan, 1994). 

Methodology 

Representative cross-sections through Westhampton Beach and Fire Island were 
developed from USACE profiles (RPI, 1985), unpublished surveys, and planimetric 
maps (see Fig. 3). These were selected to represent the range of conditions including 
physical dimensions of the barriers and historical erosion trends. The profiles extend 
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from the bay shoreline across the barrier and out to approximately -30 ft below MSL. 
Table 1 describes some of the cross-sections, localities, and significant features [see 
Kana and Krishnamohan (1994) for details]. 

TABLE 1. Representative barrier island cross-sections, relevant physical dimensions, and 
key distinguishing features. [*(D Width at mean sea level. (2) Highest dune elevation. 
(3) Distance from MSL to -20 ft contour.] 

USACE 
Transect 

ID 
Locality 1979 Dimensions (ft) 

(1)*    (2)*    (3)* 
Key Features 

WESTHAMPTON BEACH 
468 + 00    Between groins 1 

and 2, east end of 
groin field 

825     21    1,400 Rapid accretion and growth of a new 
foredune to 15 ft MSL between 1962 
and 1979; continued accretion through 
1993. 

670 + 00 

790 + 00 

2,700 ft west 
of groin 15, 

compartment 143B 

2,000 ft east 
of east jetty, 

Moriches Inlet 

700      10    1,600 

450      15    1,950 

FIRE ISLAND 
34 6,700 ft east of 

Smith Point Park 
Pavilion, eastern Fire Island 

1,225    18    1,350 

Rapid erosion between 1962 and 1979, 
loss of an 18-ft-high foredune within 
1,000 ft of 1962 and 1992 breaches. 

Situated btwn 1980 breach and east 
jetty; breach widening and easterly 
migration eroded the section btwn 
January and July 1980. 

Zone of washovers west of Moriches 
Inlet; high erosion rates; artificial 
dune (spoil area from bay dredging) 
constructed 400 ft landward of the 
shoreline. 

~26 West walk 
at Saltaire, 

western Fire Island 

2,050    15    1,375 Wide barrier section; highly erosional; 
first row of houses lost between 1967 
and 1979; area of concentrated dam- 
age in 1992-93. 

Westhampton Profiles 

In 1962, Westhampton had sustained its worst storm since the 1938 hurricane 
(storm of record). The March northeaster breached the barrier along Pikes Beach and 
caused extensive structural damage. Prior to the storm, erosion had reduced the width 
of the barrier and chronic problems of overwash forced periodic sand scraping to clear 
Dune Road. The USACE (1958) had been developing a shore protection plan which 
proposed construction of 21 groins and concomitant nourishment. By December 1962, 
emergency repairs had closed the storm breach and had added almost one million cubic 
yards of additional sand to Westhampton Beach (USACE, 1963).   Construction of a 
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portion of the groin field was initiated in 1964 and the final four of 15 groins were 
completed around 1969. 

Two transacts illustrate dramatically different results along Westhampton Beach 
between 1962 and 1979-USACE station 468 + 00 (Fig. 4a) situated at the updrift end 
of the groin field between groins 1 and 2, and USACE station 670 + 00 (Fig. 4b) situ- 
ated 2,700 ft downdrift of groin 15. In 1962, both transacts represented narrow sec- 
tions of the barrier island. In fact, the updrift station (468 + 00) was barely 600 ft wide 
from the ocean to the bay shoreline and contained a single, well-developed foredune 
to 20 ft above sea level. The downdrift station (670 + 00) was slightly wider at about 
725 ft with a smaller foredune reaching about 17 ft. 
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FIGURE 4. Representative, barrier-island cross-sections from the east end of the West- 
hampton groin field (a) and Pikes Beach (b), illustrating opposite trends in shoreline change 
between 1962 and 1979. Unit volumes refer to the profile areas between the indicated 
contours. 
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By 1979, station 468 + 00 had gained a second foredune and the shoreline built 
seaward, increasing the barrier width to about 825 ft (Fig. 4a). Associated with the 
dune and upper beach building was a large increase in sand volume below MSL. This 
trend of large-scale accretion has continued through 1993 as shown in nearby profile 
461+25 at groin 1 (Fig. 5). By January 1994, groins 1 and 2 (500-ft-long structures 
when built) were completely buried. 

In contrast, transect 670 + 00 lost dune elevation and width between 1962 and 
1979. The trends shown in Figure 4b actually incorporate several beach fills during 
the period. By July 1975, the barrier had narrowed to about 600 ft and the maximum 
elevation at the transect was only 7 ft above sea level. Nourishment is believed to 
have restored part of the beach between 1975 and 1979, but the dune elevation 
remained no higher than 10 ft MSL. An aerial photo from August 1981 (Fig. 6) in the 
vicinity of station 670 + 00 shows the recession of the shoreline downdrift of the groin 
field and a number of houses left standing on the active beach. 

The 1992 northeaster caused at least two breaches between transect 670 + 00 
and groin 15. The easternmost breach immediately downdrift of groin 15 became the 
dominant and only channel and expanded from several hundred feet wide after the 
storm to over 2,000 ft wide by the summer of 1993 (Westhampton Fire Marshall's 
Office, unpubl. reports). Field observations by the authors in March 1993 and January 
1994 confirmed deposition of a flood delta in Moriches Bay in connection with the 
breach channel. Around November 1993, the breach was closed by hydraulic dredge 
using a USACE-approved offshore borrow source ~ 1.5 miles south of the breach. 

A third Westhampton Beach transect considered here is from US ACE 790 + 00, 
~ 2,000 ft east of the east jetty of Moriches Inlet. This undeveloped section of 
Cupsogue spit consists of a narrow barrier segment flanked on the landward side by 
the navigation channel to Moriches Inlet. During the 1960s, the bay channel mean- 
dered closer to Cupsogue spit and contributed to scour along the bay shoreline. 

By 1979, portions of the spit about 0.5 mile north of the jetties had been re- 
duced in width to 300 ft from ocean to bay. In January 1980, continued narrowing of 
the spit combined with higher-than-normal wave action breached the barrier (Kana et 
al., 1981). Between January and July, the breach channel widened and migrated west 
until it removed the last part of the spit and coalesced with the navigation channel 
between the jetties. 

Transect 790 + 00 is situated between the January breach point and east jetty. 
At the time of the breach, section 790 + 00 had a width of about 450 ft and a dune ele- 
vation of 15 ft (Fig. 7). Much of this section was artificial, having been filled several 
times in connection with dredging projects in the bay. As the breach widened, it mi- 
grated through section 790 + 00, washing out the beach and depositing a large volume 
in the bay channel. 
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FIGURE 5.    Comparative profiles at groin 1 (easternmost) for December 1979 and 
September 1993.  Data courtesy of U.S. Army Corps of Engineers. 

FIGURE 6. Pike's Beach and West- 
hampton Beach in August 1981, look- 
ing east. Groin field is at top of 
photo. 

As Figure 7 shows, by July 1980, the 
elevation across 790 + 00 was about 4 ft below 
sea level. The breach was closed in January 
1981 by hydraulic dredge, using barrier and 
littoral sediments that had accumulated in the 
bay channel, and by trucks using sand from an 
inland source. 

Unit volumes were computed through 
each barrier cross-section by 10 ft contour 
intervals (example values given on Fig. 4a). 
Conveniently, the predicted 100-year still-water 
surge elevation along this microtidal coast 
nearly equals +10.0 ft MSL (FEMA, 1987). 

Unit volumes above the +10 ft contour 
generally reflect the condition of the dunes. At 
Westhampton, the volumes above 10 ft are 
much greater at section 468 + 00 (groin field) 
than the sections near recent breaches. If 
468 + 00 is typical of the groin field, dune unit 
volumes approached 50 cy/ft by 1979 and are 
higher today (see Fig. 5). In contrast, stations 
670 + 00 and 790 + 00 yield an average volume 
of about 10 cy/ft with zero volume occurring 
in three of the six surveys used in the analysis. 
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Cupsogue Beach - Moriches Inlet 
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FIGURE 7. USACE station 790 + 00 situated - 2,000 ft east of Moriches Inlet. Erosion 
in 1980 occurred after the January 1980 breach to the east migrated through this section. 

Between +10 ft and mean sea level, the barrier cross-section volume is largely a func- 
tion of barrier width. Of the few surveys used for Westhampton, a typical section vol- 
ume is about 160 cy/ft. 

Relative to the total section volumes above MSL, the net changes for the three 
Westhampton stations generally represent a high percentage of the maximum section 
volume. For example, station 468 + 00 gained 108 cy/ft between 1962 and 1979, a 
volume which is 35 percent of the 1979 section volume (i.e., a gain of over 50 percent 
of the original unit volume). Station 790 + 00 lost 100 percent of its 1974 section 
volume due to the January 1980 breach; station 670 + 00 lost more than reflected (see 
Fig. 4) because of remedial nourishment between surveys. 

Underwater sand volumes for Westhampton Beach stations similarly reflect the 
trends above sea level. Typical unit volumes from MSL to -10 ft seaward of the fore- 
dune are about 125 cy/ft and from -10 ft to -20 ft are about 425 cy/ft. The net change 
for 468 + 00 (groins) between MSL and -20 ft was 235 cy/ft, nearly 50 percent more 
sand than the 1962 volume. Assuming 461 + 25 (see Fig. 5) is similar, 468 + 00 has 
probably gained an additional 240 cy/ft in these lenses between 1979 and 1993. 

Station 670 + 00 actually contained almost 20 percent more sand than 468 + 00 
between MSL and -20 ft in 1962 before the groins were built. By 1979, this section 
contained about 75 percent of the unit volume at 468 + 00 (between MSL and -20 ft); 
a greater loss occurred between MSL and -10 ft; unit volumes between -10 ft and -20 
ft increased by about 5 percent. Most likely, the change would have been much 
greater if there had been no beach fills. 
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Station 790 + 00 had a healthy underwater profile prior to the 1980 breach. As 
the breach widened and eroded the section, unit-volume losses between MSL and -20 
ft were 260 cy/ft, an exceedingly rapid loss over the five-year survey interval. The 
upper lens from MSL to -10 ft was reduced to a section of about 50 cy/ft by July 
1980, a volume representing the underwater sill through the breach. The lower shore- 
face (-10 ft to -20 ft) eroded severely, reducing the section volume to 330 cy/ft (about 
80 percent of the same lens at station 670 + 00). 

Based on the sand volume results in Table 2, typical Westhampton Beach val- 
ues (rounded) are as follows: 

Dune Volume Mean (cy/ft) Std. Dev. (cy/ft) (No. of Surveys) 

Above +10 ft MSL 20 ±20 (8) 
+10 ft to MSL 150 ±77 (8) 
MSL to -10 ft* 125 ±45 (7) 
-10 ft to -20 ft* 425 ±75 (7) 

[•Seaward of dune crest of earliest survey] 

The results show high standard deviation because one station built up rapidly and one 
incorporated breach conditions. Thus, the "healthy" profiles reflect volumes incorpo- 
rating the additional volume indicated by the plus standard deviation. Unhealthy pro- 
files vulnerable to breaching reflect mean volumes minus the standard deviation. 
These results provide benchmarks for comparison with Fire Island profiles. 

TABLE 2. Barrier-island unit-profile volumes (cy/ft) from the bay to -30 ft NGVD (above 
MSL encompasses entire barrier width; below MSL extends from foredune seaward). 
[Numbers in parentheses represent number of surveys.] 

Above 
10 ft 

10 ft 
to MSL 

MSL to 
-10 ft 

-10 ft 
to -20 ft 

-20 ft to 
-30 ft 

WESTHAMPTON 
468 + 00 (avg) 
Breach sections (avg) 

FIRE ISLAND 
Minimum 
Maximum 
Mean 

43.8 (2) 
12.6 (6) 

3.1 
90.0 

32.3 (11) 

212.2 (2) 
139.6 (6) 

210.0 
475.1 

343.3 (11) 

154.4 (2) 
115.6 (5) 

90.7 
176.3 

134.3 (10) 

450.6 (2) 
420.6 (5) 

310.9 
459.2 

407.7 (10) 

754.2 (2) 
811.2 (4) 

665.5 
786.8 

739.6 (9) 
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Fire Island Profiles 

Six transacts across Fire Island (two of which are shown in Figure 8) illustrate 
the typical range of conditions (see Table 1). Unit volumes have been computed for 
the same contour intervals and boundaries as Westhampton (Table 2). Some differ- 
ences are immediately apparent. Above mean sea level, Fire Island profiles typically 
contain more sediment. The average unit volume above +10 ft is 32 cy/ft (±27.7 
cy/ft standard deviation) for 11 surveys. Point O'Woods (USACE-28) and Saltaire 
(near USACE-26) had the lowest dune volumes, ranging from 3.1 cy/ft for the 1993 
Saltaire profile to 7.1 cy/ft for the 1967 Point O'Woods profile. Three Sisters dunes 
off Bellport represented the maximum with 90 cy/ft above +10 ft (1979). Between 
+10 ft and MSL, Fire Island sections averaged about 345 cy/ft (±98.6 cy/ft standard 
deviation), much of which is due to the wider backshore. In fact, volumes in this lens 

Eastern Fire Island Near Pattersquash Island 
USACE 34 @ 6700 ft East of Pavilion 
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FIGURE 8. Representative, barrier-island cross-sections from (a) Pattersquash Island area 
east of Smith Point Park (locality for numerous washovers) and (b) west end of Saltaire, 
where major erosion of the underwater profile has accelerated erosion of the foredune. 
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are roughly double those of Westhampton (Table 2). Below mean sea level, unit vol- 
umes were very similar to Westhampton's, averaging -135 cy/ft between MSL and -10 
ft, and ~ 400 cy/ft between -10 and -20 ft. This is expected because the landward 
computation boundary in each case is the dune crest. 

Highest erosion rates were at the Pattersquash section (near USACE-34) and 
at Saltaire (near USACE-26) (see Fig. 8). The net change for these stations, respec- 
tively, ranged from about 10 cy/ft to 50 cy/ft above MSL and from 200 cy/ft to 150 
cy/ft below MSL. In 1979, station USACE-34 was reduced to a volume of 415 cy/ft 
below MSL (to -20 ft) compared to an average of -550 cy/ft for other stations. 

Aerial overflights by the authors and reports from officials of Suffolk County 
Department of Public Works (SCDPW) indicate the area around the Pattersquash Island 
transect continued to overwash through January 1994. But at this station, the setback 
of the artificial dune appears to have prevented a more landward shift of sediment. 
The artificial dune ends less than 1,000 ft to the east of transect 34, suggesting that 
more easterly areas are likely to experience deeper penetration of overwash along the 
back barrier. The authors observed a number of large washovers in that area during 
a January 1994 overflight. Officials at SCDPW confirmed these trends along eastern 
Fire Island over the past ten years. The results of the profile volume analysis suggest 
washovers will be more likely along Fire Island when the profile volumes between 
MSL and -20 ft go below 500 cy/ft relative to the foredune and when the foredune has 
negligible volume above +10 ft MSL. 

The Saltaire section (near USACE-26) bears some similarities to USACE-34 
because of its rapid erosion since 1967. While the barrier is much wider at Saltaire, 
its backshore elevations are low, averaging less than 5 ft above sea level (Fig. 8b). 
A single foredune has existed along the oceanfront. In 1967, the dune contained about 
24 cy/ft above the +10 ft contour, about 75 percent of the average for the selected 
Fire Island transacts. By June 1993, dune volume above +10 ft was reduced to only 
3 cy/ft. This low volume is offset by over 450 cy/ft between +10 ft and MSL (a total 
approximately three times that of Westhampton sections). Below mean sea level, sta- 
tion 26 lost about 155 cy/ft between 1967 and 1993, reducing its volume seaward of 
the 1967 dune crest to 450 cy/ft. As discussed in a regional sediment budget analysis 
(Kana, 1995), rapid erosion in the western Fire Island area is believed the result of 
depletion of offshore shoals associated with an earlier position of Fire Island Inlet. 
This has left the foredune much more vulnerable to erosion. An ~ 80 ft recession of 
the foredune since 1967 has destroyed (or caused to be removed) the oceanfront struc- 
tures at this site, leaving the second row buildings on the oceanfront in 1993. 

On the basis of backshore volumes above mean sea level, the Saltaire section 
is less likely to breach than Pattersquash because it contains almost twice the volume. 
But the Saltaire foredune is more likely to recede than Pattersquash's artificial dune 
because of the low unit volumes seaward of it and the lesser setback. Pattersquash's 
artificial dune profile could be created at Saltaire, but to be stable under present 
offshore conditions, it would have to be set back at least 150 ft from the 1993 dune 
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crest.  Planimetric maps indicate there are at least three rows of houses within 150 ft 
of the present dune crest at that locality. 

SUMMARY — CASE STUDY 

The remaining four sections along Fire Island represent intermediate conditions 
and are not discussed in this paper (see Kana and Krishnamohan, 1994, for details). 
By the measure of profile volumes through 1979, Fire Island cross-sections generally 
contain much more sand above MSL than Westhampton Beach sections. The differ- 
ence in dune volumes between the two islands represents only a fraction of the total 
lens of sand comprising the barrier. The bulk of the subareal barrier is contained 
between MSL and +10 ft. Westhampton profiles contain roughly half the volume of 
Fire Island profiles above mean sea level. Transects that are breached along West- 
hampton typically contained less than 150 cy/ft above MSL before breaching. 

While absolute volumes above mean sea level are not the only parameters to 
rank the condition of the barrier and establish vulnerability to breaching, they provide 
one quantitative measure to compare with historical breach areas. 
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CHAPTER 212 

BREACH GROWTH: EXPERIMENTS AND MODELLING 

by 

Harry de Looff ">, Henk J. Steetzel 2\ Arie W. Kraak 3) 

ABSTRACT 

Since 1989 research has been contacted in the Netherlands on the issue of 
breach growth. This contribution describes the set-up and results of wave basin 
experiments which had the aim to obtain insight into the process of growth of the 
width of a breach. From analysis of the recorded data (flow characteristics in the 
breach and the development of the breach) an empirical relation for breach width 
growth has been derived. This relation has been implemented into a (conceptual) 
numerical model which is briefly described in this document also. 

1.      INTRODUCTION 

The Dutch Technical Advisory Committee on Water Defences (TAW) is 
aiming for a design method for water defences in which the optimal safety level of 
these defences is related to the risk of flooding. Risk is defined as the product of 
the probability of failure and the expected damage costs in case of failure. One of 
the key factors in the damage costs assessment is the speed and rate of inundation 
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of a polder. The latter is predominantly determined by the discharge rate through 
the breach [Kraak et al., 1994]. 

Research regarding breach growth in a sandy dike-like structure started in 
1989 with an exploratory field experiment. Further, flume experiments have been 
carried out for the initial phases of the breach erosion process (lowering of the dike 
crest) [Steetzel & Visser, 1992]. More recently wave basin experiments were done 
to investigate the breach widening process. Finally a large scale field experiment 
has been carried out in order to investigate the three-dimensional aspects of breach 
growth i.e. widening of the breach in combination with the development of a scour 
hole [Visser et al., 1995]. 

One of the main instruments to predict inundation and damage costs 
assessment is a theoretical model for breach growth and inundation. Recently, as a 
first step towards that model, a conceptual numerical model for breach growth 
prediction in a sanddike has been developed. 

The present contribution is focused on the wave basin experiments regarding 
the widening of the breach and the conceptual numerical model of the breach 
growth process. 

2.      WAVE BASIN EXPERIMENTS 

2.1     Set-up of the experiments 

The set-up of the experiments is similar to the experiments which have been 
carried out to investigate the initial phases of breach growth (lowering of the crest) 
as is described in [Steetzel & Visser, 1992]. The cross-sections of the dike-stucture 
are identical in both experiments. The only difference is the use of a wave basin 
instead of a wave flume, with the purpose of investigating the widening of the 
breach. 

All model tests have been carried out at DELFT HYDRAULICS and started with 
a sandy dike-like structure situated transversely across the wave basin. Because a 
breach develops symmetrically to the centre of the breach, it was sufficient to 
investigate only one side of the breach. The breach development, originated from 
minor initial overflow through a small pilot channel in the crown of the dike, was 
recorded using three simultaneously operating video camera's and a large number 
of precise instruments to obtain time series of both the water levels and the 
velocities in the area next to the breach. By using a recirculating system with an 
optional pump capacity up to 1.0 m3/s, the upstream water level was kept as con- 
stant as possible. In this way the widening of the breach could be studied in detail 
until the major part of the dam was eroded. 
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In order to complete this description of the experiment set-up, in figure 1 a 
planview of the wave basin lay-out is shown. 
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Figure 1: Planview of the wave basin lay-out 

2.2.   Description of the tests 

The influence of several parameters on the breach erosion process has been 
investigated, viz. the width and height of the dike, the level of the foundation, the 
seaward bottom slope and the additional effect of (perpendicular) wave attack. 

A total of 8 experiments have been performed in which the above mentioned 
parameters have been varied. Figure 2 gives an overview of the typical cross- 
sections used for the experiments. The focus lies here on the widening of the 
breach; in order to avoid effects of depth-growth, a treshold construction has been 
used for the experiments Tl .. T7 (as can be seen in figure 2). In the test T8 the 
treshold construction was absent; the only depth limitation is the floor of the basin. 
In this latter situation, a full three-dimensional experiment was conducted also. 

In short the description of the experiments: 
T4 = reference case 
Tl = as T4, level of treshold is 0.1 m higher; 
T2 = as T4, smaller crest width (0.7 m vs. 1.3 m); 
T3 = as T4, lower (0.19 m) crest level 
T5 = as T4, higher (0.2m) crest level 
T6 = as T5, with wave attack (all other tests were without wave attack); 
T7 = as T4, with a milder outer slope 
T8 = as T7, treshold equals basin floor. 
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Figure 2: Overview of the cross-sections used for the tests Tl .. T8 
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2.3     Results of the experiments 

The observed breach width development in time (B(t)) is presented in figure 
3. It shows that the erosion of a dam having a narrow (T2) or low (T3) crest is 
more rapid than in case of a wider (T4) or a higher (T4, T5) crown. Relative to 
the case T5, additional wave attack (T6) yielded a larger breach width, whereas the 
opposite effect was present in the case of a less steep foreshore (T7, relative to 
reference case T4). The case without a treshold (T8) shows the slowest 
development of the breach width of all the tests due to the fact that a lot more 
sand has to be eroded in order to create the same breach width as for the other 
tests. 
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• Tl high foundation level 
O T2 small crest 

T3  low  crest 
T4 reference cose 
T5 high crest 
T6 add.  wave attack 
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Figure 3: Overview of observed breach growth for all tests performed. 

For modelling reasons a new parameter, the breach growth velocity, has been 
defined as: 

fi(t) = dB(t)/dt     [m/min] (1) 

To get an impression of this parameter, figure 4 gives its development as a 
function of time. It shows that a milder outer slope (case T7) yields a smaller 
breach growth velocity in respect to the reference case (T4). 
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figure 4: development   of the   breach   growth   velocity   as   a 
function   of time;   shown   is   the   effect   of a   mild 
foreshore slope 

To get additional physical insight into the background of the breach growth 
velocity, this parameter is linked to the recorded flow characteristics in the breach. 

Firstly, the relation with a characteristic water velocity in the breach 
(vbreach(t)), has been investigated. Figure 5 shows for the reference case (T4) and 
for the case T7 (milder outer slope) the breach growth velocity as a function of the 
water velocity in the breach. It can be seen that in order to obtain the same breach 
erosion velocity (dB/dt) as for the reference case, a higher water velocity in the 
breach (vb) is required for case T7 (milder outer slope). 

One of the conclusions is that breach width growth stops (and starts) when a 
certain critical water velocity in the breach is reached. From the experiments 
(laboratory and field) a critical value of 1.0 m/s can be derived 

Secondly, the erodable volume is important. Therefore the volumetric breach 
growth velocity has been defined as: 

dV/dt = B(t)*Ad   [rnVrnin] (2) 

in which Ad = eroded cross-section of the dam as is illustrated in figure 6. 
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Figure 7 shows the volumetric breach growth velocity as a function of the 
water discharge through the breach. In this figure all the tests performed are 
present, exept for T6 (waves) and T8 (3D). A more or less linear relation can be 
derived. 

+ T4 reference cose 

+ T7 mild foreshore slope 

5      2.0 

vb [m/s] 

figure 5: development   of the   breach   growth   velocity   as   a 
function of the water velocity in the breach, shown is 
the effect of a mild foreshore slope 

figure 6: definition of the eroded cross-section Ad 
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figure 7: volumetric breach erosion velocity as a function of the 
water discharge in the breach 

3.       NUMERICAL MODEL FOR BREACH GROWTH 

The breach erosion process is characterized by a complex three dimensional 
behaviour in which low as well as very high velocities and thus erosion rates 
occur. The Froude number varies typically in the range of 0.03 to 3 and the 
Shields parameter varies from 0.03 - 50 [Visser et al., 1995]. In order to describe 
this complex process in a numerical model, five different phases in the breach 
erosion process have been distinguished [Visser, 1994]: 
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Phase 1: steepening of the inner slope; 
Phase 2: narrowing of the dike crest; 
Phase 3: erosion of the dike crest; 
Phase 4: breach    widening    under    super-critical    flow    and 

development of a scour hole; 
Phase 5: breach    widening    under    sub-critical    flow    until 

velocities are under a critical value. 

In every phase a characteristic set of discharge and transport formulae is used 
to calculate the development of the breach during each time step. In the first three 
phases the rate of erosion is described by a Visser-Bagnold equation in which the 
erosion rate is proportional to the kinetic energy of the flow. The modelling of the 
first three phases has been described in [Visser, 1994]. For the modelling of the 
phases 4 and 5, the results of the wave basin experiments have been used. With the 
parameters and relations mentioned in chapter 3 the following empirical relation 
for the breach width growth velocity has been derived. 

B = Cb*(db*qb)/Ad    [m/s] (3) 

where: qb is the water discharge rate per unit breach width 
[m3/m/s]; qb is described by a weir formula. 
Ad is the eroded cross-section of the dam as defined in 
figure 6 
db is the water depth in the breach 
Cb    is    a    coefficient,    related    to    the    sediment 
concentration near the edges of the breach 

Cb = 7*b/db     [-] (4) 

where: c = depth averaged sediment concentration near the 
edges of the breach _ 

br = width of the zone near the edges for which c is defined 

At present there is a test-version of the numerical model available. This 
model covers all the above mentioned phases of the breach growth process. The 
main input parameters of the model are: 

* cross-section of the sand-dike (array of (x,z) values): 
- erodable cross-section 
- cross-section with initial breach 
- ir-erodable cross-section (sill) 
- breach and material characteristics: 

- initial breach width 
- mean grain size diameter D50 

- sediment fall velocity w 
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- porosity n 
- bottom roughness r 

* outside boundary: 
- waterlevel as function of time (array of (z,t) values) 
- optional: in case of e.g. a lake: areas/volume of the outer basin 
- optional: in case of river: external input discharge 

* inside boundary (in the polder): 
- initial waterlevel 
- area of the polder that will be inundated 

During 1996 and the first half of 1997 this model will be completed. The 
results of the large-scale field experiments (1989 and 1994) and findings of the 
1953 and earlier flood disasters will be used to calibrate and verify the model. 
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CHAPTER 213 

THE IMPACT OF AN EXTREME EVENT ON THE SEDIMENT BUDGET: 
HURRICANE ANDREW IN THE LOUISIANA BARRIER ISLANDS 

Jeffrey H. List1, Mark E. Hansen2, Asbury H. Sallenger, Jr.2, and Bruce E. Jaffe3 

Abstract 

This paper examines the influence of Hurricane Andrew on the sediment budget 
of an 80-kilometer section of the Louisiana barrier islands west of the modern 
Mississippi delta. Because long-term bathymetric change has been extensively 
studied in this area, excellent baseline data are available for evaluating the impact of 
Hurricane Andrew. Results show that despite the high intensity of the storm and a 
storm track optimally positioned to impact the study area, the storm did not have an 
overwhelming influence on the sediment budget when compared to the changes 
occurring over the previous 50 years. For the Louisiana barrier islands, a 50-year 
record appears to be adequate for averaging the long-term contributions of both 
major and minor storm events to the sediment budget. 

Introduction 

The coastal sediment budget, i.e., the identification of sediment sources, sinks, 
and transport pathways, is essential information for predicting rates of shoreline 
erosion and for planning beach nourishment projects (e.g., Kana, 1995). 
Unfortunately, most investigators have had to assume that the sediment budget, 
derived from past measurements, is an adequate representation of future trends as 
well. This assumption is weakened by the commonly unknown influence of changing 
and difficult to predict processes, such as the impact of infrequent but high-energy 
storm events. Few studies have been able to assess their potentially important impact. 
In one exception, Morton et al. (1995) monitored changes in beach volume associated 
with a major hurricane along the Texas coast, concluding that large storms can 

1 Oceanographer, U.S. Geological Survey, 384 Woods Hole Rd., Woods Hole, MA 02543, 
USA. 

2 Oceanographer, U.S. Geological Survey, 600 4th St. S., St. Petersburg, FL 33701, USA. 
3 Oceanographer, USGS, 345 Middlefield Rd. MS-999, Menlo Park, CA 94025, USA 
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significantly alter the long-term sediment budget and hence, shoreline evolution. 
They demonstrate that short term sediment budget data (< 10 yr) are inadequate for 
modeling and predicting future changes because of the variable influence of great 
storms. It remains unclear whether longer term data, which would potentially include 
the effects of many major storm events, would be more representative of future 
conditions. 

28 N 

94W 92 W 90W 88 W 86 W 

Figure 1. Map showing the track of 
Hurricane Andrew and the sediment 
budget study area. 

A unique opportunity to address this issue was presented to us in 1992 when 
Hurricane Andrew impacted the Louisiana coast with wind speeds of more than 50 
m/s (Grymes and Stone, 1995), offshore significant wave heights of more than 10 m 
(DiMarco et al., 1995; Stone et al., 1995), and a maximum storm surge of more than 
2.5 m (Halford, 1995). This Class 3 storm on the Saffir-Simpson scale passed just 
west of a series of barrier islands (Figure 1) which had been the focus of an intensive 
study on the physical and geological processes responsible for the rapid erosion and 
disintegration of these islands (the Louisiana Barrier Island Erosion Study, Sallenger 
et al., 1987, 1991).    In response to Hurricane Andrew, several components of the 
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original study were repeated, including measurements of shoreline position, nearshore 
profiles (Dingier, 1995), and near-island bathymetry. In this paper we compare the 
bathymetric changes in a six-year period including Hurricane Andrew with the 
bathymetric changes observed for the 50 years prior to the storm, and evaluate the 
impact of Hurricane Andrew on the sediment budget. 

Data Sources and Processing Techniques 

Bathymetric surveys from three time periods were used as the basic source of 
sediment budget information considered here. Two surveys, from the 1930's and 
1980's, were processed or collected as part of the U.S. Geological Survey's 
Louisiana Barrier Island Erosion Study (1986-1991). The third bathymetric survey 
was conducted in 1993/1994 following Hurricane Andrew. 

The data sources, processing techniques, and error assessment for the 1930's and 
1980's surveys are described in detail by List et al. (1991, 1994), and will only be 
briefly summarized here. The 1930's survey consists of soundings obtained in digital 
form from the National Geophysical Data Center in Boulder, CO. Data were 
digitized by the National Ocean Service of the National Oceanic and Atmospheric 
Administration (NOAA) from U.S. Coast and Geodetic Survey (USCGS) 
hydrographic smooth sheets for the years 1933, 1934, 1935, and 1936. The 1980's 
bathymetry was constructed from soundings obtained in digital form from 
hydrographic surveys conducted in 1986, 1988, and 1989 by companies under 
contract to the USGS. In addition to bathymetric data, shoreline data were obtained 
for each of these time periods to provide a mean high water (MHW) line to constrain 
the bathymetry surrounding the study area's many small islands. Shorelines for the 
1930's were digitized from USCGS topographic smooth sheets, while for the 1980's, 
shorelines were photo-interpreted and digitized from National Aeronautics and Space 
Administration (NASA) high-altitude photography. A detailed description and 
analysis of shoreline data for the Louisiana barrier islands are found in McBride et 
al. (1992). 

The post-Andrew bathymetric data were collected by the U.S. Geological Survey 
in 1993 and 1994, using an Innerspace 448 echosounding fathometer and a Global 
Positioning System (GPS) for navigation. Although we originally intended to correct 
soundings for tide effects using post-processed differential GPS vertical 
measurements, processing difficulties resulted in unreliable depth values. Thus the 
data were corrected using the same methods as were used in the 1980's survey, i.e., 
by applying corrections based on local tide observations. Shoreline data assumed to 
represent the MHW line were also incorporated into the 1993/1994 data set; post- 
Andrew shorelines were digitized by the Louisiana State University in 1993 (Penland, 
pers. comm.). The 1993/1994 bathymetric survey was processed exactly as were the 
1930's and 1980's surveys, as described by List et al. (1994). Figure 2 shows the 
1993/1994 bathymetric coverage area; for comparative purposes, analysis of the 
1930's and 1980's data is restricted to the same area. 
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After constructing surface models of each survey period's bathymetry using a 
minimum-tension gridding technique (Briggs, 1974; Dynamic Graphics, Inc.), we 
calculated bathymetric change grids for the 1930's to 1980's and 1980's to 1993/1994 
periods. These change grids, with a spacing of 135 m (see List et al., 1994), form 
the basis for this study's comparison between long-term changes and changes 
occurring during a six-year period which included a major storm. Because of the 
approximate 1 cm/yr relative sea-level rise in the study region (Penland and Ramsey, 
1990), a sea-level correction was necessary to prevent a strong bias toward erosion 
and to permit calculations of erosional and accretionary volumes. As continuous tide 
records were not available for the entire study period, we employed an alternate 
means of correcting for relative sea level using an area of sea floor which was judged 
to have minimal accretion or erosion (Jaffe et al., 1991). The error associated with 
this datum correction constitutes a large part of the overall data uncertainty. 

The total error associated with sea-floor change calculations is a complex 
combination of many potential sources of error, including sounding measurement 
error, tidal correction problems, vertical and horizontal datum inconsistencies, 
computer gridding errors, and non-synoptic sources of data for each survey period. 
Although some errors can be quantitatively evaluated, others, such as the tidal datum 
correction problem mentioned above, could only be evaluated qualitatively. 
Therefore, a combination of quantitative and qualitative approaches were employed 
to assess the error in bathymetric comparisons (List et al., 1994). As a conservative 
estimate, a ±0.5 m range of sea-floor change was designated as a zone of no 
significant change. 

Results 

Regional 

Figures 3 and 4 show the patterns of erosion and accretion associated with the 
1930's to 1980's and 1980's to 1993/1994 change periods respectively. Overall, the 
strikingly coherent and large-scale patterns of erosion and deposition observed in the 
1930's to 1980's change period are lacking in the 1980's to 1993/1994 change period. 
(For a description and analysis of the changes occurring in the 1930's to 1980's 
change period, see List et al., 1991, 1994, 1997a, 1997b; Sallenger et al., 1992; Jaffe 
et al. 1989, 1997). 

Figure 5 quantifies the total volumes of erosion and accretion within the area 
enclosed by the data limit polygon in Figure 4, excluding areas of no significant 
change. In Figure 5A, both erosional and depositional volumes are significantly 
smaller for the change period encompassing Hurricane Andrew, indicating that the 
storm did not have an overwhelming influence on the sediment budget of the study 
area. 

However, as the 1980's to 1993/1994 change period represents only about six 
years compared to the 50 years in the 1930's to 1980's change period, a better 
comparison between these two periods may be the rates of volume change, as shown 
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in Figure 5B. This figure shows that two change periods' erosional and deposition 
rates do not differ significantly, within the error bars resulting from the assumption 
of a ±0.5 m zone of no-significant change (after List et al., 1994). 
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Figure 5. Volumes of sediment change within the area enclosed by the data limit 
region shown in Figure 4, excluding areas of no significant change. Error bars 
are based on the assumed ±0.5 m range of no significant change following List 
(1994). For comparison purposes, the same data limit region is applied for 
calculating volumes within the 1930's to 1980's change period. (A) Total 
erosional and depositional volumes for the 1930's to 1980's and 1980's to 
1993/1994 change periods. (B) Corresponding yearly rates of erosion and 
deposition, using intervals of 50 and 6 years for the 1930's-1980's and 1980's- 
1993/1994 change periods respectively. 
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Eastern Portion of the Study Area 

Figures 6 and 7 focus on changes in the eastern portion of the study area. Again, 
the 1980's to 1993/1994 change period exhibits few of the large and coherent patterns 
of erosion and deposition observed in the 1930's to 1980's change period. Still, it is 
noteworthy that there are any coherent patterns of erosion and deposition in the 
1980's to 1993/1994 period , given the short six year period of change and the ±0.5 
m range designated as no-significant change. While the extensive area of offshore 
erosion present in the 1930's to 1980's comparison is lacking in the 1980's to 
1993/1994 period, many of the smaller patterns, especially in depositional areas, 
appear to duplicate the later change period, albeit at reduced magnitudes. 

Four of these depositional areas in the 1930's to 1980's change period are labeled 
A through D in Figure 6, with 1980's to 1993/1994 deposits interpreted to be of the 
same origin similarly labeled in Figure 7. Area A represents a shoreface deposit that 
appears to extend from erosional areas to the east. In the 1930's to 1980's change 
period, this depositional area extends from the extensive area of shoreface erosion it 
adjoins to the east to the next chain of barrier islands to the west, suggesting a mode 
of sediment bypassing of a wide inlet complex (Figure 3 here, see also Jaffe et al., 
1991, 1997). In the 1980's to 1993/1994 change period, deposit A is much less 
coherent, but still occupies approximately the same location along the 5 m depth 
contour. Erosion of an ebb-tidal delta to the east suggests a source for the deposit in 
this change period (compare the bathymetry in Figure 2 with the bathymetric change 
in Figure 4). Area B represents a bay-side deposit that seems to be associated with 
landward migration of small barrier islands within a large inlet complex (similarly, 
they may be, in part, migrating flood-tidal delta deposits). In the 1980's to 1993/1994 
period, depositional area B comprises several small areas that are clearly associated 
with the landward migration (and submergence) of small barrier islands (the 
depositional area between the two parts of B is associated with inlet migration). Area 
C represents another bay-side region of accretion, similar in both change periods. 
This deposit takes the form of a flood-tidal delta, but arguably could also be related 
to strong landward-directed flows associated with storm surges. Finally, area D in 
both change periods is a result of inlet infilling at the terminus of a westward 
migrating barrier island. 

Similar to Figure 5, Figure 8 gives the total volume and yearly rates of 
deposition within areas A-D for the 1930's to 1980's and 1980's to 1993/1994 change 
periods. Again, while the total volumes associated with the 1980's to 1993/1994 
period are much less than in the 1930's to 1980's period (Figure 8A), the rates of 
accretion are not significantly different (Figure 8B). 

Discussion 

Because the average rates of change in the period bracketing Hurricane Andrew 
were not significantly different from the average rates of change in the previous 50 
years, we cannot conclude with certainty that any of the bathymetric changes are 
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Figure 6. 1930's to 1980's bathymetric change within the eastern portion of the 
study region. The depth contours (unlabeled) and data limit boundary are the 
same as in Figure 3. Letters A through D represent areas of accretion for which 
volumes are shown in Figure 8. In the volume calculations shown in Figure 8, 
area A is limited to the area east of longitude -90°34', and Area D is limited to the 
area west of the adjoining barrier island. 
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Figure 7. 1980's to 1993/1994 bathymetric change within the eastern portion of 
the study region. The depth contours (unlabeled) and data limit boundary are 
the same as in Figure 4. Letters A through D represent areas of accretion for 
which volumes are shown in Figure 8. 
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attributable to Hurricane Andrew, rather than typical storm conditions that occur 
much more frequently. However, as Hurricane Andrew was without doubt the largest 
storm in the 1980's to 1993/1994 change period, it is reasonable to assume that many 
of the changes are, in fact, due to this storm. With this assumption, we surmise that 
Hurricane Andrew had a moderate, through not overwhelming, contribution to the 
area's sediment budget. 
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Figure 8. (A) Depositional volumes and (B) rates of deposition within the labeled 
deposits shown in Figures 6 and 7. Rates are found by dividing the depositional 
volumes for each region by the 50 and 6 year intervals for the 1930's to 1980's 
and 1980's to 1993/1994 change periods respectively. Error bars are found as in 
Figure 5. 
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Because the rates and patterns of change were similar in both change periods 
examined here, it seems likely that the processes were similar as well. An 
examination of the historical database of hurricane tracks (Jarvinen et al., 1984) 
shows that while Hurricane Andrew might have been the most intense storm 
experienced by the study area in the last 50 years (in terms of both magnitude and 
track), there were many other hurricanes that could have had a comparable impact. 
In terms of average rates of change, the 6-year period encompassing Hurricane 
Andrew (and many minor storms) appears to be representative of the long-term 
average of processes occurring in the previous 50 years. 

Conclusions 

Despite Hurricane Andrew's high intensity and a track that was near optimal for 
impacting the study area, the storm did not have an overwhelming influence on the 
sediment budget of an 80-km section of the Louisiana barrier islands when compared 
to the changes occurring over the previous 50 years. However, with the assumption 
that most of the bathymetric changes observed in the pre/post-Andrew survey were 
due to the storm, we conclude that the storm had a moderate impact on the sediment 
budget; however, other storms in the 50-year period prior to Andrew likely had a 
similar impact. For this study area, 50 years appears to be adequate for averaging the 
cumulative contributions of both major and minor storm events. 
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CHAPTER 214 

BEACH MAINTENANCE STRATEGIES, A COMPARISON FOR A 
RECREATIONAL BEACH 

M. Pluijm1, G. Kant1, R. Nolten2, A.P. de Looff9 

ABSTRACT 

This paper describes the morphological and economical evaluation of the beach 
nourishment maintenance strategy of an eroding recreational beach at the Dutch coast. 
In addition to the results of this evaluation two alternative strategies were analysed. 
In order to assess the economical feasibility of the alternatives appeared to be essential 
to estimate the morphological effectiveness of the alternative strategies. Therefore, an 
extensive numerical modelling scheme was set up. The numerical modelling played 
a key role in the understanding of the existing morphological system and subsequently 
in the assessment of the effectiveness of the alternatives on a long term basis. The 
morphological effectiveness of the alternatives, being offshore breakwaters and a 450 
m long groin, was calculated in terms of reduction of required beach nourishments. 
The objective of the study was not only to find an optimal coastal morphology strategy 
but also to find the best strategy which combines a sound beach protection with effects 
valuable for the specific recreational function of the beach, including an effective way 
to deal with eventual lee-side erosion. Possibilities were studied to shift the erosion to 
the dune area in the north which would allow a more flexible and dynamic way of 
maintenance. 

1 Frederic R. Harris B.V., Badhuisweg 11, P.O. Box 87875, 2508 DG The Hague, The Netherlands. 

2 Ministry of Transport, Water Management and Public Works (Rijkswaterstaat), Directorate Zuid- 
Holland, P.O. Box 556, 3000 AN Rotterdam, The Netherlands. 

3 Ministry of Transport, Water Management and Public Works (Rijkswaterstaat), Road and Hydraulic 
Engineering Division, P.O. Box 5044 Delft, The Netherlands. 
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SITE DESCRIPTION 

Scheveningen Beach (Figure 1) is located 
on the west coast of The Netherlands. 
Scheveningen Port is located just south of the 
beach with its breakwaters reaching 550 and 725 
m into the sea. During the entire year but 
especially in summertime, the sandy beach 
attracts thousands of locals and holiday making 
tourists. 

The beach consists of sand with a characteristic 
grainsize (D50) of about 200 um. The slope of 
the beach is approximately 1:40. The -10 m MSL 
contour lies about 1300 m offshore. 
Scheveningen is also protected by a seawall with 
a length of 2.5 km. The beach level at the toe of 
the seawall is about +3 m MSL. North of 
Scheveningen the land is protected by a massive 
dune area. 

Scheveningen Beach is eroding continuously. In 
the beginning of the century a system of 150 m 
long groins (spacing 500 m) was built but the 
erosion was not stopped. Up to now five beach 
nourishments were carried out starting in 1969 
(see Table 1). 

dunes 

groins^ 

Scheveningen 
Beach 

Scheveningen 
Port 

0 km 1 km 

Figure 1      Scheveningen Beach The   Dutch   west   coast   is   known   as   a 
morphological dynamic system. The wave and 
current climate result in massive longshore sediment transports in northern as well as 
in southern direction. The average yearly sand transport is directed to the north and is 
estimated, for this part of the coastline, at 500,000 mVyear. 

year 1969 1975 1985 1991 1996 

volume [m3] 45,000 700,000 330,000 1,000,000 850,000 

Table 1 Beach Nourishment Volumes at Scheveningen Beach 
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HYDRAULIC BOUNDARY CONDITIONS 

The average wave climate on the southern North Sea is presented as a wave 
rose diagram in Figure 2. The most persistent conditions develop from south-western 
directions whereas the highest extreme conditions are to be expected from north- 
western directions. 

The average amplitude of the diurnal tide for this part of the Dutch Coast is 1.7 m. The 
tidal variation induces a significant tidal flow along the coast. Typical flood currents 
are in the order of 0.6 m/s, typical ebb currents are 0.4 m/s. Peak flood currents may 
reach up to 0.9 m/s and ebb currents to 0.75 m/s. However, during extreme south west 
storms (directed parallel along the shore) the wind-driven current can give a significant 
contribution to the flow especially in shallow areas (surf zone). Consequently, the 
longshore sediment transport along this part of the Dutch coast is dominated by the 
interaction between the waves (disturbance, wave-driven current) and the tidal current. 
The wind-driven current effect pays a minor but nevertheless a not to be neglected 
contribution. 

Directional Average Wave Height Distribution 
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EVALUATION PRESENT BEACH NOURISHMENT STRATEGY 

The evaluation of the present beach nourishment strategy concentrated on the 
behaviour of the executed nourishments and the sand transports along the coast. 
Regular measurements of the Ministry of Transport, Water Management and Public 
Works were analysed giving insight in the behaviour of the beach nourishments. Based 
on the measurements and sediment transport calculations it was concluded that (i) 
especially the first nourishments were used as restoration of the steepened cross 
sectional profile, that (ii) the aims of the nourishments were initially met but (Hi) that 
the lifetime of the nourishments was almost completely determined by extreme wave 
conditions, which resulted in a rather random nourishment behaviour. The 
characteristics of the morphological system do not allow a complete natural restoration 
of the beach after an erosion causing storm. The unpredictability of the wave 
conditions results in a capricious development of the beach. This has already led to an 
unexpected narrow beach in the summer having negative effects on the tourist 
industry. 

NUMERICAL MODELLING ANALYSIS 

Based on the conclusions of the beach development evaluation one- and two- 
dimensional wave, flow, and sediment transport models were applied (DHI, 1995 and 
DH, 1992). The well calibrated models of the wave- and flow climate were combined 
in sediment transport simulations using the Bijker sand transport formulae. The model 
results were used to understand the importance of the various sediment transport 
mechanisms and to finally formulate a well based hypothesis of the morphological 
system. After the formulation of the hypothesis simulations were made of alternative 
coastal protection structures. These were, among others, offshore breakwaters and a 
450 m long groin perpendicular to the coastline. The effects of the structures were 
brought in relation with the hypothesis of the existing system in order to quantify the 
predicted impacts on the coastal development. 

existing situation 
The key questions after the evaluation of the nourishment strategy were (i) what are 
the physical reasons for the erosion and (ii) where is the sediment going to. It was clear 
that the position of the beach, the breakwaters of the port, the seawall and the 
geometry of the beach were essential elements in the morphological system. With the 
use of the mentioned numerical simulations the following conclusions (schematically 
presented in Figure 3) could be drawn: 

(1)       The net north going longshore sediment transport is not blocked by the 
breakwaters of the port but is passing these obstacles. It was shown that under 
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Figure 3 Sediment Transport Capacities, Existing Situation 

south-western wave conditions the contracted current (tide-, wave- and wind- 
driven current) in combination with the orbital wave motion result in a 
substantial sediment transport in front of the breakwaters. This transport is 
developing in front of the breakwater tips in a water depth of -8 m MSL. 
Evidence that this process exists is the absence of a sedimentation zone south 
of the breakwaters. The passing of the net northern transport around the 
breakwaters is very important for the development of Scheveningen Beach. 
This transport is the main feeding mechanism of the beach. 

(2) It was found the sediment transport north of the port is about 10% higher than 
south of the port. The reason for this was found in the bathymetry of both 
areas. The beaches north of the port appear to be more gentle sloping. This 
results in a wider surf zone north of the port which in this case (transport 
driven by the combination of waves and tidal current) generates a higher 
sediment transport. This effect can be observed while standing on the 
breakwaters. 

(3) Because of the forced orientation of Scheveningen Beach by the seawall a 
strong local longshore transport gradient develops at the northern side of the 
beach. 

(4) The natural beach restoration after a north-western storm is distorted due to the 
presence of the breakwaters. The timescale of storm events is in the order of 
hours whereas the timescale of the restoration is weeks to months. In this part 
of the Netherlands the time averaged flow along the shore is directed to the 
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north. Sediment deposited on the foreshore during a storm event will therefore 
contribute to the beach restoration of a beach section somewhat to the north. 
The presence of the breakwaters of the port distorts this mechanism which 
results in an incomplete natural restoration of the beach or, in other words, 
erosion of the beach. 

These four main conclusions are the basis of the hypothesis of the morphological 
system of Scheveningen Beach. The hypothesis is schematically presented in Figure 
3. In the figure the annual yearly north going and south going transports are shown as 
well as the total average yearly transport. 

offshore breakwaters 
One of the alternative measures which was defined was offshore breakwaters. The 
impacts were studied on the basis of the developed hypothesis of the existing 
morphological system. The simulations were repeated for the schematized offshore 
breakwaters. The main result of the computational effort was that offshore breakwaters 
do not fit in the morphological system of Scheveningen Beach. Indeed the structure 
reduces the wave action and thus the sediment transport on the beach. But the structure 
also redirects the sediment which is transported past the port's breakwaters along the 
seaward side of the structure. This transport was found to be the most important 
feeding mechanism of the beach. It is therefore expected that the construction of 
offshore breakwaters as defined for this study will result in an even stronger erosion 
on the beach. The predicted sediment transport patterns after the construction of the 
offshore breakwaters are presented in Figure 4. 
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Figure 4 Sediment Transport Capacities, Offshore Breakwaters 
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450 m long groin 
Another alternative was the construction of a 450 
m long groin at the northern side of Scheveningen 
Beach. This would prevent the build up of the 
transport gradient due to the shoreline orientation. 
The simulations show (Figure 5) that indeed 
positive results for the beach development are to 
be expected. The redistribution of sediment due 
to the local gradient will be prevented and part of 
the erosion of Scheveningen Beach will be shifted 
towards the north. This was one of the objectives 
of the study. A relatively wide dune area is 
located north of the Beach. Here, the opportunity 
exists to handle the erosion in a more flexible 
dynamic way. The construction of a long groin 
would result in a less frequent nourishment need. 
This predicted effectiveness of the structure was 
used to compute the cash flow over a long term 
period. In this way an economical comparison 
could be made to the present nourishment 
strategy including maintenance and re- 
nourishment needs. 

COST COMPARISON 
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gure 5 Flow model result 
450 m long groin 

The long term costs of investment of the 
various beach maintenance schemes were 
evaluated by means of a Nett Present Value 
(NPV) computation (Pluijm et al., 1994). In this 
calculation all the costs of an alternative are 
capitalized over a period of 50 years. 
Construction costs, interest, inflation, 
maintenance but also the nourishment need (the 
results of the morphological studies) are taken into account in this analysis. The results 
of the NPV cost comparison are presented in Figure 6. It can be seen that with the 
present rates for sand it is economically more attractive to proceed with the present 
nourishment strategy. However, when the prices of sand would increase the 
construction of a long groin would then become an attractive alternative. 

For this cost comparison the extra benefits for the local tourism industry have not been 
taken into account. The construction of a groin would result into two advantages over 
the beach nourishment strategy being (/') a more predictable development of the beach 
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(coastline stability) and (ii) a wider beach. In view of the recreational function of the 
beach this is an important factor. 
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Figure 6 Cost Comparison Beach Maintenance Strategies Scheveningen Beach 

CONCLUSIONS 

Numerical models are of significant importance to develop insight and 
understanding of the role of each of the morphological processes. The models help to 
understand the development of a particular beach section, to define the governing 
processes and to indicate the beach developing sediment transport patterns. Based on 
this understanding of the morphological system a well-based assessment can be made 
of impacts of a structure on each of the processes. In many cases this comprehension 
will allow a reliable prediction of coastline development. 

In this paper the methodology has been presented which was adopted to compare 
alternative beach maintenance strategies. A key element in this evaluation is the 
nourishment need which will be required when one of the strategies is implemented 
and which is an important factor in the long term costs. It has been described how 
numerical simulations models were adopted to assess the morphological effectiveness 
of the alternatives. These results were then used as input for the cost evaluation 
resulting in a well based comparison of various beach maintenance strategies. 
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CHAPTER 215 

Littoral Impact of Ocean City Inlet, Maryland, USA 

Julie Dean Rosati1, M. ASCE, and Bruce A. Ebersole2, M. ASCE 

ABSTRACT 
Ocean City Inlet, Maryland presents a data-rich site for evaluating the total littoral impact of an 
inlet system with a significant adjacent beach response. Analysis of adjacent beach and bay 
shoreline data, adjacent beach profiles, ebb and flood shoal evolution, and dredge/fill history 
provided a database with which the inlet's littoral impact to adjacent beaches was quantified. The 
even/odd method, which decomposes shoreline changes into their symmetric (even) and 
antisymmetric (odd) components about a point of significance, was applied to the volume change 
dataset. This analysis indicated a present-day (1996) alongshore impact distance of 8 to 13 km 
from the centerline of the inlet. A second method, which relates the total "inlet sink" volume to 
adjacent island (ocean and bay) volume change, was also applied. The total inlet sink volume 
ranged from 10.8 to 15.6 million m3, and reflects the volume of material captured by the inlet 
which is assumed to have been derived from adjacent beaches. The inlet sink method indicated 
that, at most, 10.8 million m3 can be realized within ±.14.2 km (data limit). The paper 
concludes that the alongshore impact of Ocean City Inlet most likely extends beyond ±.14.2 km. 

1.0 EVOLUTION OF OCEAN CITY INLET 
Ocean City Inlet is located on the Atlantic coast of the United States (Figure 1), and 
was created by a hurricane on 25 August 1933 which breached the outer barrier 
island. In 1922, groins were constructed on Fenwick Island (to the north) to stabilize 
this increasingly-popular beach resort. Assateague Island (to the south) remained in a 
natural state, and, in February 1920, Sinepuxent Inlet breached the island approximately 
4.8 km south of the existing inlet, and had migrated southward about 0.8 km until it was 
closed by another storm in May 1928. After the hurricane of August 1933, jetty 
construction commenced in September and the inlet quickly scoured to 3 m depth and 
76 m width (Underwood and Hiland 1995). 

A study by Dean and Perlin (1977) and Dean, Perlin, and Dally (1978) documented 
sediment transport moving north along northern Assateague Island, which deposited in 
the inlet channel. As a result of the study, in 1985 the south jetty was raised and 

'Research Hydraulic Engineer, Supervisory Hydraulic Engineer, US Army Engineer Waterways 
Experiment Station, Coastal and Hydraulics Laboratory, CEWES-CR-P, 3909 Halls Ferry Road, 
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Figure 1. Historical shorelines, Ocean City Inlet, Maryland, USA 
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tightened, and the northern Assateague Island channel bank was stabilized with three 
detached breakwaters. The most recent significant engineering event affecting the littoral 
system has been the placement of approximately 7.4 million m3 of beach fill on Fenwick 
Island from June 1988 through April 1995, which extended from the just north of the 
inlet to the Maryland-Delaware state line. 

2.0 DATA ANALYSIS 
Shoreline position, adjacent beach profile, ebb shoal bathymetry, and flood shoal data 
sets as well as dredging events were analyzed and used to create a volume change 
database. A range of parameters which were applied in sensitivity evaluations were also 
defined, and are discussed below. 

2.1 Variation of Shoreline Position with Time 
Both ocean and bay shoreline position were recorded with respect to an alongshore 
coordinate, x, which was set to zero at the centerline of the inlet and used a right-handed 
coordinate convention (i.e., negative x indicates north; positive x indicates south). The 
shoreline position represents the high water line, and was calculated for each time period 
at a 50-m alongshore cell spacing. Results of the shoreline change analysis are presented 
in Table 1. 

Table 1. Summary of Shoreline Change Analysis: Average Rates and 
Associated Standard Deviation (m/yr) 

Time Period Alongshore 
Extent: 

Ocean (km) 

Alongshore 
Extent: Bay 

(km) 

Fenwick Island Assateague Island 

Ocean Bay Ocean Bay 

1850-1929/33 -15.1 to 14.21 -13.7 to 3.3 -0.37 + 0.98 ~02 -1.5 + 1.7 2.8 + 1.8 

1929/33-1995/96 -15.1 to 14.2 Varies; range 
-13.5 to 16.6 

0.44 + 0.803 

-0.21+0.914 
0.755 -2.9 + 2.23 

-2.9 + 2.74 
2.5e 

1 Full extent was -19.4 to 23.5 km; the analysis was limited here to equal the alongshore extent for the post-inlet 
period. 
2 Calculated value was a small negative number. Because It is not likely that pre-inlet bay processes would erode 
the bay shoreline, a near-zero bayshore change rate was assumed for the pre-inlet time period. 
5 Shoreline change rate reflects advancement due to beach fill. 
4 Adjusted shoreline change rate to remove advancement due to beach fill. 
s Calculated by prorating 1929-1965 and 1965-1980 bay shoreline change rates. Standard deviation values are 
unavailable. 
" Calculated by prorating 1933-1965,1965-1980,1980-1989, and 1989-1995 bay shoreline change rates. 
Standard deviation values are unavailable. 

Ocean shoreline change rates for Assateague Island extending 14.2 km south of the inlet 
nearly doubled from a pre-inlet (1850-1929/33) erosion rate averaging -1.5 ±1.7 m/yr 
to an average post-inlet (1929/33-1996) erosion rate averaging -2.9 ± 2.7 m/yr (latter 
rate excludes shoreline advancement due to documented beach fill of 0.9 million m3). 
For both the pre- and post-inlet time periods, overwash processes were significant along 
Assateague Island, with bay shoreline change indicating accretion. For the Fenwick 
shoreline extending approximately 15.1 km north of the inlet, the ocean shoreline 
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responded to construction of the jetties by decreasing the pre-inlet erosion trend (-0.37 
± 0.98 m/yr for the pre-inlet time period to -0.21 + 0.91 m/yr in the post-inlet time period 
(latter rate excludes  shoreline advancement due to  documented beach fill of 
8.1 million m3)). For the pre-inlet time period, the bay portion of Fenwick Island was 
comparably stable. The post-inlet time period reflects some bay shoreline accretion, 
which occurred prior to 1980 (a majority of the Fenwick bay shoreline in the vicinity of 
the inlet has been developed since 1980). 

2.2 Profile Data 
Beach profile data were analyzed to provide a relationship to convert shoreline change 
rates into volumetric change rates. Shoreline change within a given alongshore cell is 
estimated to represent a horizontal translation of the profile over its active depth. The 
absolute sum of the berm elevation and the depth at which profile changes are 
insignificant, the closure depth, is one method of estimating the active profile depth. A 
second method relates the profile volume change to shoreline movement for a given time 
period. Sensitivity testing of values from both methods indicated that the difference was 
not significant (less than 2-percent difference in total volumes). Thus, the first method 
was applied herein. For Fenwick and Assateague Islands, ocean beach profile data were 
analyzed to estimate active depth. Fenwick Island pre- and post-fill profile data were 
also analyzed to estimate the percentage of Fenwick Island beach fill remaining in 1996, 
which was required to correctly account for alongshore movement of this material from 
Fenwick Island into other regions of the project. 

In evaluating the initial performance of the Fenwick Island beach fill, Stauble et al (1993) 
estimated the depth of closure for Fenwick Island using profile data measured from the 
spring of 1988 through the winter of 1992, and concluded that 6.1m relative to National 
Geodetic Vertical Datum (NGVD) was a representative value. Because coastal 
processes at this depth are most likely similar offshore of Fenwick and Assateague 
Islands, this depth was also assumed to be representative of Assateague Island. 
However, this active depth was not used for southern regions of Fenwick Island and 
northern region of Assateague Island which were sheltered by the ebb tidal shoal. For 
these regions, the depth at the shoreward edge of the ebb shoal was used in active depth 
calculations. Volume change within the ebb shoal was accounted for separately. 

Stauble et al (1993) estimated the active berm elevation for Fenwick Island as 3.0 m 
NGVD, resulting in an estimate of active depth for regions of Fenwick Island outside the 
shelter of the ebb shoal equal to 9.1 m. For Assateague Island, the sensitivity of applying 
pre- versus post- rehabilitation jetty berm crest elevations was insignificant; therefore, 
post-rehabilitation jetty berm crest elevations were applied herein. The estimate of active 
depth for the regions of Assateague Island unaffected by the ebb tidal shoal (from 2 to 
14 km south of the inlet) ranged from 8.3 to 8.5 m. 

Seven profiles from June 1988 (immediately pre-fill) and May 1996 (present-day 
condition) were analyzed to determine the rate of beach fill "loss" from the profile. 
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Volume change for each profile was multiplied by an alongshore distance represented by 
that profile to properly "weight" results at each profile location. Results from this 
analysis indicated that approximately 17 percent of the placed material was lost over the 
active depth. An additional 10 percent of material was originally placed in a dune feature 
(above 3.0 m NGVD), and this entire volume was assumed to remain on the profile. 
Because the fill material was similar to or coarser than the native sediments, it was 
assumed that any fill loss moved alongshore rather than offshore. The portion of the 
1988-1995 Fenwick Island beach fill that was assumed to move alongshore, totaling 
approximately 1.7 million m3, was assumed to deposit and remain within the inlet sink. 
Shoreline change calculations assumed a beach fill "loss" rate of approximately 2-percent 
per year. 

Profile data for the bay shoreline were only available for the northwest corner of 
Assateague Island (Dean, Perlin, and Dally 1978), and represented conditions prior to 
sand-tightening and raising of the south jetty and construction of the detached 
breakwaters. These data extended into the channel, and reflect stronger current 
conditions than the rest of the bayshore. Based on estimates of bay active depth of 
approximately 4 m for this small, higher energy, region of the bayshore, the sensitivity 
of results to a range of slightly smaller bay shoreline active depths, thought to be more 
representative of conditions along the majority of the bay (1 m, 2 m, and 3 m) was 
evaluated. The sensitivity of volume calculations to the choice of bay active depth was 
found to be significant for certain cases (see Section 3.4). 

2.3 Ebb Shoal Evolution 
Bathymetric data from 1933, 1976, and 1995 were utilized to define the ebb shoal 
planform "footprint," depth at the landward edge of the footprint (used in estimating 
active depth), and volume. Visual inspection of a bathymetric data set or a bathymetric 
contour plot to delineate an ebb shoal is rather subjective. For this study, the availability 
of a pre-inlet (1933) bathymetry enabled application of a more objective procedure, as 
modified from that discussed by Hicks and Hume (1996). First, an idealized "non-inlet" 
bathymetry was created by using the 1933 bathymetric data set, but replacing the 1933 
shoreline and nearshore beach profile data along the northern region of Assateague Island 
with present-day shoreline and bathymetry which were typical of that found outside the 
influence of the ebb tidal shoal. Using this idealized non-inlet bathymetry, "residual" 
topographies were created by subtracting it from the subsequent time periods. Next, the 
ebb tidal shoal footprint for each residual topography was estimated by four different 
individuals, and residual ebb shoal volumes were calculated. Four independent estimates 
of the ebb shoal footprint gave an indication of the error associated with personal 
subjectivity. 

Estimates 1, 2, and 4 applied similar methods of using the 1-m residual contour to 
delineate the ebb shoal footprint. This contour appeared to provide a planform shape 
of the ebb tidal shoal that reflected onshore and alongshore evolutionary trends of the 
shoal as evidenced from bathymetric data. Estimate 3 used the 0-m residual contour to 
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delineate the shoal, and therefore these volume and area estimates are higher. Estimate 
3 chose the 0-m residual contour to fully capture bathymetric regions which may have 
accreted. These regions resulted in a footprint which included more of the areas 
reflecting growth and lengthening of finger shoals, and deposition in troughs, which are 
probably only partly represented by Estimates 1, 2, and 4. All residual volumes were 
calculated by using the selected footprint and determining the volume above a 0-m 
residual contour within this polygon. Bathymetric data from 1995 did not fully cover the 
ebb tidal shoal. Therefore, 1933-1976 residual ebb shoal data were used to complete 
coverage on the outer edges of the ebb tidal shoal for the 1933-1995 residual 
bathymetry. Results are presented in Table 2. 

Table 2. Ebb Tidal Shoal Changes, 1933-1995 

Estimate 
Number 

Volume 
(million m3) 

Area 
(million m2) 

Volume Change 
Rate (mVyr) 

1,2,4 g.8, g.g, g.g 3.0, 3.0, 3.0 158,000,15g,000,158,000 

3 !2.g 4.2 207,000 

For estimates of total ebb shoal volume from 1933 to 1996, two ebb shoal volumes were 
used: a minimum value was obtained by extrapolating the average of Estimates 1, 2, and 
4 to 1996 (approximately 10 million m3); and a maximum value was obtained by 
extrapolating Estimate 3 to 1996 (approximately 13 million m3). For each estimate, 
depths at the landward edge of the ebb tidal shoal footprint were applied in calculating 
active depth for regions of Fenwick and Assateague Islands sheltered by each ebb shoal. 
In sensitivity testing, the differences between active depths for the 10 and 13 million m3 

ebb tidal shoal footprints were found to have an insignificant impact on final calculations. 
Therefore, results are presented herein for active depths as indicated by the 10 million m3 

ebb shoal footprint. 

2.4 Flood Shoal Evolution 
Information about deposition in the bay is necessary to account for losses to the littoral 
system. Unfortunately, detailed bathymetric data provide only partial coverage for Isle 
of Wight and Sinepuxent Bays. For this study, the flood shoal/bay accretion rate 
calculated by Dean and Perlin (1977) and Dean, Perlin, and Dally (1978) using 1931 to 
1972 bathymetry was used, 19,600 m3/yr. It is likely that the 1972 through 1996 flood 
shoal accretion rate has decreased somewhat, perhaps half this value, for a present-day 
estimate of total flood shoal/bay volume equal to 1 million m3. This estimate is based on 
the belief that flood shoal accretion would probably be greatest during the initial years 
after inlet formation, and would decrease with time. The sensitivity of calculations 
presented herein was evaluated with two other flood shoal/bay accretion estimates. A 
maximum estimate assumed that the original rate continued through the present, for a 
total flood shoal/bay volume of 1.2 million m3. A minimum volume of 0.76 million m3 

was estimated by assuming that no additional bay/flood shoal accretion has occurred 
since 1972. 
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2.5 Dredging History 
Various sources were culled to determine the dredging and placement history for Ocean 
City Inlet. A total of 24 dredging events between 1947 and 1995 indicated a channel 
shoaling rate of approximately 56,000 mVyr, with many dredge placements on northern 
Assateague Island. For this study, a minimum channel shoaling volume between 1933 
and 1996 was calculated by assuming that only the documented dredging events occurred 
(2.7 million m3). A maximum channel shoaling volume assumed that the 56,000 m3/yr 
rate continued from 1933 through 1996 (3.5 million m3). Adjacent beach placement of 
the dredged material was accounted for in the shoreline change database. 

3.0 LITTORAL IMPACT OF OCEAN CITY INLET 

3.1 Volume 
The "inlet sink volume" captured by Ocean City Inlet is defined as the volume of 
material within the inlet which is assumed to have been derived from adjacent ocean 
and bay beaches. A range of volumes representing the Ocean City Inlet sink was 
calculated by summing the minimum and maximum estimates for ebb shoal volume, flood 
shoal volume, and channel shoaling volume, subtracting maximum and minimum 
estimates for the original 1933 Ocean City Inlet breach, and subtracting the volume of 
Fenwick Island beach fill which was assumed to move alongshore and deposit in the inlet. 
The initial loss of material due to the island breach in 1933 was estimated using typical 
ocean and bay profile shapes (best estimate: 0.53 million m3, with a range between 0.43 
and 0.97 million m3). 

The minimum inlet sink volume was estimated as 10.8 million m3 (ebb shoal: 
10 million m3 + flood shoal: 0.76 million m3+ shoaling volume: 2.7 million m3 - initial 
breach: 0.97 million m3 - alongshore movement of Fenwick Island beach fill: 
1.7 million m3). The maximum inlet sink volume totaled 15.6 million m3 (ebb shoal: 
13 million m3+ flood shoal: 1.2 million m3 + shoaling volume: 3.5 million m3 - initial 
breach: 0.43 million m3 - alongshore movement of Fenwick Island beach fill: 
1.7 million m3). Thus, the total volume of material captured by Ocean City Inlet 
which can be attributed to adjacent beaches is estimated to be between 10.8 and 
15.6 million m3. 

3.2 Alongshore Impact: Overview. Two methods were used to estimate the distance 
alongshore for which the inlet has affected adjacent beaches: the even/odd procedure 
(Section 3.3), and an examination of the inlet's net sink effect and adjacent island 
response (Section 3.4). Both methods accounted for a background erosion rate, and 
assumed that pre-inlet volume change trends would have continued through the present 
if the inlet had not been created. Thus, pre-inlet (1850-1929/33) volume change rates 
were subtracted from post-inlet (1929/33-1996) volume change rates. The effect of 
beach fill (which is reflected in the shoreline position) was removed from the signal by 
subtracting an estimate of the beach fill volume remaining from the volume in each 50-m 
shoreline calculation cell. An estimate of beach fill reflected in the shoreline position was 
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estimated by assuming a beach fill "loss" (or alongshore movement) rate of 
approximately 2-percent per year (discussed in Section 2.2). 

The assumption of a background erosion rate is reasonable, as evidenced from the 
Fenwick Island shoreline change rates from 1929/33-1996 (Table 1 with beach fill 
advancement removed), and the trend for relative sea level rise in this region of the U.S. 
(1.1 mm/yr for Lewes, Delaware, north of Ocean City Inlet, Marine Board 1987). In 
addition, the 1850 to 1929/33 reorientation of the Fenwick-Assateague Island barrier 
island from a convex to a more "linear" shoreline orientation (see Figures 1 and 3 a) most 
likely is a long-term, large-scale response which is continuing through the present. 

3.3 Alongshore Impact: Even/Odd Method. The even/odd method is a simple 
analytical procedure discussed and applied by Dean and Work (1993) and Bodge (in 
preparation) among others, and can be solved from the linearized treatment of shoreline 
evolution (Pelnard-Considere 1956). The method decomposes shoreline change (or, as 
applied in this case, volume change) data into their symmetric (even) and anti-symmetric 
(odd) components about a point of significance. For application at Ocean City Inlet, the 
center of the inlet was chosen as the point about which data were decomposed into even 
and odd components. Volumetric change data were used so that the effects of beach fill 
could be removed, and so that the alongshore variation in active depth could be 
incorporated. Due to space limitations herein, the reader is directed to Dean and Work 
(1993) or Bodge (in preparation) for a description of even/odd calculation procedures. 

The even and odd functions are indicators of those shoreline or volumetric changes 
which have been symmetric or anti-symmetric, respectively, about the point of 
significance. For an inlet with the centerline chosen as the point of significance, the even 
function reflects changes in shoreline position (or volume change rate) which have 
occurred symmetrically about the inlet, such as shoreline retreat or advance due to cross- 
shore transport (due to storms and relative sea level change), and symmetric shoreline 
retreat due to sediment feeding the ebb and flood tidal shoals. An example of an anti- 
symmetric change common to stabilized inlets, which is reflected by the odd function, is 
impoundment on the updrift beach at the expense of the downdrift beach. The 
alongshore point at which the odd function returns to a zero value is an indicator of the 
alongshore distance influenced by the anti-symmetric effects, such as impoundment, 
which is a project-induced impact. The alongshore point at which the even function 
approaches a constant value is an indication of the alongshore distance influenced by 
symmetric inlet-induced effects such as shoreline retreat due to feeding the ebb and flood 
tidal shoals. 

Figure 2a shows the post-inlet (1929/33-1996) even/odd analysis, and Figure 2b shows 
results for the post-inlet rate adjusted by the background erosion rate as defined by the 
pre-inlet (1850-1929/33) data set. Negative distances indicate shoreline to the north 
along Fenwick Island. For both Figures 2a and b, the "total" curve shows the updrift 
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accretion that has occurred as a result of inlet stabilization and the groin field along 
Fenwick Island. It is interesting to note the erosional peak in the post-inlet volume 
change rate ("total" curve in Figure 2a) at approximately 8 km updrift of the inlet, which 
agrees in concept with a longshore sediment transport nodal point in the vicinity of York 
Beach, Delaware (approximately 18 km north of the inlet), with a variation of 10 km 
(Mann and Dalrymple 1986). For Assateague Island, except for a peak in the total 
adjusted volume change curve at approximately 1 km (Figure 2b), the entire shoreline 
response has been erosional. The peak at approximately 1 km in Figures 2a and b agrees 
well with the presently-observed bridging of the ebb tidal shoal to the downdrift beach. 
The "odd" function indicated in Figures 2a and b illustrates the strong alongshore impact 
that the inlet and Fenwick Island groin field have incurred on the adjacent beaches. This 
function returns to a zero value approximately 10 km from the inlet in Figure 2a, and at 
approximately 8 km in Figure 2b. The "even" function in Figure 2a returns to a near- 
constant value at approximately 13 km from the inlet, and approaches a constant value 
in this region for Figure 2b. If Figure 2a were taken to represent the inlet's impact (i.e., 
no background erosion existed from 1933 to 1996), then the alongshore impact distance 
would be interpreted as between 10 and 13 km. However, we have evidence that 
background erosion has occurred during the post-inlet time period. Thus, considering 
both the even and odd functions, the alongshore impact distance of the inlet (and 
Fenwick Island groin field) is estimated to be between 8 and 13 km from the 
centerline of the inlet. 

3.3 Alongshore Impact: Net Sink Effect 
Overview. A second method of determining alongshore impact distance is 

discussed by Bodge (in preparation). This method calculates the alongshore variation 
in total volume change, and determines the alongshore distance for which the total 
inlet sink volume can be accounted. Alongshore impact distance as determined 
through application of this method is very sensitive to the total sink volume estimate, 
due to the fact that the alongshore volume changes due to the inlet will decrease with 
distance from the inlet. 

Pre- and Post-Inlet Volumetric Change. Shoreline change from 
August/September 1850 to November 1929/May 1933 indicated that the pre-inlet 
Fenwick-Assateague barrier island in the region ± 7 km from the centerline of the 
existing inlet was in an erosive state (Figure 3a). The island (ocean and bay) cumulative 
volume change rate for what would become Fenwick Island (extending 14.2 km north 
of the inlet location) was -42,500 m3/yr during this time period (independent of bay 
active depth; the bay shoreline change rate was approximately zero during this period, 
see Table 1). The cumulative island pre-inlet volume change for 14.2 km of Assateague 
Island ranged between -137,700 and -59,300 m3/yr, depending on bay active depth. 

In the post-inlet (November 1929/May 1933 through March 1995/May 1996) time 
period, Fenwick Island stabilized with cumulative island volumetric change rates ranging 
from -16,500 to +4,400 m3/yr, depending on bay active depth. However, cumulative 
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volumetric erosion rates along Assateague Island increased, ranging from -293,000 to 
-224,000 mVyr depending on bay active depth (Figure 3b). The first four columns of 
Table 3 summarize these results. 

Table 3. Pre- and Post-Inlet Net Island Volume Change for 
14.2 km Up- and Downdrift of Ocean City Inlet 

Island 
Bay 

Active 
Depth 

(m) 

Net Island1 Volume Change Rate 
(m3/yr) 

Present-Day 
Normalized2 

Cumulative 
Volume 

(million m3) 
Pre-lnlet 

(1850-1933) 
Post-Inlet 

(1933-1996) 

Fenwick 1 -42,500 -16,500 +1.6 

2 -42,500 -6,000 +2.3 

3 -42,500 +4,400 +3.0 

Assateague 1 -137,700 -293,000 -9.8 

2 -98,500 -259,000 -10.1 

3 -59,300 -224,000 -10.4 

1 Net ocean and bay volume change. 
2 Post-inlet minus pre-inlet rate multiplied by the number of years since inlet creation (1996-1933=63 ^ears). 

Present-Day Impact Accounting for Background Erosion. The fifth column of 
Table 3 presents the cumulative volume change, accounting for "background erosion" 
which was defined by the pre-inlet condition, at +14.2 km of the inlet. The degree to 
which the bay active depth assumption influences magnitudes of cumulative impact 
can be evaluated from these data. For Fenwick Island, the bay active depth 
assumption can alter the normalized cumulative volume by nearly a factor of two. 
For Assateague Island, ocean volumetric change dominates the volumetric impact and 
the influence of bay active depth is less significant. 

Summing the Fenwick and Assateague Islands cumulative volumes for a given bay 
active depth gives total adjacent beach impact volumes which vary at most by 10- 
percent as a function of bay active depth (-8.2, -7.8, and -7.4 million m3 for 1, 2, and 
3 m bay active depth, respectively). Note that only 0.9 million m3 of dredged material 
is documented as being placed on Assateague Island, whereas between 2.7 and 3.5 
million m3 were dredged. If it is assumed that this entire dredged volume was placed 
on Assateague Island (as has been standard practice), and (to be conservative) that 
this entire volume moved alongshore or was lost to the profile and is not reflected in 
the shoreline data, then an additional loss of 1.8 to 2.6 million m3 can be assigned to 
the adjacent island losses.    Using the upper value of 2.6 million m3, it can be 
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concluded that the volumetric impact of Ocean City Inlet realized on adjacent ocean 
and bay shores within 14.2 km from the inlet, is at most 10.8 million m3. This 
estimate approaches the minimum total inlet sink volume, which was estimated to 
range from 10.8 to 15.6 million m3. (However, note that the 10.8 million m3 adjacent 
island loss was developed with the upper dredge volume estimate, whereas the 10.8 
million m3 sink volume was developed with the lower dredge volume estimate.) Thus, 
with a pre-existing background erosion rate which is defined by the pre-inlet 
condition, it is likely that the inlet's influence exceeds the available data limit 
(14.2 km). 

4.0 SUMMARY AND CONCLUSIONS 
A database representing 146 years of beach response in the vicinity of Ocean City 
Inlet, Maryland, was created to reflect adjacent beach, bay, and inlet volume change. 
Analyses were conducted to evaluate the total sink volume of the inlet, and the 
alongshore distance associated with this volumetric impact. The total inlet sink, 
defined as the volume captured by the inlet which can be attributed to the adjacent 
ocean and bay shorelines, was estimated to range between 10.8 and 15.6 million m3. 
The even/odd method was applied to ocean shoreline change (adjusted by a 
background erosion rate) since inlet formation, and indicated an alongshore impact 
distance (which includes the effects of the Fenwick Island groin field) of 
approximately 8 km from the centerline of the inlet. The inlet sink analysis, assuming 
that pre-inlet trends continued through the present, indicated, at most, that 
10.8 million m3 can be realized along 14.2-km of up- and downdrift ocean and bay 
shorelines. This analysis indicated that the alongshore impact distance most likely 
exceeds the available data limit (±14.2 km from the centerline of the inlet). 
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CHAPTER 216 

EXTREME WATER LEVELS, WAVE RUNUP 
AND 

COASTAL EROSION 

P. Ruggiero1 , P.D. Komar2, W.G. McDougal1 and R.A. Beach2 

ABSTRACT 
A probabilistic model has been developed to analyze the susceptibilities of coastal 
properties to wave attack. Using an empirical model for wave runup, long term data 
of measured tides and waves are combined with beach morphology characteristics to 
determine the frequency of occurrence of sea cliff and dune erosion along the Oregon 
coast. Extreme runup statistics have been characterized for the high energy 
dissipative conditions common in Oregon, and have been found to depend simply on 
the deep-water significant wave height. Utilizing this relationship, an extreme-value 
probability distribution has been constructed for a 15 year total water elevation time 
series, and recurrence intervals of potential erosion events are calculated. The model 
has been applied to several sites along the Oregon coast, and the results compare well 
with observations of erosional impacts. 

INTRODUCTION 
Much of the Oregon coast is characterized by wide, dissipative, sandy 

beaches, which are backed by either large sea cliffs or sand dunes. This dynamic 
coast typically experiences a very intense winter wave climate, and there have been 
many documented cases of dramatic, yet episodic, sea cliff and dune erosion (Komar 
and Shih, 1993). A typical response of property owners following such erosion 
events is to build large coastal protection structures. Often these structures are built 
after a single erosion event, which is followed by a long period with no significant 
wave attack. From a coastal management perspective, it is of interest to be able to 
predict the expected frequency and intensity of such erosion events to determine if a 
coastal structure is an appropriate response. Predicting the frequency and 
magnitude of the most extreme erosion conditions is also important for the 
establishment of setback lines for coastal developments. 

Field studies have been undertaken along the Oregon coast to better 
understand the processes involved in wave-induced sea cliff and dune erosion. The 
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goal is to develop simple methods for estimating the susceptibilities of coastal 
properties to wave attack. Wave-induced property erosion generally occurs when 
wave runup reaches the junction between the beach face and the sea cliff or dune. 
However, depending on a number of wave, water level and morphological parameters, 
both the elevation attained by wave runup and the elevation of the beach-face 
junction are highly variable. This paper presents a simple probabilistic method for 
predicting the frequency of occurrence of cliff or dune erosion. The predicted 
frequencies are then compared with the observed shoreline stability for several 
beaches along the Oregon coast. 

Other researchers have attempted to determine the risk of coastal properties 
to flooding using probabilistic techniques. For example, Gares (1990) demonstrates a 
method for using runup to determine flooding risk on the New Jersey shoreline. 
Runup is calculated using the composite slope technique presented in the Shore 
Protection Manual and probability curves are produced assuming that maximum 
runup occurs at times of maximum storm surge. In the current work, an attempt is 
made to characterize extreme runup statistics on the high energy, yet dissipative 
beaches common in Oregon where the storm surge is small. Extreme total water 
levels, hence erosion risks, are then predicted utilizing a long term data base 
consisting of both measured tides and measured wave characteristics. 

MODEL DEVELOPMENT 

There are two main components, in Figure 1, which combine to generate total 
water levels (Shih et al., 1994). The first is the tide elevation, C,; all tidal and land 
elevations presented in this paper will be referenced to the U.S. National Geodetic 
Vertical Datum (NGVD) of 1929. Superimposed on the measured tide level is the 
vertical component of wave runup, R, which consists of both wave setup, r\ and the 

swash fluctuations, S, about the setup. Wave induced erosion of a sea cliff or dune 
will occur only when the total elevation of the water at times of maximum runup 
exceeds the elevation of the beach-face junction (£ + R> Ej). Once again, the 
objective of this study is to predict the frequency with which the total water level, E, 
reaches or exceeds the elevation Ej of the junction between sea cliff, dune or coastal 
protection structure and the beach face. To achieve this goal, we construct extreme- 
value probability distributions (e-v pdf) for water levels measured by tide gauges, 
water levels due to wave runup, and finally for the combined total water levels. 

Extreme Water Levels 
Measured tides are often greater than predicted due to the occurrence of a 

storm surge, or the effects of water temperatures, currents and atmospheric 
disturbances such as an El Nino. A 24 year time series of hourly measured tides 
taken from a tide gage in Yaquina Bay, Oregon, has been analyzed to investigate some 
of these processes. The yearly maxima have been fitted to a Fisher-Tippet Type I 
extreme-value probability distribution, commonly known as the Gumbel extreme 
value distribution, and return intervals have been computed for extreme tides. A 
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SEA CLIFF AND DUNE EROSION MODEL 

Figure 1: The basic model for the quantitative assessment of the susceptibilities of sea cliffs and 
dunes to wave-induced erosion. 

predicted tide time series has been generated for the same 24 year period, and the 
predicted yearly maxima have also been fit to a Gumbel distribution. Shih et al. 
(1994) noted that for long return periods there are significant differences, on the order 
of 0.5 m, between predicted and observed extreme tides. 

The difference between measured and predicted tides has been computed for 
the entire 24 year data set. The auto-correlation of this raw residual time series 
shows a roll off in correlation at a lag of approximately 48 hours. This lag 
corresponds well with the typical storm duration on the Oregon coast. The raw 
residuals were then filtered using a 48 hr low pass filter, eliminating measurement 
noise from the signal. The standard deviation of the low pass filtered residual time 
series is approximately 13 cm, giving a typical elevation for storm surge on the 
Oregon coast. Figure 2 shows the 24 year residual time series after applying a 1 
month low pass filter in which single storms as well as spring and neap tides have 
been averaged out. Surprisingly, there is no distinct seasonal pattern in the figure. 
The extreme residuals evident in the smoothed time series, those in 1973, 1977, 
1982-83, 1992 and 1993, all correspond to times of well-documented El Nino events. 
Although these events are usually associated with increased wave energy, both the 
residual and the measured tide are not significantly correlated with wave height 
throughout the period of overlap between the tide and wave data, a period of 
approximately 15 years. This observation, along with the relatively low contribution 
of storm surge to extreme total water levels on the Oregon coast, suggests that 
models such as that proposed by Gares (1990) may not be applicable to the Oregon 
coast. Models in which extreme measured water levels and extreme runup occur at 
the same time, although well suited for coastlines which experience hurricanes and 
Nor'Easters which generate significant storm surge, are not generally suitable to 
conditions typical of the Oregon coast. 

Wave Runup 
The second water-level component in the sea cliff and dune erosion model, 

superimposed on the measured tide, is wave runup. It is necessary to have the 
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Figure 2: Thirty day low-pass filtered residual time series of measured minus predicted tides in Yaquina 
Bay, Oregon. 

capability to predict extreme runup statistics utilizing measured wave parameters and 
beach morphology characteristics. Data bases containing a decade or more of 
measurements of wave heights and periods are now becoming readily available for use 
by engineers, scientists and planners, and much effort has been spent in finding simple 
relationships between deep-water wave parameters and runup on beaches. A well 
known data set of extreme runup statistics is that of Holman and Sallenger (1984) and 
Holman (1986), who measured wave runup using video techniques on the relatively 
steep beach of the Field Research Facility, Duck, North Carolina. Among other runup 
statistics, Holman (1986) examined the 2% exceedence elevation for runup maxima, 
non-dimensionalized by wave height, and found a dependence on the dimensionless 
surf similarity parameter, E,0t commonly referred to as the Iribarren number the ratio 
of the beach slope to the deep-water wave steepness. The resulting relationship is 

R2%/Hs= C £0 = C p7(Hs/L0)(1/2) W 

where C is an empirical constant determined by the measurements, j8 is the beach 
slope, Hs is the deep-water significant wave height, and L0 is the deep water wave 

length given by L0 = {gl2it)f^ where g is the acceleration of gravity and T\s the wave 
period. This result has been proposed by many researchers, including Battjes 
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(1971) and van der Meer and Stam (1992). In an attempt at further simplification, 
Holman's data were re-analyzed by Douglas (1992), who found that removing the 
beach slope term from Eq. (1) does not cause any reduction in the ability to predict 
runup on beaches. By analyzing a wide variety of Australian beaches, Neilson and 
Hanslow (1991) found that the relationship proposed by Holman explained results 
from field experiments on relatively steep beaches, /3> 1:10, while for flatter more 
dissipative beaches with p < 1:10, runup depended only on the wave steepness. 
Many Oregon beaches are extremely dissipative with beach slopes much less than 
1:10. The resulting Iribarren numbers are usually less than for beaches studied by 
other researchers, including the most dissipative in the Neilson and Hanslow (1991) 
study. 

To test the dependence of extreme runup statistics on measured wave and 
beach morphology characteristics, video techniques were used to measure wave 
runup on several Oregon beaches over a broad range of dynamic conditions. Deep- 
water significant wave heights ranged from 1.9 to 4.6 m, periods from 7 to 17 
seconds, and foreshore slopes from 1:100 to 1:20. This field program culminated in 
February 1996 at Agate Beach on the central Oregon coast, with a major investigation 
into the dynamics of high energy dissipative beaches. During this experiment, three 
video cameras were used to measure wave runup, and the overlap between the 
cameras allowed for continuous coverage of runup measurements over approximately 
2 km of beach. Detailed analysis of the longshore variability of runup on dissipative 
beaches is underway. Runup elevation time series were extracted from all video data 
using image-processing techniques developed at the Coastal Imaging Lab of Oregon 
State University (Holman and Guza, 1984; Holland et al, in press). For each data 
record, the tide has been removed and extreme runup statistics have been computed 
after identifying the local maxima of the shoreline elevation time series. Although 
there is a distinction in the processes which force wave setup and swash fluctuations, 
for most engineering applications the measure of interest is the extreme statistics 
associated with the total runup. Therefore, all runup statistics presented include 
both setup and swash. 

The Oregon measurements of R2% are non-dimensionalized in the form of 
Eq. (1), and compared with the data of Holman (1986) in Figure 3. The Iribarren 
number distinguishes between the dynamically different nearshore systems from 
which the data were taken. The Oregon data falls in the extremely dissipative range 
of Iribarren numbers, while the FRF data range from dissipative to reflective. 
Although the Oregon data are of the expected order of magnitude, any linear 
predictive model such as Eq. (1), derived from Holman's data, would tend to under 
predict R.2% on the flatter Oregon beaches, an observation noted earlier by Shih et al. 
(1994). The data from Oregon have been re-plotted in Figure 4a, which suggests that 
extreme runup statistics do not depend on the Iribarren number over this dissipative 
range. Figure 4b shows that the Oregon runup data has virtually no dependence on 
the beach slope, and Figure 4c shows a lack of dependence of R2°/JHS on the wave 
steepness. Although not shown, the extreme runup also does not depend on the 
wave period. This is surprising, as runup has a first order dependence on the wave 
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period in the dimensional form of Eq. (1). The best parameterization of R2% for the 
Oregon data is a simple dependence on the deep-water significant wave height as 
shown in Figure 5. The best-fit straight line matched to the Oregon data is 

R2o/o = 0.5 Hs - 0.22 (m)       (r2 = 0.72 ) (2) 

A linear relationship between runup elevation and wave height on relatively low 
energy dissipative beaches was also found by Guza and Thornton (1982) in Southern 
California, and by Aagaard (1990) in Denmark and Australia. Guza and Thornton 
(1982) found that the significant vertical swash excursion, defined as 4a, where cP- is 
the total variance of the runup elevation time series, was approximately 70% of the 
significant wave height, a slightly stronger dependence on wave height than found for 
the Oregon data and the results presented by Aagaard (1990). The FRF data of 
Holman (1986) are shown again in Figure 5 to emphasize the fact that the data are 
derived from dynamically very different systems as the Holman data clearly falls 
above the Oregon data. More research is needed to identify regimes where different 
models for extreme runup statistics are applicable. 

2.5 
H.(m) 

Figure 5: Dependence of extreme runup statistics on the deep-water significant wave height. 

The extreme runup statistics presented here, as in the work done by other 
researchers, are monochromatic representations of spectral phenomena. In fact, all of 
the Oregon runup data, particularly that on the very low sloping Agate Beach, were 
dominated by infragravity energy (f< 0.05).   Spectral peaks typically occurred at 
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periods ranging from approximately 100 seconds to 200 seconds, and usually more 
than 90% of the runup elevation variance fell in the infragravity band. This 
infragravity dominance helps explain why runup statistics are independent of the 
incident band wave period. The incident band energy was saturated for most data 
runs, and the dependence on wave height shown in Figure 5 can almost entirely be 
explained by the infragravity band energy and its dependence on the wave height. 
Again, this is a similar result to that found by Guza and Thornton (1982). 

Waves and Total Water Levels 
In the previous section we showed that the best predictor of extreme runup 

on dissipative Oregon beaches is simply the deep-water wave height. A 15-year 
wave data set from the Coastal Data Information Program buoy offshore from 
Bandon, Oregon, has been used to estimate the extreme wave climate of the Oregon 
coast. This irregularly spaced data set has been interpolated to hourly measurements 
to match the measurement interval of the Yaquina Bay tide measurements. A 
Gumbel extreme-value distribution has been fitted to this data, and the resulting 
recurrence intervals for extreme waves are shown in Figure 6. This extreme value pdf 
has been produced by using all of the wave data above 6.5 meters, rather than just the 
yearly maxima (Muir and El-Shaarawi, 1986). 
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Figure 6: Extreme-value probability distribution and recurrence intervals constructed from 15 years of 
wave height data obtained by the CDIP buoy offshore from Bandon, Oregon. 
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Figure 6, as well as results presented by Tillotsen and Komar (in press), clearly 
demonstrate the intense nature of the wave climate experienced along the Oregon 
coast. The linear relationship between wave height and extreme runup statistics 
given in Eq. (2) can now serve as a transfer function to construct an extreme value 
distribution for R2% from the distribution of wave heights, and is shown in Figure 7. 

3.1 3.2        3.3        3.4        3.5        3.6        3.7        3.8        3.9 

S2 10 

Q-10 
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3.1 3.2 3.3        3.4        3.5        3.6 
R2% predicted (m) 

3.7 3.8        3.9 

Figure 7: Extreme-value probability distribution and recurrence intervals for wave runup calculated 
from the wave height distribution in Figure 6. 

Analytic probability density functions have been determined for both extreme 
measured tides and extreme wave runup, the two components of the sea cliff and 
dune erosion model. Assuming that runup and tides are statistically independent, the 
joint probability of tides and runup is easily calculated. This exercise has been 
completed, and contours of equal probability of occurrence have been generated. 
However, a more useful and direct method for determining the statistics of extreme 
total water levels is to apply the above model for wave runup to the wave 
component of the joint time series of waves and water levels. This joint time series 
is constructed from the time periods in which the wave data and tide data overlap. In 
doing this, we generate a runup time series which can be added to the measured tide 
to give a simulated total water level time series. An extreme value distribution is 
determined from this time series directly, using all total water levels above 2.8 m, and 
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is shown in Figure 8.  The recurrence intervals of the total water level reaching or 
exceeding any elevation can now be determined. 
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Figure 8: Extreme-value probability distribution and recurrence intervals for total water levels, 
measured tides plus wave runup. 

MODEL APPLICATION 
The Oregon coast is divided into a series of littoral cells, with beaches 

confined between large headlands. The elevation of the beach-face junction varies 
considerably between cells due to differences in sediment grain sizes, and the 
quantities of sand in a particular cell. This elevation can also vary within a cell due to 
local effects such as the lowering of the beach by rip current embayments (Shih and 
Komar, 1994). A number of beaches with varying morphologies are being monitored 
in Oregon to determine these elevations relative to NGVD, as well as to quantify 
typical summer and winter profiles and long term morphology changes. The model 
has been applied to 13 sites along the central Oregon coast, accounting for 9 of the 13 
littoral cells. The beaches are backed by sea cliffs, dunes and shore protection 
structures and all have beach slopes within the range of applicability of the runup 
model. The model allows for the determination of the frequency with which the total 
water level exceeds the elevation of the beach-face junction, thus being a good 
indicator of potential erosion. 
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Table 1: Impacts per year as compared to beach stability observations. 
Site Backing 

Feature (m) 
Impacts per 
year (hrs) 

Observations 

Jump off Joe Sea Cliff .034 2.90 173 severe erosion 
Nye Beach Sea Cliff .034 3.70 13 stable 

Beverly Beach Sea Cliff .043 4.02 4 erosion 
Oceanside Dune .023 3.60 18 stable/erosion 

South Beach Dune .026 4.12 3 accretion 
Manzanita North Dune .025 4.20 2 stable/accretion 
Manzanita South Dune .038 6.30 — heavy accretion 

Nestucca Spit Dune .046 6.50 — heavy accretion 
C&L Ranch Sea Wall .030 3.15 77 severe erosion 

Pacific Shores Sea Wall .039 3.65 15 erosion 
San Marine Sea Wall .030 3.75 11 erosion 

Pacific Palisades Sea Wall .052 5.30 — accretion 
Driftwood Shores Sea Wall .033 7.50 — heavy accretion 

Table 1 summarizes the results as applied to the sites on the Oregon coast. 
The table lists the average winter beach slopes and the average elevations of the 
junction between the beach and the respective backing feature. The return interval, 
the fraction of time when the 2% exceedence elevation of runup maxima 
superimposed on the tide reaches or exceeds Ej has been calculated. However, since 
we have used all of the data above a threshold value from our simulated total water 
elevation time series to construct the extreme pdf shown in Figure 8, we can convert 
return intervals to the more convenient unit of hours of wave runup impact per year. 
This column in Table 1 gives an estimate of the number of hours per year in which 
R2% exceeds Ej for a particular beach, thus being a reasonable proxy for potential 
erosion at the site. The final column in the table lists basic field observations 
concerning the morphologic stability of the particular site. The first site, Jump Off 
Joe, is backed by the remains of a massive landslide which protrudes out onto the 
active beach profile, hence the very low Ej. The toe of the landslide is actively 
eroding and is reached by swash during most higher high tides in the winter. Nye 
Beach, immediately to the south of Jump off Joe, is relatively stable and backed by a 
vegetated sea cliff. The model predicts that the sea cliff at Jump off Joe will be hit 
by wave runup much more often than any other site including the cliff at Nye Beach, 
agreeing well with observations. 

SUMMARY AND DISCUSSION 
With an appropriate model relating runup elevations to deep-water wave 

conditions, the frequency of occurrence of sea cliff or dune erosion can be predicted 
using historical wave and tide records. Coastal regulators, the anticipated users of the 
model, will have a quantitative method to determine the susceptibilities of properties 
to erosion and thus a rationale to establish setback distances for coastal 
developments. The model can also aid in the development of dune-management 
plans which balance the role of dunes in reducing future property losses versus the 
development pressure currently being experienced on the Oregon coast.     For 
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example, from this data set it appears that shorelines subjected to less than 1 hour of 
attack per year tend to be stable, while those with more than 10 hours per year tend 
to experience erosion. In its present form the model may be used to evaluate the 
need for shore protection structures and may potentially assist in their design. 
Future model development will attempt to include impact forces in order to predict 
erosion rates of both sea cliff and dune backed shorelines. The major weakness of 
the model is the simple relationship between extreme runup statistics and wave 
height. The model takes no account of the possibility that the functional relationship 
between runup and wave height may change under more extreme conditions than 
those measured. The model also ignores large-scale morphology, including offshore 
bars and bathymetry, as well as large-scale alongshore variability. More runup data 
are needed on beaches between the dissipative extremes presented here, and the more 
intermediate to reflective systems to help identify appropriate runup models for a 
particular beach state. 
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CHAPTER 217 

A morphological "mixed-type" model for the Ebro delta coast 

Agustin Sanchez-Arcilla and Jose A. Jimenez1 

Abstract 

A conceptual model to explain and simulate the long-term (decadal) Ebro delta 
coast evolution is presented as well as the approach to be followed to convert this 
conceptual model into a numerical one able to quantitatively predict the deltaic 
coast behaviour. Moreover, a first running sub-model which simulates most of the 
changes suffered by the outer coast is described in details. This sub-model is a 
long-term scale version of a one-line coastal model in curvilinear coordinates. The 
developed model has been verified and predictions of coastline evolution under 
different scenarios are also presented. 

Introduction 

The impact assessment of management policies and/or climate change on coastal zones 
requires comparing the coastal evolution under the present management/climate scenario 
with respect to the evolution under a different (targetted) scenario. To do this, it is 
necessary to develop proper tools to predict coastal evolution at adequate temporal and 
spatial scales. 

According to the analysis of scales in coastal morphology done by Sanchez-Arcilla and 
Jimenez, (1994a, 1996), the representative scale for this kind of tools must be the large 
spatial scale and the long-term temporal one. In this case, long-term refers to a temporal 
scale of decades and large scale refers to a length of tens of kilometres up to the entire 
littoral cell. This implies building models able to adequately reproduce/simulate coastal 
processes and the corresponding behaviour at this scale, i.e. long-term/large scale 
morphological models. 

One of the main questions to solve in large scale coastal modelling is the level of 
accuracy in the description of the driving terms to be considered. This will determine the 

1 Laboratori d'Enginyeria Marftima (LIM), Catalonia University of Technology (UPC), c/Gran 
Capita s/n, 08034 Barcelona, Spain (arcilla@etseccpb.upc.es, jimenez@etseccpb.upc.es). 

2806 



EBRO DELTA COAST 2807 

aggregation level of the processes included in the model. According to deVriend et al. 
(1993) three main approaches exist in large scale modelling: 

(i) input data reduction, in which it is assumed that large scale processes can be 
modelled by using process-oriented-models (usually employed to characterise short- 
term morphological processes) fed by aggregated input data representative of the 
process to be modelled; 
(ii) model reduction, in which the model is re-formulated according to the scale of 
interest (and avoiding shorter scale processes or retaining its integrated effect) and; 
(iii) behaviour-oriented models, which describe coastal changes without considering 
the underlying physical processes. 

The model here presented is a kind of combination of approaches (i) and (iii) and it is 
thus called "mixed-type" model. The concept mixed-type model refers to a morphological 
set of equations derived by combining two approaches: (i) the underlying physical 
processes, particularly at large time scales -i.e. subject to an averaging from which only 
the "residual" effect of small scale processes is retained- and (ii) the actually "observed" 
morphological evolution, which integrates all "driving" agents into an a priori assumed 
"predictable" behaviour -from which governing equations could also be derived in an 
heuristic manner-. 

Thus, the aim of this work is to introduce a morphological mixed-type model 
developed for the Ebro delta coast to predict the large scale deltaic evolution. The model 
is based on the analysis of (i) the existing information on "driving" agents (basically river 
regime, wind-wave and meteorological climates and mean sea-level fluctuations) and 
associated physical processes (see e.g. Jimenez et al. 1996) and (ii) the observed Ebro 
delta coast evolution at different scales (Jimenez and Sanchez-Arcilla, 1993; Sanchez- 
Arcilla and Jimenez, 1994; Jimenez, 1996). 

After introducing this model, a first sub-model is developed quantitatively. This sub- 
model deals with one of the main processes involved -the longshore sediment transport - 
and is used to predict the deltaic coastline behaviour for different scenarios. 

Conceptual model 

The term conceptual applied in this context refers to a model explaining all the 
processes governing the Ebro delta coastal behaviour at different temporal and spatial 
scales as well as their dependence with the acting driving terms and for a defined set of 
boundary conditions. 

This means to develop a model for the Ebro delta coast evolution using all the 
available relevant information where the coastal response at the different scales is isolated 
and quantified and, moreover, integrated into a general framework able to explain the 
coastal evolution as a whole. 

This model has been developed for the Ebro delta coast after a detailed analysis of 
forcing agents, induced processes and associated coastal responses at three main scales: 
medium-term (Jimenez and Sanchez-Arcilla, 1993), episodic events (Sanchez-Arcilla and 
Jimenez,  1994) and long-term (Jimenez et al.1993). These components have been 
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integrated into a generic model in which the processes are linked through sediment fluxes 
(across- and alongshore) and the coastal response is aggregated (Jimenez, 1996). 

Figure 1 shows a cross-shore section of the model in which the main considered 
processes are presented. The coast is thus divided alongshore into a series of cells, each 
one composed by different units linked by sediment fluxes. 
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Scr cross-shore transport at the shoreface 
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Figure 1. Cross-section of the conceptual model and considered sediment fluxes. 

Full details on the conceptual model as well as on the way of quantifying the different 
sediment fluxes are given in Jimenez (1996). 

As a sample description, the most apparent conclusions arising from the developed 
conceptual model is that, at present times, the Ebro delta coast is subject to a reshaping 
process in which the net longshore wave-induced sediment transport pattern is the main 
driving term. This longshore sediment transport pattern (fig. 2), although with a peak 
frequency located at the medium-term scale (i.e. over several years) has a very important 
residual effect at a longer time scale, since it can be shown that it is also one of the main 
agents responsible for the sediment redistribution along the coastline on the "long-term" 
scale (i.e. over decades). At this long-term scale, longshore transport will redistribute the 
sediment along the coast, whereas river sand supplies (severely limited at present), cross- 
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shore sediment exchanges at the shoreface, RSLR induced changes and aeolian and 
overwash transports (over the dune rows and subaerial coast) will determine the global 
sediment budget. 

] accretion 

erosion 
• mouth area 

104 

137 

230 230 

Figure 2. Net longshore sediment transport pattern and associated sediment budget 
at the medium-term scale (adapted from Jimenez and Sanchez-Arcilla, 1993). 

The resulting morphological model has been developed using all the identified 
"transport mechanisms" relevant for the decadal scale. To estimate the "predictable" 
coastal evolution, a numerical "box-type model" (i.e. based on sediment budget 
considerations) is being built. This general model is composed by a series of sub-models 
considering the different processes to be afterwards coupled. 
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In what follows, the sub-model to predict the coastal "reshaping" due to the existence 
of a longshore sediment transport gradient (as the only driving term) along the coast is 
presented and used to simulate/predict the Ebro delta coastline evolution. 

Longshore sediment transport parameterization 

The net longshore sediment transport rate along any coast, Slmt,i, can be expressed as 
the summatory of contributing transport rates induced by wave conditions acting on that 
coast, 

SUi^EII.X.nf* (1) 
where SlWii is the local longshore transport rate induced by the w waves and /„, is the 
occurrence frequency of those waves, subscript i indicates the position along the coast. 

Due to the selected approach - the model to be developed is a combination of input 
data reduction and behaviour oriented models which represent a kind of result reduction, 
equation (1) will be solved at the maximum aggregation level here considered. This 
approach implies to consider the net longshore sediment transport as the result of a 
representative morphological wave, i.e. integrating the effects of the existing wave 
climate on the Ebro delta coast from a longshore transport standpoint (see e.g. DeVriend 
et al., 1993 for review of wave data reduction approaches). 

The way of parametering sediment transport must be done considering the functional 
relationship between the type of transport to be modelled and the wave parameters 
controlling such transport. Since the net longshore sediment transport is the "object" to be 
parameterized and considering that, in previous studies, the CERC formula has proven to 
be simple while reasonably reproducing the obtained net longshore transport pattern 
(Jimenez and Sanchez-Arcilla, 1993; Jimenez, 1996), it has been selected to parameterize 
this transport. 

Transport parameterization 

Due to the above mentioned assumptions (maximum aggregation and functional 
relationship given by the CERC formula), the local net longshore sediment transport in 
each control point / can be represented by 

Sl„e,i = CKiHi;? sin[2(ab.i-as,i)] (2) 

where C groupes all the constant terms of the CERC formula, Kt is the CERC calibration 
factor, Hb,i is the "morphological wave height" at breaking in each point along the coast, 
a*,,- is the local wave angle at breaking and a,,, is the local shoreline orientation. 

In this approach, the CERC calibration factor, Kb is permitted to vary alongshore to 
account for local factors which may influence the transport capacity such as differences in 
the sediment grain size, sediment availability, beach slope, etc. 

Equation (2) is expressed in terms of breaking wave characteristics so that, offshore 
waves must be propagated towards the coast to evaluate wave parameters at breaking. 
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This would be equivalent to employing a short term evolution model coupled with a wave 
propagation model. 

In order to obtain a simpler (parametric) formula to be included in a long term 
evolution model, it will be expressed as a function of deep water wave characteristics as 

Sine.,,  = CKiKwiEg5 sin[2(a„-as,i)] (3) 

where Kwt is a local constant including wave propagation effects. For a "steady" incident 
wave climate and for coastal changes small enough not to affect wave propagation, the 
local values will be "steady" as the coast evolves. 

Thus, the parameterized net longshore sediment transport rate will be composed by 
four components: (i) a global constant (Kl = C H„J) including all the common terms 
such as "universal" constants and offshore morphological wave height; (ii) a local constant 
(Ki) -the calibration factor of the CERC formula- accounting for local effects such as 
sediment availability, grain size variations, beach slope, etc.; (iii) a local constant (Kwi) 
representing the modifications of wave characteristics due to wave propagation and (iv) a 
sinusoidal function in which the argument varies as the coastline orientation does. In a 
compressed manner, the net longshore sediment transport rate is given by 

Sl„et.i  =  Ksh sin[2(oc0-as,i)] (4) 

where Ksh = Kl K Kw,. 

Transport constants 

The application of equation (4) requires to know the net longshore sediment transport 
rates along the coast of study, Sl„et, the actual coastal orientation for which transport rates 
are estimated, a„ and, a deep water "representative wave" angle, oc„. 

Assuming that the first two variables, transport and orientation are known as it has 
been already pointed up in the previous section, it remains the problem of the selecting 
wave angle. 

Fig. 3a shows the directional wave climate off the Ebro delta coast in which three main 
directional components can be seen. From these, the NW component is not relevant for 
morphological processes due to the coastline orientation since it will represent calm 
conditions for coastal dynamics (NW waves are generated by local winds blowing 
offshore). The other two components, E and S, have similar occurrence percentages 
being Eastern waves slightly more frequent. 

In order to see the relative importance of each one of the two components, their 
energetic content was estimated through their respective offshore wave energy flux. This 
flux was calculated as the yearly-integrated value of #/ Tp -being H, the significant wave 
height and Tp the peak period- (see Fig. 3b). The obtained pattern of wave energy flux 
indicates the effectiveness of waves acting on the Ebro delta coast. It is clear that, the 
"representative" morphological wave, must be close to the East component. This is 
clearly reflected in the Ebro delta coastal morphology, where the presence of the two spits 
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indicates a net longshore transport directed towards the north northwards of the river 
mouth, and towards the south southwards of the river mouth. 

Figure 3. (a) Offshore directional wave distribution, (b) Offshore directional distribution of 

the yearly-integrated wave energy flux (calculated as Hs T f) (Jimenez, 1996). 

To select the representative long-term morphological wave angle the various wave 
energy fluxes associated with all effective wave directions (from N to S) were vectorially 
added, resulting in a "net" wave direction of 100°. 

Once this representative wave angle was selected, the long-term transport coefficient, 
Ksl, was calculated using equation (4) fed by the estimated net longshore transport rates 
for the Ebro delta coast from measurements during the period 1988-1992 (Jimenez and 
Sanchez-Arcilla, 1993) and the coastal configuration for which these transport rates 
verify. The so obtained Ksl values along the Ebro delta coast will reflect all the terms 
affecting local net longshore sediment transport rates (such as the longshore variation in 
wave height and wave power along the coast, sediment grain size, etc). Fig. 4 shows the 
estimated long-term transport constants along the southern part of the Ebro delta coast 
and their variability as a function of the selected representative wave angle. As it can be 
seen, there are some stretches where the variability in Ksl values is high and, even, in 
some cases -such as the coastal stretch represented by profile 23- it presents a reversal in 
the transport direction for wave angles greater than the selected one (i.e. for waves 
arriving southwards of 100°). 

This variability can also be reproduced by maintaining constant the representative 
wave angle but changing the local coastal orientation and, due to this, it can be used as a 
measurement of the sensitivity of the local longshore sediment transport to changes in 
effective wave angle (difference between effective wave angle and coastal orientation). 
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Figure 4. Long-term transport constant Ksl along the southern part of the Ebro delta coast as 
a function of the selected representative wave angle. 

The coastline model 

The effects induced by the net longshore sediment transport pattern along the Ebro 
delta coast have been modelled through a one-line coastal model. 

This first sub-model of the generic conceptual one has been selected due to the good 
perfomance of this kind of models to reproduce such effects/changes (associated basically 
to a longshore sediment transport gradient). Moreover, this approach will permit to 
include other additional effects/processes to complete the ones already considered in the 
conceptual model by introducing them into the term representing local sediment 
sinks/sources and by expanding it to a kind of multi-line model. 

Since the entire Ebro delta coastline can be considered as significantly curved (locally, 
with very strong curvatures as is the case of the apex of both spits), the use of an one-line 
model in Cartesian coordinates will not properly reproduce the coastline behaviour, 
specially for the most curved stretches. In order to solve this problem a curvilinear 
coordinate system (following to Le Blond (1972)) will be used. In this system the 
orientation of any point P of coordinates (x,y) can be written in terms of local coordinates 
(normal to and tangential to the shoreline), being 8 the orientation between the local axes 
and the original ones (see Fig. 5). 
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/ 

coast sea 

Figure 5. Curvilinear coordinate system. 

Using the complex notation P = x + iy, in which '= •v"* and, assuming that the 
movement of any point P(x,y) (induced by a longshore sediment transport gradient along 
the coast, s) will be perpendicular to the shoreline, the continuity equation can be 
expressed as (see e.g. Suh and Hardaway, 1994) 

+ q  exp(i(0 + 7t/2)) (5) 
ap i fds\ 
dt dc V 3s 

in which dc is the closure depth and q a term to include local sediment sources and/or 
sinks. 

Numerical model 

The equation (5) is numerically solved by means of an explicit finite-differences 
scheme using a staggered grid in which shoreline positions are defined in the centre of 
cells and longshore transport rates are evaluated at cell edges (see e.g. Kraus, 1988). 

In the selected approach (local coordinates) the cell length, s, is or can be variable 
along the coast and, to obtain the direction normal to a local point /', an average local 
orientation is defined considering the orientation upcoast and downcoast of the point of 
interest. 

The finite-differences version of equation (5) for point / along the coast is thus 

P     =P  -* 
f SI     -SI A 

Sli+U   U..J   ^ 

O.S^.J+s.ii) 

exp 

/ 

'j+i.j+6i.j ," (6) 
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where 

Si=[(xi+1 -Xj )
2+(yi+! -y5 )

2] 

The typical time step used in the simulations is of 1 year and the cell length is between 
1 and 2 km. The selection of the time step will control the accuracy of the modelling, not 
only due to stability reasons, but also due to the fact that in any time step the transport 
rate is updated according to the final coastal orientation and it will be considered as steady 
during that time step. Thus, the longer the time step is, the smaller the capacity of 
transport updating will be. 

The model requires boundary conditions at both limits of the domain, which in this 
specific case have been selected (based on the analysis of deltaic coastal behaviour) as null 
transport (Slmt=0) in the southern boundary (apex of the spit) and free beach in the 
northern one. 

Model verification 

In order to verify the developed model, a hindcast of the Ebro delta coastal evolution 
has been performed. The selected time frame was from 1973 to 1989 in which detailed 
coastline configurations, obtained from aerial photographs, were available. 
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Figure 6. Comparison between modelled and measured coastline evolution between 1973 
and 1989 (Jimenez, 1996). 
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The long-term coastal transport constant, Ksl, obtained from data measured during the 
period 1988-1992 were used together the Ebro delta coastal configuration corresponding 
to the year 1973. Fig. 6 shows the comparison between modelled and measured 
coastlines. As it can be seen, both coastlines are nearly coincident, with deviations 
measured in terms of the relative error (|Axmes — Axmod | /1Axmes j), giving an average 

relative error of about 15%. This magnitude can be considered as reasonable for the scale 
of modelled processes. 

In any case, the comparison of measured and modelled deltaic coastlines cannot be 
considered as a model calibration in the sense that no parameter has been fitted. It should 
be stressed that, the values of the constant (Ksl) along the coast, have been obtained from 
the analysis of a period (1988-1992) not included in the verification interval (1973-1989). 

This fact can be used as a clear indication that the net longshore transport pattern 
along the Ebro delta coast is the main driving term/process governing the outer coastal 
behaviour at this scale. The estimated net transport rates for a four year period, which 
according to the analysis of Jimenez and Sanchez-Arcilla (1993) are representative of the 
medium-term evolution (over a period of several years), will have a "residual" effect on 
the long-term/large scale coastal behaviour which is reflected in the observed coastal 
reshaping (although not contributing to the overall sediment budget). Thus, for the Ebro 
delta coast, if net longshore sediment transport rates at the medium-term scale are 
available, and the incident wave climate is steady, the large scale/long-term coastline 
behaviour can be reasonably predicted by considering the changes in coastal orientation. 

Ebro delta coastline evolution under different scenarios 

Fig. 7. shows the predicted coastline evolution for the southern part of the Ebro delta 
from 1989 to 2050 assuming that present conditions (river sediment supply and wave 
climate) are steady during all that period. 

The predicted evolution, in which only longshore sediment transport is considered, 
shows a spit growth similar to the one observed under present conditions. Moreover, it 
also shows that the outer coast along the Trabucador Bar will shift landwards towards the 
present backbarrier coast. In this particular case, it must be taken into account that this 
implies that this barrier is "sandy rich", i.e. no breaching is considered and, in any case, it 
is assumed that behind the eroding barrier there is always enough sand available. Of 
course, this will only occurr if the effects of overwash processes which permit the barrier 
rollover are included. Although in this sub-model overwash is not included, existing data 
on the Trabucador Bar evolution during the last decades, have shown a similar behaviour. 
Fig. 8 shows thus the barrier evolution from 1957 to 1989 where it can be seen that the 
barrier outer coast in 1989 occupies the position of the backbarrier corresponding to 
1957. 

Additionally, the model results can also be used to characterise the barrier as a high 
vulnerability area in the sense that, if overwash is prevented, the barrier will be prone to be 
breached due to the existing positive gradient in the net longshore sediment transport 
pattern. 
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Figure 7. Prediction of the Ebro delta coastline evolution for the year 2050 under present 
conditions and assuming two scenarios of wave heigth change (W10D0: 10% increase in 
wave heigth, W-10D0: 10% decrease in wave heigth). 

The potential of this kind of models to predict some climate effects on coastal 
evolution can be assessed from Fig. 7. Two climate scenarios, in terms of changes in wave 
height, have been defined: (i) scenario W10D0 where an increase of 10% in wave heigth 
is assumed and (ii) scenario W-10D0 with a decrease of 10% in wave heigth. 

To account for these variations in wave heigth, the local transport constant, Ksl, has 
been modified for these two scenarios as follows: 

Ksl 
Ksl 

(W10D0) 

(W-10D0) 

= Ksl(\.lf 
= Ksl (0.9)2 

As it can be seen from Fig 7, the coastline evolution under both scenarios is similar 
same from a qualitative standpoint although differing in the magnitude of the predicted 
shoreline displacements according to the assumed variation in wave heigth (larger 
displacements for an increase in the wave heigth because it implies larger gradients in 
longshore sediment transport and viceversa). 
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Figure 8. Evolution of the Trabucador Bar between 1957 and 1989 (modified from Sanchez- 
Arcilla and Jimenez, 1994b). 

Summary and on-going works 

A conceptual model to explain and simulate the long-term Ebro delta coast evolution 
has been presented as well as the approach to be followed to convert this conceptual 
model into a numerical one able to quantitatively predict the deltaic coast behaviour. 

From all the considered modules, a first running sub-model which simulates most of 
the changes suffered by the outer coast of the Ebro delta, has been described in details. 
Although this sub-model only consideres coastal changes induced by the existence of 
longshore sediment transport gradients, it has been proven to reproduce most of the 
observed changes along the Ebro delta coast. This is due to the fact that longshore 
sediment transport is the main process governing the evolution of the Ebro delta coast at 
the long-term scale. However, other processes are also important, specially for 
determined coastal stretches in order to fully explain the coastal behaviour and not only 
the coastline evolution (e.g. overwash processes to explain barrier rollover). 

In this way, other differents sub-models are being developed and included into a 
general model able to reproduce and simulate the large scale/long-term evolution of the 
Ebro delta coast. A first specific module to simulate the effects of overwash, which 
combined with the effects on the outer coast is able to reproduce different barrier 
behaviours is nearly operational. The inclusion of this process will permit to eliminate the 
assumption of a sandy-rich barrier (which in fact implies a quasi-infinity barrier width) as 
it has been used in the example shown here (Fig. 7). It will be then possible to simulate the 
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evolution of both barrier coastlines (outer and inner) and this will permit identifying the 
barrier vulnerability conditions (leading to a barrier prone to breaching). 

At present, all other processes considered in the conceptual model have been included 
in a parametric way (i.e. including them in the model as sediment sinks and sources), 
although a process-oriented approach is being followed to describe these terms in a 
dynamical manner. 
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CHAPTER 218 

SEA DIKE EROSION AND COASTAL RETREAT AT 
NAM HA PROVINCE, VIETNAM 

Ton That Vinh1, G. Kant2, Dr. Nguyen Ngoc Huan3, Dr. Z. Pruszak4 

ABSTRACT 

Nam Ha Province is situated on the coast of the Red River Delta, immediately 
east of the mouth of the Red River. The coast of the delta is very dynamic in which 
large quantities of sediment are supplied by wet season run-off. However, in Nam Ha 
province the coast is retreating such that successive lines of dikes have been 
abandoned and a unique 'managed retreat' strategy is underway with double lines of 
dikes along large parts of the province's coast. This paper reviews and describes the 
possible causes of the erosion problem and highlights the unique way in which the 
local coastal engineers are adopting, out of necessity, the classical retreat strategy. 
Other impacts of the problem such as environmental and socio-economic impacts are 
also reviewed. Based on the qualitative first order analyses a strategy has been defined 
towards a sustainable development of this coastal area. 

SITE DESCRIPTION 

The Delta of the Red River is located in the northern part of Vietnam (Figure 
1). The Thao River rises in the Dai Ly Lake in China. In Vietnam, near the town of 

1 Ministry of Agriculture and Rural Development, Department of Dike Management and Flood 
Control, 23 Hang Tri Street, Hanoi, Vietnam. 

2 Frederic R. Harris B.V., Badhuisweg 11, P.O. Box 87875, 2508 DG The Hague, The Netherlands. 

3 Marine Hydrometeorological Centre of HMS, Lang Trung, Dong Da, Hanoi, Vietnam. 

4 Polish Academy of Sciences, Institute of Hydroengineering, Koscierska 7, 80-953 Gdansk, Poland. 
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Viet Tri, the Thao River becomes 
Red River and receives flow from 
two other major contributories: the 
Da River and the Lo River. The 
Red River Delta has the classical 
triangular  form  downstream  of 
Viet Tri. East of the Red River the 
Thai Binh River flows onto the 
Red River Delta. The Red River 
catchment area is about 155000 
km2 and reaches into China and 
Laos,   resulting   in   an   average 
annual discharge of 137  *   109 

nvVyear,  and  a total  estimated 
sediment load of about 72 * 106 

t/year to the Gulf of Tongking 
(World Bank, 1994). The sediment 
is   discharged   through   a   large 
number   of   branches   over   a 
coastline with a length of some 
165 km (as the crow flies). The 
enormous amount of sediment in 
general leads to accretion in the 
coastal areas for which the growth 
of the Red River Delta itself is the 
most outstanding proof and example. However, despite this fact there are local 
stretches of coast on which serious erosion problems are reported. Two provinces 
where such erosion problems exist are the provinces Thai Binh and Nam Ha. 
Surprisingly both provinces are directly located at Cua Balat, the mouth of the main 
branch of the Delta: the Red River itself (Figure 2). 

Red River 
</ Delta 

5j«rif* 

7 
Nam Ha 
Province 

Vietnam 

N C~v 

W^ E 

6 

r£& 
0 km        300 

Figure 1 Vietnam 

Nam Ha province is bound by the Red River in the north-east and by the Day River 
in the south west. The coast length is about 60 km and generally faces E to SE. The 
province has three coastal districts which are separated by branches of the Red River 
(Figures 2 and 3). One of the branches, Ngo Dong River was dammed in 1955. The 
middle district, Hai Hau district, experiences a serious consistent widespread erosion. 
About 75% of the total of 25 km coastline of Hai Hau district is retreating. 

The coastline of Hai Hau district is being protected by dikes. In front of the dikes is 
a very gentle sloping beach. The slope of the beach varies along the coastline from 
1:40 on eroding beaches to 1:200 in other places. The beaches consist of very fine sand 
with an average grainsize of about 80 urn. Measurements show an increase of the 
grainsize on the eroding sections of the coast. 
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HISTORIC SHORELINE DEVELOPMENT 

The coastline development this century (from 
1905 to 1992) in Nam Ha province is presented in 
Figure 4. It can be seen that the development of the 
coast is irregular. Near the mouths of the Red River 
(right hand side of the figure), the Ninh Co and the 
Day River (both on the left hand side of the figure) 
progressive sedimentation has led to accretion. This 
results in shoreline developments in these areas of 2.5 
km to 6.5 km in seaward direction over the 87 year 
period. However, in Hai Hau district the development 
is just the opposite. Over the last 87 years a strip some 
16 km long and about 2.5 km wide was lost to the sea. 
This is a time averaged shoreline retreat of about 29 
m/year. It appears from this figure, which is based on 
maps, that the erosion at Hai Hau district started in the 
beginning of the century and seems to be slowing 
down after 1966. This indicates that the damming of 
the adjacent Ngo Dong River in 1955 is not the main 
reason of the consistent erosion problems. 

LOCAL RESPONSE STRATEGY 

The present coastal defence at Hai Hau district 
consists of a double dike system (Figure 5). These 
parallel dykes, with a separative distance of about 250 
m, are constructed along 75 % of the Hai Hau 
coastline. The area between the dykes has been split 
into sections alongshore in the range of 500 to 3000 m 
long. The beach in front of the first dike reaches to 
about MSL. The slope of the dike is about 1:2 (v:h) 
and is protected by pitched limestone rock of about 30 
cm diameter placed on a clay layer. The crest height is 
approximately 4 m above MSL. The dike body itself 
consists of clay and sand. On heavily attacked sections 
the toe of the dyke is reinforced with cement grouting. 

Since the erosion is progressing continuously the first 
defence line is becoming weaker every year. During 
extreme events the first dike is therefore at some 
points not strong enough to withstand the attack. In 
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Figure 5 Double Dike System 

order to prevent inundation the second defence line has been built. When the first dike 
fails the section behind the first dike is inundated and the second dike becomes the 
new first dike. Every time the first dike fails a section of land is lost to the sea since 
there are no resources to repair the old dike. In response to such a breakthrough a new 
second dike is built behind the new first defence line. On average every ten years a 
dike section is lost to the sea. This is a typical example of a managed retreat strategy 
although the Vietnamese authorities are forced by the circumstances. Beside the 
weakening of the dikes by the continuous erosion, the strength of the first defence line 
itself is in general insufficient due to problems such as funding and practical 
construction problems (such as accessibility of roads and availability of vehicles). This 
results in generally weak dykes, which are also too low, causing severe overtopping 
problems and revetment instabilities. 

As the retreat of the coastline is known for many years evacuation plans are readily 
available. These plans are started on average every 2-3 years in case of high flooding 
risks. For maintenance and construction of the sea defences the authorities mobilise 
local inhabitants. As in the whole country the population has to invest a number of 
days per year in the community. The national average is about 10 workdays per year. 
In villages endangered by the erosion able bodied workers are required to work 40 
days per year on dike repair, maintenance and construction. 

ENVIRONMENTAL BOUNDARY CONDITIONS 

The meteorological conditions of the area can clearly be divided into a summer 
(July and August) and winter (October to March) monsoon period. During the summer 
monsoon period moderate winds (average force: 3 Beaufort) from south western 
directions prevail. In winter the predominant wind direction is north east (average 
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wind force about 4 Beaufort). The summer monsoon period is also known as the 'wet 
season'. During this season 80% of the yearly run-off is discharged through the Red 
River system. Peak discharges are to be expected towards the end of the wet season 
or at extreme storm or typhoon events. On average two typhoons per year hit the 
coastline of the northern provinces of Vietnam. The typhoon season starts in May and 
lasts till October with the highest activity in the months July and August. 

Similarly, the wave climate is also strongly influenced by the monsoon periods which 
is typical for this region of the world. The average deep water wave height in the 
summer months is about 1.5 m (coming from S W directions) whereas the average deep 
water wave height in winter is about 2 m (NE directions). However, during storms and 
typhoons the deep water significant wave height can develop to 10 m. 

The characteristic range of the diurnal tide at spring tide is about 2.4 m. Currents along 
the coast are mainly tidally driven with a significant (seasonal) influence of wind and 
waves. During the last 30 years water levels (astronomic tide plus wind set-up) up to 
3.00 m above MSL have been reported in bays and inlets along the shallow coast. 

QUALITATIVE MORPHOLOGICAL ANALYSIS 

The morphological system of the Red River Delta is very dynamic. During the 
wet summer monsoon season 80% of the annual sediment load is discharged to the 
Gulf of Tongking resulting in huge deposits near the River mouths. As the prevailing 
wave and wind direction is south west most of the sediment will be deposited on the 
eastern side of the river mouths (Figure 6). Wave conditions in the summer season can 

"*    dominant redistribution direction (winter) 
I, ...i deposits during monsoon period (summer) NE winter monsoon 

Figure 6 Sediment Deposits and Redistribution Along the Shore 
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be characterized as 'moderate' resulting in some redistribution of sediment in north- 
eastern direction. However, during the remainder of the year wind and wave 
conditions from north-eastern directions prevail. Compared to the summer monsoon 
the north-east monsoon is somewhat stronger and more persistent resulting in higher 
longshore sediment transports. During the winter season a substantial part of the fresh 
deposits will therefore be transported further offshore or be redistributed along the 
shore in south-western direction. The beach sections between the river mouths (beyond 
the direct influence of the river mouths) are therefore dependent on the redistribution 
mechanisms of deposited sediment from the nearest river branches. 

Up to 1955 the Hai Hau district beaches were nourished by the Ngo Dong River in the 
north and the Ninh Co River in the south. The net sediment transport is directed to the 
south-west so the main source of sediment was the Ngo Dong River. With the 
damming of the Ngo Dong River the main sediment source was blocked resulting in 
erosion south of the River mouth. From then on the beaches of Hai Hau district had 
to be nourished from either the Red River or the Ninh Co River mouth (Figure 6). 
However, due to the shape of the Red River mouth hardly any nourishment took place 
from the north-east. Nourishment from the Ninh Co River could only develop during 
the summer months. From the coastline development graph (Figure 4) it can be seen 
that indeed some nourishment took place resulting in a stable or accreting development 
of the southern beaches of the Hai Hau district. 

However, the erosion of the Hai Hau coastline did not start after the damming of the 
Ngo Dong River. The erosion started at the beginning of the century or even earlier. 
The reported erosion rates of 29 m/year over a length of 16 km indicate the Ngo Dong 
River must have been a major branch of the Red River. A possible explanation would 
be that at the end of the 19th century the Ngo Dong River lost its importance as a major 
branch of the Red River. This process, which can either be a natural development or 
a result of man made channelling works, redirected the discharge to, most probably, 
the present Red River mouth. The discharge through the Ngo Dong River diminished 
which allowed the damming in 1955. Damming would have never been possible when 
the Ngo Dong River was still a major branch of the Red River. This hypothesis of the 
historic development and importance of the Ngo Dong River is still under 
investigation. 

QUALITATIVE PREDICTION OF THE SHORELINE DEVELOPMENT 

Based on the above described hypothesis of the morphological system a 
prediction of the shoreline development can be made. When no action is taken the 
coastline will retreat at same pace for the coming years. On a longer timescale it is 
expected that the accreting coast of the Nghia Hung District will, due to the changing 
coastline orientation, develop an increasing nourishing effect on the Hai Hau coastline. 



NAM HA PROVINCE, VIETNAM 2827 

Ninh Binh Province Thai Binh Province 

I 1 long term accretion areas 

•*— increasing feeding mechanisms Hai Hau 
and Xuan Thuy districts NE winter monsoon 

Figure 7 Qualitative Prediction of Long Term Coastline Development 

The accretion near the mouths of the Ninh Co and Day River will slow down and the 
retreat at Hai Hau will decrease (Figure 7). This effect will develop along the coast 
starting in the south of the district. 

SOCIO-ECONOMIC IMPACTS 

Within Vietnam the Red River Delta (16,000 km2) is the most densely 
populated region with 1,700 inhabitants per square kilometre. This is also among the 
highest population densities on arable land in the world (VVA, 1996). The erosion at 
Hai Hau district causes significant socio-economic impacts. The land in the coastal 
strip is completely in use for agriculture, aquaculture and salt production. Further, 
because of the progressing retreat, a number of villages are at risk being located 
directly behind the sea defence. Hai Thrieu for instance is a commune of which part 
of the 8000 inhabitants live between the first and second sea defence. At present the 
second dike is being reinforced as the authority reluctantly have to abandon the first 
dike in case of a breakthrough. Moving this part of the village requires resources and 
will include a social problem since practically all the land is presently in use. A more 
general problem of the coastal region is salt intrusion via overtopping of dikes. In this 
way storms and typhoons can impact a strip of 750 m wide along the coast with salt 
(eg. typhoon Wayne, 1986). It takes years after such an event before the original crop 
yield can be reproduced. 
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STRATEGY TOWARDS SUSTAINABLE DEVELOPMENT 

Based on this qualitative analysis of the erosion at Hai Hau district a number 
of measures and preliminary strategies can be defined. However, an integrated 
approach is recommended which includes not only technical aspects but also socio- 
economics, planning and institutional matters in order to achieve a sustainable 
development. This Coastal Zone Management approach needs to include more 
investigations and studies on the mentioned fields in collaboration with the responsible 
Vietnamese authorities and the local people. The key study would be, in succession 
on this first qualitative analysis, the extensive investigation of the morphological 
development. A sound understanding of the processes and developments will result 
in a quantitative prediction of the shoreline development. This will form the basis for 
all further strategy decision making. 
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CHAPTER 219 

BEACH PROFILE ANALYSIS AROUND INDIAN RIVER INLET, 
DELAWARE, U.S.A. 

Kirk F. Bosma1 and Robert A. Dalrymple2 

ABSTRACT: The purpose of this study is to examine the recent shore- 
line history at Indian River Inlet, Delaware using beach profile data. In- 
dian River Inlet was stabilized in the late 1930's with two parallel rubble 
mound jetties. The stabilization resulted in considerable modifications 
to the surrounding beach environment, leading to the construction of a 
sand bypassing system in 1990. The profiles adjacent to the inlet are 
first examined with the standard tools, such as shoreline change, volume 
change, and sand budget. Then, details are given on the use of Prin- 
cipal Component Analysis (PCA) in the coastal field, an explanation of 
its function, and the differences between the complex and non-complex 
versions. Results are presented for areas north and south of the inlet 
in both 2-mode and 3-mode versions of Complex Principal Component 
Analysis (CPCA). The results illustrate the ability of CPCA to detect 
moving features within the profile data, including its direction and speed, 
as bypassed sand is seen moving to the north. 

INTRODUCTION 

The Delaware Atlantic coastline, a sandy shore that spans approximately 24 
miles, is an area of constant transformation. Significant littoral drift rates, man- 
made structures, remediation efforts, and occasional battering by large storms 
all effect the coastline. Thus, the beach profiles are 'dynamic' in character, 
changing continuously. These profile variations occur in both the subaqueous 
and subaerial elements of each profile, as wave energies constantly move sand 
on, off, or alongshore. In effect, changes in profiles can reveal a vast amount of 
information, both long and short term, about the coastline. 

The focus of this study is the profiles adjoining Indian River Inlet (as shown 
in Figure 1), which is one of the most unique features along the Atlantic Coast 
of Delaware. After several failed attempts to keep the Indian River Inlet open 
by dredging alone, a 152 meter (500 foot) wide inlet was constructed in the late 
1930's. The goal being to establish a stable passage way from the inner bays 
(Rehoboth and Indian River) to the Atlantic Ocean, increase bay salinity, reduce 
stagnation, and increase the tide range (Thompson and Dalrymple, 1976). The 
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DELAWARE BAY 

FENWICK ISLAND 

Figure 1: The Atlantic Coast of Delaware 
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inlet is stabilized by two parallel rubble mound jetties, originally extending a 
distance of 472 meters (1550 feet). 185 meters (600 feet) of this length extended 
seaward of the ocean shoreline at the time of construction. There have been 
significant problems with the engineered inlet over the years, including erosion 
of channel banks west of the jetties, accelerated scour along the jetties, and 
massive downdrift erosion, due to the predominant northward drift (Gebert et 
al., 1992). The main concern related to the downdrift erosion is the threat it 
poses to the Route 1 highway traveling parallel to the shoreline. In fact, by 
1954, a dune scarp had been created that was, in places, less than 60 meters 
(200 feet) from the roadway. From 1957 to 1990, mitigation of the beach erosion 
was accomplished by dredging of the flood tidal shoal and back barrier deposits. 
Approximately 380,000 nr (49,700 yd3) of sand was placed on the north beach 
approximately every five years. Since February of 1990, however, a fixed sand 
bypassing system was constructed to pump sand from the southern shore and 
"slurry" it across the inlet to the northern shore. The system mines the south 
accretional fill by using an eduction unit deployed by a crane. Through May 
of 1995, approximately 350,000 m3 (456,000 yd3) have been pumped across the 
inlet at a cost of $2.11 per m3 ($1.62 per yd3). The system is performing well 
and is relatively inexpensive to run. 

The objective of the present study is to investigate many aspects of the beach 
profile at Indian River Inlet through the use of the newest analytic methods and 
the most recent field data available. We want to determine what the profiles 
north and south of the inlet reveal about the region and to answer questions 
such as: 

• What happens to the bypassed sand? 

• Is enough sand being pumped? 

• Can we identify moving forms or sandwaves? 

To do this, we consider the early performance of the bypassing plant through 
shoreline changes, evaluation of littoral drift, and other standard analytical tools. 
We also explore the use of complex principal component analysis (CPCA), in 
both 2-mode and 3-mode versions, to evaluate propagating features that exist 
within a bathymetry. 

FIELD DATA COLLECTION 

Profile data sets are considered on both the north and south side of Indian 
River Inlet collected by the U.S. Army Corps of Engineers, Philadelphia District. 
The profiles span from 1984 to 1994, with an average of two surveys per year. 
28 profile lines are taken in the range from 1524 meters (5000 ft) south of the 
inlet to 1524 meters (5000 ft) north of the inlet, as shown in Figure 2. 17 
of the lines are located in the northern portion of the study area, while 11 are 
located in the south. As shown in Figure 2, some profile lines extend far offshore, 
while others only advance to the water line. The station numbers provided are 
the distance in hundreds of feet (30.5 m), from the respective jetty centerline. 
Survey points were taken randomly during each survey, thus requiring linear 
interpolation in both the alongshore and cross-shore directions for much of the 
analysis. Examples of the bathymetries north and south of the inlet are shown 
in Figure 3. Notice the scour hole that is evident at the tip of the northern jetty. 
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Figure 2: Profile lines north and south of Indian River Inlet 

South of Indian River Inlet North of Indian River Inlet 

OfTshorc (ft) Alonesl,ore (ft) Offshore (ft) Alongshore (ft) 

Figure 3: Sample bathymetries (October 1994) for north and south of Indian 
River Inlet. Offshore grid intervals are 152.4 meters (500 feet); alongshore, 304.8 
meters (1000 feet); and elevation, 3.05 meters (10 feet). 

SHORELINE CHANGE 

The simplest way to examine what is occurring on a given region along 
the coast is to evaluate the change in shoreline position. This 1-line analysis 
quantifies beach behavior and allows for comparison of pre- and post-bypassing. 
Cumulative shoreline change plots for four profile stations in the range extending 
up to 305 meters (1000 feet) away from the inlet in both the north and south 
directions are shown in Figure 4. The figure illustrates the shoreline behavior 
at various stations through time. Watson el al. (1993) have computed similar 
results for a shorter interval of time. For this study, the pre-bypassing interval 
is from November of 1984 to October of 1989. The initial survey of November 
1984 takes place after a large beach fill of 35,781 m3 was placed between stations 
0+00 to 30+00. Surveys measured after October of 1989 are considered post- 
bypassing. Since we only have a total of four years of data after bypassing 
start-up, only the short-term performance of the system can be determined. 

North of the inlet the trend had been towards progressive retreat, as expected 
due to the influence of the inlet and the northward littoral drift.   Only once, 
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during the winter season from September 1987 to March 1988, did a substantial 
shoreline advance occur. This was most likely due to the net reversal of littoral 
drift in the winter months (response to "northeasters") and thus the trapping 
of some sediment in the shadow of the jetty. The general shoreline retreat 
was evident until approximately 1035 meters (3400 feet) from the jetty. At this 
distance, the effect of the inlet was lessened and larger seasonal variations tended 
to dominate. The bypassing operation was started with the aid of a 133,800 m3 

(175,000 yd3) fill (evident in the March 1990 survey) obtained from the flood 
shoal . The initial increase in beach width was not retained due to the spreading 
of the beach fill, but the shoreline for the stations just north of the inlet seems 
to have stabilized since bypassing initiation. 

Cumulative Shoreline Change 
North or Indian River Inlet 

Nev-84 0CI95 Feb-B7 Sep-B8 Mar-90 Sep-61 Apr-93 
Mai-85 Mar-06 Sepff Apr39 Sep-91 Jan-92 Ocl-9* 

Aug-95 Sep-B6 Mar-88 Oct-69 Feb-91 Ocl-92 
Data 

|-»-o.a]N -*- 2«O0N   -»-6«O0N   " 

Cumulative Shoreline Change 
South or Indian River Inlet 

Ocl« Feb-BF Sep-88 Sep-91 Ocl-92 
Mar-95 Mar-66 Sep-67 Apr^9 Feb-91 Apt-93 

Aug95 Sep^6 Mat^S Mar-90 Sepal Oct- 
Date 

(-2trxts -»-&.oos • 

Figure 4: Cumulative shoreline plots showing relative distance from original 
shoreline position with time for the first four profile stations both north and 
south of Indian River Inlet. 

South of the inlet, pre-bypassing, the trend had been overall stability with 
some slight accretion. The accretion, if any, was at a much lower rate than the 
erosion to the north. Again, at around 1035 meters (3400 feet), the effect of the 
inlet seemed to be minimized as the overall change in beach width was small. 
After bypassing start-up, Stations 1+00 and 2+00 exhibited immediate effects 
of the sand mining. Proceeding southward, the next two stations (6+00 and 
10+00) show a slight lag in the response to the mining and a smaller shoreline 
retreat. Notice as well that all stations recover quickly from the effect of the 
mining. Sand bypassing influence is also typically seen to about 1035 meters 
(3400 feet) south of the inlet. 

VOLUME CHANGE AND SAND BUDGET 
Next, volume changes for the areas between profile stations were computed. 

From these volume changes, a standard sand budget analysis was calculated for 
the northern region by assuming that the only sediment entering the area was 
due to bypassing or beach fills. The results from this analysis, shown in Figure 
5, yield a measure of the local transport rate. The littoral drift is found to 
be dominantly northward, as expected, at a rate of approximately 79,500 m3 

(104,000 yd3) per year. This value was found to be consistent with values found 
in the past by other methods (Lanan and Dalrymple, 1977; U.S. Army Corps of 
Engineers, 1984). 
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Volumetric Transport Rate 
Sand Budget of IRI, North of Jetty 
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Figure 5: Local volumetric transport rate for north of Indian River Inlet. 

THE HISTORY OF PRINCIPAL COMPONENT ANALYSIS 

Many geophysical phenomena derive from interactions between traveling 
waves of different spatial scales and temporal frequencies. Principal component 
analysis (PCA) was developed to explore these spatial and temporal relations 
with the primary advantage of its ability to express the complicated variability 
of data into the fewest possible number of modes. Thus, applying this idea to 
beach profiles, beach changes can be described by linear combinations of space 
and time through the breakdown of data into spatial and temporal dependence 
(e.g. Winant et al, 1975; Aubrey, 1979). Winant et al. (1975) found that 
most of the variation in a profile configuration is accounted for by the first three 
eigenfunctions, which corresponded to the "mean beach," "bar-berm," and "ter- 
race" functions. However, PCA detects standing oscillations only, such as the 
standing phenomena of the shift from summer to winter profiles in seasonally 
sampled data (Winant et al., 1975), not traveling waves. Therefore, PCA can 
not identify a coherent form moving through the data, such as a rapidly traveling 
bar as a sand wave alongshore. 

Complex principal component analysis (CPCA) was developed for meteoro- 
logical applications (e.g. Wallace and Dickinson, 1972; Barnett, 1983) and has 
been used to detect a fast moving sand bar by Liang and Seymour (1991). CPCA 
has also been shown to out-perform PCA by capturing more of the variance in 
fewer terms by Liang, White, and Seymour (1992). CPCA has considerable po- 
tential for being widely used to detect propagating features, yet its limitations 
as an analysis technique have not been well explored. 

Both of the methods discussed above account for only one spatial direction 
when evaluating the temporal changes in the data set. This assumes the move- 
ment is directed in two independent directions and therefore, the analysis is 
limited to looking at only individual cross-shore or alongshore "lines." However, 
what if there is two dimensional movement of sand, as expected in response to 
a coastal structure or a beach nourishment? Then the 2-dimensional analysis 
may be rendered inadequate. So, in a further expansion of PCA, the analysis 
was carried into a third dimension allowing the break down of data into three 
separate components. This so-called 3-mode PCA was started for mathematical 
psychology applications, such as the evaluation of multiple personality patients 
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(Tucker, 1966; Kroonenberg and DeLeeuw, 1980). For the case of a coastal 
region, 3-mode PCA allows a bathymetric survey to be divided into two spa- 
tial directions (cross-shore and alongshore) and a temporal dependence. The 
technique was applied to a beach fill site in Spain by Medina et al. (1992). 

In the next section, we apply the 2-mode CPCA tool to the beach profile data 
of Indian River Inlet and develop a 3-mode CPCA model to examine movement 
occurring in multiple directions within a bathymetry. The 2-mode CPCA is 
shown to not only detect the moving forms as well as standing forms, but also 
distinguish between them. 

2-D COMPLEX PRINCIPAL COMPONENT ANALYSIS 

To apply CPCA, the data field must first be augmented in a manner such 
that propagating features within it may be detected. This is done by deriving a 
complex data matrix, where the real part is simply the original data field and the 
imaginary part is the Hilbert transform, which represents a filtering operation 
upon the data in which the amplitude of each spectral component is unchanged, 
but each components phase is advanced by TT/2. If g(t) is a real-valued function 
of time, we can define an analytic function 

z(t) = g{t) + ih(t) 

where h(t) is the Hilbert transform of g(t) given as: 

h(t)=H(g(t)) = lr % 
IT J-oo t 

9(f) dt' 

Using the complex data, we can compute complex eigenvectors (functional de- 
compositions of the data) and eigenvalues (portions of the variation represented 
by each eigenvector). The goal is to expand the data, z(x,t), into two dimensions 
(in this case offshore and time) as: 

n 

z{x,t) = J2 ai 9i(t) ei(x) (2) 

n=number of desired modes 
abnormalizing factors (eigenvalues) 
<7i=temporal eigenfunctions 
e;—spatial eigenfunctions 

This is done through computation of the correlations between the spatial loca- 
tions to develop a complex correlation matrix, as shown in Equation 3, where nt 

is the total number of surveys and the large brackets denote a time average. The 
eigenvalues and eigenvectors are then determined from the complex correlation 
matrix. 

Aij = ( Zj(ty • Zi(t) ) nt (3) 

The 2-mode CPCA is used to look at an alongshore profile lines north of 
Indian River Inlet in the hope of identifying migrating features. Because of the 
random sampling of the data, many profile lines had to be discarded for various 
reasons (e.g.   did not extend far enough offshore, a given survey was missing, 
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etc.). The results shown below are for an alongshore profile line located ap- 
proximately 76 meters (250 feet) from the baseline. The complex correlation 
between the complex time series at given alongshore grid points are shown in 
Figure 6a. Each complex correlation is plotted in vectorial format where the 
real portion (magnitude) is indicated in the vertical direction of the vector and 
the imaginary portion (phase) is indicated in the horizontal direction. A vector 
pointing upwards (downwards) indicates that the two time series are in-phase 
(out-of-phase). For example, a vector pointing to the right indicates a lag of 90 
degrees. The complex correlation between the time series delineates the propa- 
gation of a moving "bump" through the domain. Figure 6b shows the resulting 
spatial eigenvectors for the alongshore line, plotted in vectorial format as in 
Figure 6a. The numbers correspond to the percent of variance retained by each 
eigenvector. The top panel is the first eigenvector which represents the mean 
alongshore profile and accounts for 98% of the variance. The eigenvector is 
almost entirely real valued, which signifies that no extensive movement is asso- 
ciated with it, and exhibits a depression in magnitude near the inlet entrance. 
The second eigenvector identifies a definite progressive feature, which represents 
1% of the total variance. Imagine the movement as a spinning motion indicated 
by vectors "rotating" through space. The second eigenvector then represents a 
moving form that augments the mean alongshore profile. Similarly, the third 
eigenvector, which indicates no coherent movement, modifies the mean further. 
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Figure 6: (a) Complex correlation between time series for alongshore grid points. 
Notice that the vector is normalized to one when a time series is correlated to 
itself; i.e. the time series of point 4 is perfectly related to itself, (b) Eigenvectors 
computed by CPCA for an alongshore profile line North of Indian River Inlet. 
Spacing intervals in the distance alongshore are 152.4 meters (500 feet). 

Once the eigenvectors and eigenvalues have been determined, we are able to 
define both a spatial (0i(x)) and temporal (<f>i(t)) phase function as: 

i(x) — arctan 
Im(ej(x)) 

_TZe{ei(x)) 
4>i(t) — arctan 

lm(gi(t)) 

1Ze(gi(t))\ 
(4) 

The spatial derivative of the spatial phase function then provides a measure of 
the "local" wavenumber. Similarly, the time derivative of the temporal phase 
function is directly proportional to the "instantaneous" frequency. Therefore, 
CPCA not only allows us to identify a moving form, but also determine the 
direction and the rate at which it is moving. The spatial and temporal phase 
functions for the same alongshore profile line, as presented in Figure 6, are 
shown in Figure 7.   The numbers correspond to the approximate wavenumber 
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Figure 7: (a) Spatial phase function for alongshore location north of Indian 
River Inlet. Spacing intervals in alongshore distance are 152.4 meters (500 feet), 
(b) Temporal phase function for the same location. 

and frequency of each eigenvector component. By using these values, the second 
eigenvector indicates a feature that is moving northward at the rate of around 
1.68 meters (5.5 feet) per day. Therefore, over this time period, CPCA reveals 
that sand was relatively quickly moved out of the area to the north. 

3-D COMPLEX PRINCIPAL COMPONENT ANALYSIS 

The 2-mode CPCA appears to be very useful for many cases. However, what 
if 2-dimensional movement of sediment is expected, as mentioned earlier. The 
3-mode CPCA is applied to the nearshore region, where significant movement 
is occurring, for both north and south sides of the inlet. In 3-mode CPCA, we 
begin with a set of data matrices or rather, a large 3 by 3 cube of data, which 
can also be thought of as a collection of 2-mode matrices (Figure 8). 

~l 
J0?\ 

Mode A: Offshore Mode B: Alongshore Mode C: Temporal 

Figure 8: Schematic breakdown of a 3-mode data set into 2-mode submatrices. 

Again, after Hilbert transforming the data in time to generate a complex 
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data set, we seek to expand the data in two spatial dimensions and time by: 

SUV 

*{x,y,t) =E EE «m(i) fP(y) gq{t) C„ 
m=l   p=l   g=l 

(5) 

where 

s, u, v are the number of components in the 3 modes, respectively 
e,f,g are the offshore, alongshore, and temporal eigenfunctions, and 
Gmpq is the core matrix (normalizing factors) 

Rewriting Equation 5 in matrix form we arrive at 

Z(x x yt) = E(x x s)C(s x uv)[F{y x u)' <g> G(t x v)'] (6) 

where (g) denotes the Kronecker product and the dimension of the matrices Z 
and C are augmented to be two dimensional arrays. The core matrix, C, is 
no longer a simple diagonal matrix of eigenvalues as in 2-mode analysis, but a 
complex combination of elements that describe the basic relations that exist be- 
tween the various collections of variables as expressed through their components 
(Kroonenberg and DeLeeuw, 1980). 

The cross-shore and alongshore eigenvectors for the nearshore region north 
of the inlet are presented in Figure 9. For simplicity, only the real part of each 
eigenvector is shown. To illustrate the relative importance between both the 
variables and components, the eigenvectors shown have been weighted. These 
eigenvectors can be thought of as the average form of all cross-shore or alongshore 
profile lines in the region. In the cross-shore direction, we see the mean is easily 
identifiable. The second component, typically referred to as the "bar-berm" 
function is significantly reduced in importance due to the larger fluctuations 
occurring in the alongshore direction. In the alongshore eigenvectors, the mean 
is characterized by a dramatic depression that occurs near the inlet. The second 
and third components highlight sizable changes in the alongshore direction. 

.ss-Shore Eigenvectors (North of IR1) longshore Eigenvectors {North of IRI| 
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Figure 9: The real portion of cross-shore and alongshore eigenvectors computed 
from 3-mode CPCA. Offshore distance is spaced at 30.5 meters (100 feet), while 
the alongshore distance is spaced at 304.8 meters (1000 feet). 

The eigenvector components can also be combined to represent various fea- 
tures of the bathymetry.   These eigenvector combinations are products of the 
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different alongshore, cross-shore, and temporal components. Similar to a large 
puzzle, if we have three components in each variable, then there are 27 com- 
binations that make up a complete bathymetry. The three combinations that 
capture the highest amount of variance are shown in Figure 10. The real part of 
each combination is shown on the left and the imaginary part of the combination 
on the right. The top panel shows the combination AlOl, which is defined as 
the product of the first eigenvector in the alongshore direction (A) and the first 
eigenvector in the cross-shore direction (0). This combination represents the 
mean bathymetry and the real part is characterized by the erosion located at 
nearshore region of the inlet entrance. The middle panel shows the A103 combi- 
nation, corresponding to the product of the first alongshore eigenvector and the 
third cross-shore eigenvector. This combination modifies the mean bathymetry 
most notably in the shoreline area where bypassing has a significant effect. The 
lower panel, which contains the A303 combination (same nomenclature as be- 
fore), is perhaps the most intriguing. A large "bump" appears on the real portion 
of the bathymetry, while the imaginary portion depicts a wave-like phase rota- 
tion. This imaginary "hot spot" of movement indicates that the feature is in 
motion. Notice that the magnitude of the imaginary bathymetry decreases as 
we proceed offshore. Therefore, the alongshore movement is strongest at the 
nearshore area and becomes less severe further offshore. 

The eigenvector combinations for the region south of Indian River Inlet are 
shown in Figure 11. The nomenclature remains the same as for the combinations 
north of the inlet. Again, the top panel represents the mean bathymetry and 
shows a build up of sediment in the area adjacent to the southern jetty. The 
A203 and A201 combinations illustrate changes that are occurring once again 
in the neighborhood of the inlet entrance. The difference between the two is that 
the imaginary portion of A203 identifies more of a movement in the alongshore 
direction, while the imaginary portion of A201 identifies more of a movement 
in the cross-shore direction. This may mean that, after bypassing occurs, the 
large eduction hole that remains recovers by receiving sediment from both the 
alongshore and offshore elements of the bathymetry. 

CONCLUSIONS AND SUMMARY 

An in-depth analysis of the profiles at Indian River Inlet, Delaware has been 
accomplished by using standard analysis tools and Complex Principal Compo- 
nent Analysis. Early returns of the sand bypassing system seem to be positive. 
The shoreline analysis reveals that the north shore has been stabilized by the 
bypassing and the south shore recovers quickly from the eduction process. The 
littoral drift indicates sand is moving to the north and that a larger amount of 
sand could be pumped each season. Generally, sand moves quickly to the north 
as evident from both the shoreline variation and CPCA analysis. As shown, 
CPCA has considerable potential, but needs further investigation on a more 
finely sampled data set. 
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Figure 10: Eigenvector combinations north of Indian River Inlet. The numbers 
(or core matrix values) included represent the percent of variance captured by 
each eigenvector combination for a given temporal component. The offshore 
range is spaced at 152.4 meters (500 feet) and the alongshore range covers 1524 
meters (5000 feet). 
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Figure 11: Eigenvector combinations south of Indian River Inlet. The numbers 
(or core matrix values) included represent the percent of variance captured by 
each eigenvector combination for a given temporal component. The offshore 
range is spaced at 61 meters (200 feet) and the alongshore range covers 1524 
meters (5000 feet). 
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CHAPTER 220 

IMPROVED 3-D BEACH EVOLUTION MODEL 

COUPLED WITH THE SHORELINE MODEL (3D-SHORE) 

Takuzo Shimizu *, Takahiro Kumagai J and   Akira Watanabe 2 

ABSTRACT 

An improved 3-D beach evolution model coupled with the shore- 
line model, named "3D-SHORE", was newly developed to estimate 
both the spatial bottom topography change and the shoreline change. 
In calculation of the shoreline change, the total longshore sediment 
transport rate is estimated by integrating the local sediment trans- 
port rate in the direction parallel to the shoreline from the breaking 
point to the run-up point. The applicabilities of the model were ver- 
ified through comparisons with both the results of the movable bed 
laboratory experiment and the actual beach evolution. 

INTRODUCTION 

In recent years, the 3-D beach evolution model which treats only the sedi- 
ment transport due to nearshore currents have been applied to many practical 
problems in Japan. This model, based on the depth-averaged nearshore current 
model, is called "Medium-term 2DH Coastal Area Model" according to de Vriend 
et al.(1993). The authors have presented a few attempts to quantitatively verify 
its field applicabilities through comparisons with the actual medium-term topo- 
graphical changes around a harbor entrance during f to 5 years(e.g. Shimizu 
et al., 1990, 1994). This conventional 3-D beach evolution model have reached 
the stage of being applicable for engineering use to estimating the volume of 
maintenance dredging around a harbor entrance and to investigating an effective 
countermeasure against harbor shoaling. It is, however, difficult to estimate the 
shoreline change, especially shoreline retreat, because the shoreline is used to be 

1Penta-Ocean Construction Co., Ltd., 2-2-8 Koraku, Bunkyo-ku, Tokyo 112, Japan. 
2Professor, Dept. of Civil Eng., Univ. of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113, Japan. 
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treated as a fixed boundary in the model. Therefore, we cannot assess the impacts 
due to construction of a harbor on neighbouring beaches with good accuracy. In 
order to make the 3-D beach evolution model more practically useful, the model 
should be improved to treat the shoreline as a moving boundary and to properly 
estimate the shoreline change. 

In this study, we developed an improved 3-D beach evolution model, named 
"3D-SH0RE", which is coupled with the conventional shoreline model. The ap- 
plicability of the model is verified through comparison with the result of movable 
bed laboratory experiment for the beach evolution around a detached breakwa- 
ter. And we also tried to simulate the actual bottom topography changes around 
an offshore man-made island type fishing port during approximately a year. 

IMPROVED BEACH EVOLUTION MODEL 

Basic Model Concepts 

Our interests are focussed on the impact assessment of neighbouring beaches 
due to construction of a maritime structure. It is demanded to evaluate long-term 
beach evolution during more than 10 years after the construction. For the beach 
evolution around a maritime structure, the sediment transport due to nearshore 
currents plays a predominant role and the contribution from cross-shore sediment 
transports due to waves and undertow is usually cancelled for a long period be- 
yond approximately a year. 

The shoreline model which describes only the longshore sediment transport 
is widely used in practise for such a case. We have recognized that the shoreline 
model is applicable to estimating beach evolution caused by the unbalance of 
sediment budget in the alongshore direction over long time scales and for broad 
spatial scales. However, in the vicinity of the harbor, where the nearshore circu- 
lations occur and the offshoreward sediment transport due to nearshore currents 
exist, the shoreline model approach has a limited applicability. 

The 3-D beach evolution model which treats only the sediment transport due 
to depth-averaged nearshore currents, "Medium-term 2DH Coastal Area Model", 
is based on the same concept as that of the shoreline model. This medium-term 
predictive model can be, therefore, regarded as an improved version of the shore- 
line model, which has an advantage of estimating the spatial beach topography 
changes. 

Another 3-D beach evolution model is a short-term predictive model which 
treat both longshore and cross-shore sediment transports. This model is based on 
the quasi-3D or fully 3D current model which can describe the vertical structure of 
nearshore current and undertow. In order to properly estimate the beach profile 
changes, the short interval iterations, probably every one or two hour repetitions 
are needed. The computations of the wave and current fields are, however, much 
time-consuming. At present, it is unrealistic to improve the short-term predictive 
model to properly estimate the shoreline change. We, therefore, tried to develop 
the 3D-SHORE for practical use by coupling the medium-term predictive model 
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Fig. 1     Classification of numerical models of beach evolution. 

Table 1     Comparisons of numerical models of beach evolution. 
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with the shoreline model. 
Fig.l shows the classification of numerical models of beach evolution by spa- 

tial and temporal scales. The comparisons of the models are briefly summarized 
in Table 1. 

Structure of 3D-SHORE 
The flow chart of the improved 3-D beach evolution model (3D-SH0RE) is 

shown in Fig.2. The model consists of four submodels for calculating l)nearshore 
waves, 2)nearshore currents, 3)local sediment transport rate and spatial beach 
change, and 4)total longshore sediment transport rate by integrating local sedi- 
ment transport rate and shoreline change. 

The new bottom topography can be calculated by coupling the calculation 
results of shoreline change and spatial beach evolution. The new bottom topog- 
raphy is, then, fed back into the wave-current computations with appropriate 
intervals. 

Wave Model 
The waves in the swash zone play important roles on the shoreline change. In 

the nearshore wave model, the run-up height is estimated by the Hunt's formula, 
assuming the beach-face slope determined by the empirical relationship incorpo- 
rating wave height, period and sediment grain size proposed by Sunamura(1984). 
The wave set-up and set-down are estimated by the approximate expressions for 
a plane beach according to Longuet-Higgins and Stewart(1962). The water depth 
in the swash zone is given virtually by decreasing linearly from the wave set-up 
height at the still water level to zero at the run-up point as shown in Fig.3. This 
virtual water depth is also used for calculation of the nearshore current field. Al- 
though this treatment of swash zone is not correct in a strict sense, it is a simple 
and effective method for engineering use in order to save computational time and 
take an important factor into consideration. 

The parabolic-type equation model proposed by Isobe(1987) is employed in 
this study to properly estimate the wave field behind the offshore breakwater 
and man-made island and so on where combined diffraction and refraction oc- 
cur. This basic equation is derived from the mild slope equation by using the 
wave ray-front coordinates. The energy dissipation term due to wave breaking is 
included. Random waves are described as a superposition of component regular 
waves with different frequencies and directions. The applicabilities of the model 
to the actual wave field were verified through comparisons with field measurement 
data (e.g. Shimizu et ah,1992). 

Nearshore Current Model 
In most of the previous computation of nearshore currents, the friction term is 

expressed as the general nonlinear form and a constant value has been used for the 
frictional coefficient C { in the calculation domain. Its value, however, affects the 
magnitude of the nearshore current velocity and the resultant sediment transport 
rate. We, therefore, tried to directly estimate the local values of bottom frictional 
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Fig. 2     Flow chart of the 3D-SHORE. 
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Table 2     Outline of the nearshore wave and current models. 

[WAVE MODEL] 

Parabolic Equation Model 
using the curvi I linear coordinates (Isobe, 1987) 

•Combined Refraction, Diffraction, Shoaling and Wave Breaking 
• Field verification : Shimizu et al. (1992,1994) 

[NEARSHORE CURRENT MODEL] 

Depth-averaged Current Model 

Friction Term : 
©Conventional Expression 

(D 
r ,= p C, (U + u „)/TU +u„)2+ (V + v>)* 

z> = p C, (V+ v>)AU~+u>,)2' + (V + vb)
2 

where      U, V:  the mean currents,   Ub,  v b-  the orbital  velocities, 
Cf : the friction coefficient. 

Dlmproved Expression 
directly estimate the local friction term in the mean 

current direction by using the friction  law under combined 
wave and current action proposed by Tanaka and Thud994). 

v c~ p uc*2=psca  /-— Uj (2) 

/       uc : rough turbulent 
I n ( z h/ z o) — 7 ~TTW 

1 U  c 
    : smooth turbulent 

^ln(9'°^7/F)-1^ u' (3) 

_J ft eft; : laminar 

where uc:the mean current, ^»:the amlitude of near-bottom orbital 
velocity, z/>:thewater depth, z0:the roughness height, 
/f.'the Karmanconstant, ft*: the wave-current friction 
coefficient, Rc= u „ z b/u,   v  the kinematic viscosity. 

r c= f A f , r c (D + (J- f ,) r c cs)} + (1- f 2) r c („) (4) 

• f i,    f 2~- weight function [see Tanaka and Thud994)] 
•Subscripts L,   S,   R describe Laminar, Smooth turbulent and 

Rough turbulent flows respectively. 
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Fig. 4 Schematic illustration of the estimation method of the total long- 
shore sediment transport rate by the cross-shore integration of the 
local sediment transport rate. 

term by using the full-range explicit approximate expressions of frictional law for a 
wave-current coexistent system proposed by Tanaka and Thu(1994). The outline 
of the nearshore wave and current models is summarized in Table 2. 

Sediment Transport and Beach Evolution Model 
Fig.4 shows schematically the cross-shore integration of the local sediment 

transport rate in the direction parallel to the shoreline from the breaking point 
to the run-up point. The shoreline change is calculated using the mass conserva- 
tion equation of the shoreline model based on the alongshore balance of the total 
longshore sediment transport rate. 

In coupling the spatial bottom topography changes with the shoreline changes, 
both results are interpolated near the shoreline. In the area of shoreline retreat, 
the profile is determined by the smaller depth comparing between the profile 
extended offshoreward from the new shoreline position with the foreshore slope 
estimated by empirical formula by Sunamura(1984) and the profile extended on- 
shoreward from the grid point adjacent to the old shoreline position with the 
local bottom slope. In the area of shoreline advance, in order to prevent the 
new shoreline calculated based on the mass conervation of total longshore sedi- 
ment transport rate from advancing the new shoreline calculated by that of local 
sediment transport, the appropriate local sediment transport rate coefficient and 
duration of time-stepping are to be selected. 

The local sediment transport rate is evaluated by the formula proposed by 
Watanabe et al.(1986). The outline of the model is shown in Table 3. The for- 
mula for local sediment transport rate under combined wave-current action was 
formulated so as to be consistent with previous studies on both longshore drift 
and cross-shore sediment transport.   The total transport rate vector is divided 
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Table 3     Outline of the local sediment transport rate formula. 

[LOCAL SEDIMENT TRANSPORT RATE FORMULA] 

Watanabe Model   (Watanabe et al., 1986) 

• Seiment transport due to nearshore currentn <?c : 

qc    =    Ac   ( Tm— To)    Uc/jO g (5) 

• Seiment transport due to nearshore current C7w : 

cfw   =    Aw FD   (Tm-Tc)    Lib//? g (6) 

where X m : the maximum bottom shear stress under waves and currents, 
X  c : the critical shear stress, 
U c : the mean current, Ub  : bottom orbital velocity 

FD  : the direction functional for onshore, -1 for offshore) 

•Relationships among the coefficients 
(Watanabe et a I.,   1991; Shimizu et al., 1994) 

A c = 10Aw    (7) 
Aw=  wo/0.5f w I ((1 -A) s' /s'gD  }   Bw (8) 

where B w'• the nondimensional coefficient of the wave-induced 
sediment transport rate formula by Watanabe(1982), 

f w '• the wave-current friction coefficient proposed 
by Tanaka and Shuto(1981), 

wo : the fal I velocity, D   : teh grain diameter, 
A   : the porosity, g : the gravity acceleration, 
s' (=p s/p — 1) (p ., p : the densities of sand and fluid) . 

•Determination of local coefficients 
© Previous studies —> Bw r =  3~5 for field 

^ = 7  for laboratory experiment 
® H, T, 0, h, D, s'  -» f w 

-» Aw at each loacal point (eq. (8)) 
® /Aw - Ac   (eq. (7)) 
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into that due to mean currents including both nearshore current and undertow 
and that due to waves. This formula is based on the power model concept and as- 
sume that the sediments set in motion by the excess shear stress under combined 
wave-current action are transported with both mean currents and wave motion 
into the respective directions. In this study, only the sediment transport due to 
nearshore currents is taken into account. The value of the sediment transport 
rate coefficient is determined by using the empirical relations, according to the 
previous studies (Watanabe et al.,1991; Shimizu et al.,1994). The local transport 
rate coefficients depend on local wave conditions and properties of sea-bed mate- 
rial. 

MODEL VERIFICATION 

Outlines of Laboratory Experiment and Numerical Calculation 

The applicability of the newly developed model is investigated on the basis 
of the movable bed laboratory experiment conducted by Mimura et al.(1983). 
The experiment was carried out using a wave basin 14m long and 7.5m wide. 
The sediment grain diameter was 0.2mm and the initial bottom slope was 1/20. 
After the initial beach was subjected to wave attack for approximately 12 hours, 
a 1.5m long detached breakwater was placed approximately at the breaker line. 
The incident wave height was 5.7cm and the period was 0.9s. The verification 
data used in this study are the beach topography change for about 6 hours after 
placement of the detached breakwater. 

In the calculation of beach evolution, the new bottom topography is fed back 
into the hydrodynamic and sediment transport commutations and the dynamic 
time-evolution of the seabed is calculated. The calculations of waves, currents and 
beach topography changes were repeated every 20 minutes and 18 time iterations 
in total were conducted. The change in the bottom shear stress caused by bottom 
elevation change is taken into account every 4 minutes in the calculation of beach 
evolution. The grid spacing is 15cm. The local sediment tarnsport rate coefficient 
Bw is 7 and the depth of closure D is set to 10cm. 

Calculation of Nearshore Wave and Current Fields 
Fig.5 shows the alongshore distribution of breaking wave height. The calcu- 

lations show good agreement with the measurements. 
Fig.6(a) and (b) show the examples of the calculated depth-averaged nearshore 

currents. Fig.6(a) is for initial bottom topography and Fig.6(b) is for that after 
5 hours and 40 minutes. The shoreline advance behind the detached breakwater 
and the strong and sharp nearshore circulations are simulated. 

Calculation of Beach Evolution 
Fig.7 shows comparisons between the calculated and the measured positions 

of the shoreline and the depth contours of 2cm and 4cm. The shoreline posi- 
tion calculated by the shoreline model is also plotted. The shoreline change is 
reproduced better by the shoreline model than by the 3D-SHORE, because the 
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computational time of the shoreline model is considerably shorter than that of 
the 3D-SHORE and it is, then, easy to adjust the parameters to agree with the 
measurement. The shoreline model, however, can calculate only the shoreline and 
cannot estimate the spatial bottom topography change. The present improved 
model, on the contrary, has good accuracy for estimating the changes in both the 
shoreline and the depth contours for approximately 6 hours. 

Fig.8(a) and (b) show the time-evolutions of the shoreline and the 2cm 
depth contour calculated by the 3D-SHORE and (c) shows the time-evolution of 
the shoreline calculated by the shoreline model. The shoreline behind the de- 
tached breakwater advances gradually and reaches an equilibrium state after 5 
hours according to the calculation result of the 3D-SHORE. The contour of 2cm 
advances faster than the shoreline. 

According to the result calculated by the shoreline model, on the contrary, the 
shoreline advances rapidly and reaches an equilibrium state after only 3 hours. In 
the shoreline model, the longshore sediment transport rate becomes zero at the 
equilibrium state, because the breaking wave crest angle to the shoreline becomes 
zero. This shows that the shoreline model can describe only the static equilib- 
rium. The improved 3-D beach evolution model, on the other hand, can describe 
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the dynamic equilibrium and is, therefore, more effective for properly predicting 

the time-evolution of bottom topography. 

FIELD APPLICATION 
In order to verify the field applicability, we try to simulate the beach evolution 

due to construction of the Kunnui Fishing Port, an offshore man-made island type 
fishing port, in Hokkaido, Japan (Kawaguchi et al., 1994). The man-made island 
is located about 200m offshore from the initial shoreline. The maximum width of 
the man-made island is about 180m, which approximately equals to the detached 
distance. Although the bottom contours are straight and parallel to the shoreline 
in 1985 before construction of the fishing port, they extend off shoreward like a 
tongue behind the fishing port owing to extreme accretion caused by nearshore 
circulations. The rapid and extreme beach evolution took place during only a 
year from 1989 to 1990 after the start of the construction of man-made island. 
At present, the tombolo is formed behind the fishing port. 

The calculation was conducted with the area of 1.0km long in the alongshore 
direction and 0.8km long in the cross-shore direction. The grid spacing is 10m. 
The bottom slope is approximately 1/75. The grain diameter is about 0.2mm and 
the transport rate coefficient Bw is 4. The numerical simulation was performed 
under simply modelled two series of the storms by repeating the calculations of 
waves, mean currents and beach changes. The modelled series of waves have the 
same occurrence frequency in total as that of the observed wave climate data. 
The depth of closure D was expressed as a function of the incident wave condi- 

tions. 
Fig.9 shows the comparisons between the calculated and the measured depth 

contours after a year from 1989 to 1990. The calculations show fairly good agree- 
ments with the measurements. The field applicability of the proposed model is 

also verified. f-~-^ 

Cm)    1989-1990 
4001 1 r- ^czy~ 

Initial Position (1989) 
Measurement (1990) 
Calculation (1990) 

_»_* 

800        900      1000   (m) 

Fig. 9     Reproduction of the beach evolution around the Kunnui Fishing 
Port during a year. 



2856 COASTAL ENGINEERING 1996 

CONCLUSIONS 
In this study, an improved 3-D beach evolution model coupled with the shore- 

line model (3D-SHORE) is newly developed. And the applicabilities of the model 
were successfully verified through comparisons with both results of movable bed 
laboratory experiment and the actual beach evolution. The 3D-SHORE can de- 
scribe the dynamic equilibrium of beach evolution and is, therefore, more effective 
for properly predicting the time-evolution of bottom topography than the con- 
ventional shoreline model which can only the static equilibrium. It is concluded 
that the 3D-SH0RE has enough accuracy for practical use. 
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CHAPTER 221 

EVALUATION OF SHOREFACE NOURISHMENTS BY LINE MODELLING 

roenewoud1, Willem T. Bakker2'3, Jan va 
Ruud Spanhoff3 and Christian Laustrup 
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4 

ABSTRACT 
Shoreface nourishments are sometimes used as an alternative for ordinary beach 
nourishments. Many aspects of the behaviour of shoreface nourishments are still 
unknown. Shoreface nourishments affect the morphological behaviour of a coast. 
Line modelling might be used to study and to predict the behaviour of shoreface 
nourishments after execution. Although not every detail of the real behaviour can be 
dealt with, line modelling is still a rather simple but powerful tool. The recent 
application is discussed of the line modelling technique to study several shoreface 
nourishments carried out in the NOURTEC framework. 

INTRODUCTION 
Coastal zone managers may fight undesired structural erosion of coasts either by 
'hard' or by 'soft' measures. 
With 'hard' measures the basic idea is to interfere in the sediment transports 
involved in such a manner that the erosion in the stretch of coast under consideration 
is stopped, or at least reduced. With a well-tuned system of groynes or a number of 
shore-parallel detached breakwaters this aim can in principle be achieved. That often 
the erosion problem is shifted to the adjacent lee side beaches is a serious draw-back 
of these types of countermeasures. 
With 'soft' methods (e.g. a beach nourishment [further: BN]) this adverse lee side 
effect is avoided. The basic idea of artificial nourishments is to accept the losses as 
observed (no attempts to interfere in the processes which cause the erosion) but 
replenish from time to time the apparent losses. Often life times in the range of 5 till 
10 years are striven after. Although artificial BN's have to be repeated, it often turns 
out to be a very cost effective method in comparison with 'hard' alternatives. 

Structural erosion of a stretch of coast means that the stretch loses sediments at a 
regular basis. Often a gradient in the longshore sediment transports is the main cause 
of the erosion problem. In a cross-shore profile the volume of sediments (m3/m) in 
that profile in a predefined (fixed) area, diminishes as a function of time. All parts 
of such a profile (dunes; beach; shoreface) suffer eventually from this type of 
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erosion. However, the upper part of the profile (beach and dunes) is often 
considered as the most important part of the entire profile; many important functions 
of a coast to mankind are concentrated in just this part. Because structural erosion 
manifests itself most clearly in the upper part of the profile, artificial nourishments 
are often applied just there. With a BN the 'health' of a beach is directly improved; 
one clearly can notice the improvements for the time being; e.g. the beach is 
widened which is favourable for recreational use. 

Many methods exist to execute artificial BN's [see e.g. CUR (1987)]; most of them 
are, however, rather cumbersome in practice. The handling of the sediments from 
borrow area to fill site is often complicated and thus costly. Because of the 
recreational use of beaches often the summer period is excluded as execution time. 

Instead of applying (cumbersome) artificial BN's, nourishing just the shoreface 
seems an (easy) alternative. Sediment handling is quite simple; the dredge sails from 
the borrow area and dumps the load at the shoreface and starts with a new cycle. 
Because of no (or less) hindrance to the recreational use of the beaches also the 
summer time can be used for execution. Large cost savings are expected to be 
achieved with shoreface nourishments [further: SN] in comparison with classical 
BN's. 

In the scope of the NOURTEC project [Mulder et al. (1994)] at 3 sites 
(Terschelling, the Netherlands; Norderney, Germany; and Torsminde, Denmark; 
see Fig.l) sand has been supplied on the shoreface. The NOURTEC project implies 
evaluation and comparison of the coastal behaviour at those sites after the SN's. 

Bakker et al. (1994) made a 
prediction of the expected coastal 
behaviour after the SN at the Dutch 
Wadden island of Terschelling; 
furthermore the coastal behaviour 
after the supply at the German 
Wadden island of Norderney was 
evaluated. They used the 3-line 
modelling technique. Later on the 
nourishments in Denmark and 
Terschelling have been evaluated 
with the same technique 
(Groenewoud 1996a and 1996b). 
The study has been finished with an 
overall evaluation of the 3-line 
modelling technique as a design and 
evaluation tool (Groenewoud 
1996c). 

NORTH 

SEA 

Thorsminde_ 
Tange 

Te'scheliing 

Norderney 

A. X. Y_ 

-        / 
^NETHERLANDS' 

GERMANY 

Fig.l 

• BELGIUM 

Location of the 3 NOURTEC test 
sites 

In the present paper the application of the 3-line modelling technique in the 3 
NOURTEC cases is discussed; strong and weak points of the method are revealed. 
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SHOREFACE NOURISHMENTS IN PRACTICE 
Fig.2 shows in plan view a (shore parallel) SN along a sandy coast. Because a SN is 
meant to be a substitute of an ordinary BN it is expected that a part of the supplied 
volume is transported towards the coast. With the notion of the existence of 
equilibrium profiles one can indeed expect that because of cross-shore transports the 
extra volume of sand is eventually spread over the entire profile (in onshore as well 
in offshore direction). Consequently also a part of the supplied volume is thought to 
reach eventually the beach. For the judgment of the effectiveness of SN's in 
comparison to BN's it is of course important to know which part of the volume of 
SN's reaches the beaches, and which time scales are involved. With detailed cross- 
shore transport calculations these topics are to be evaluated. 

S3— s3- sea s3- 

J    S2-~*" S2— fA s2^ B 

Sj—*•      salient s,«* 
land / 

s,— 
/    erosion 

Fig. 2   (Arbitrary) shoreface nourishment in plan view 

In plan view (see Fig.2) a SN is limited; between points A and B the depths contours 
are just after the execution locally shifted in seaward direction. In the neighbourhood 
of the points A and B the orientation of the depth contours has changed. With a 
description of the (local) longshore transport depending on the orientation of the 
depth contours it is easily understood that near the points A and B a redistribution of 
the volume of sediments of the SN in longshore direction will take place. Also in the 
upper part of the profile, as soon as some sediment has reached that part of the 
profile by cross-shore transports, a similar reorientation of the local depth contours 
will occur with a consequent redistribution of sediments in longshore direction in the 
upper part of the profiles of the stretch of coast. 

A SN acts, however, also as a (mobile) submerged breakwater. The presence of a 
SN will affect (reduce) the wave heights in the zone between the SN and the 
waterline. Consequently the longshore sediment transports in this zone are reduced 
compared to the original transports along the non-supplied coast at the left-hand side 
of A and at the right-hand side of B (see Fig.2). Assuming a net longshore transport 
in the zone behind the SN as indicated in Fig.2 from left to right, it is expected that 
behind the left side of the SN some accumulation of sediments will occur (salient 
formation). Right from B it is expected that (additional) erosion of the beaches will 
occur. 
Especially the expected salient formation at the up-drift side behind the SN will 
confuse phenomenological studies based on bathymetric data.  Is the observed 



2860 COASTAL ENGINEERING 1996 

accumulation of sediments in this area because of cross-shore sediment transport 
effects or because of longshore transport effects? 

If a SN is applied in a zone with water depths where in the non-supplied situation 
still substantial yearly net longshore sediment transports do occur (either wave or 
tide driven or due to a combination of waves and tidal currents), the mere sudden 
uplift of the bottom because of the presence of the SN will cause increased sediment 
transports above the SN (see Fig.2). Induced gradients in the local longshore 
transport will cause erosion of the SN just right of point A and accumulation of 
sediments just right of point B. It seems that the entire SN is moving (within the 
schematization of Fig.2) from left to right along the coast. 

In the brief discussion of the different morphological effects of a SN it was 
presumed that the borrow material of the SN is equal to the native material. In 
practical applications, however, this presumption might not be true; the borrow 
material may differ from the native material. It is for sure that consequently the 
sediment transports involved, will change. 

In the previous part 4 morphological effects of a SN have been briefly discussed, 
viz.: 

i) (straightforward) cross-shore redistribution of the volume of a SN over the 
entire cross-section; ii) longshore redistribution of the volume of a SN due to 
reorientation of the depth contours in the zone of the SN itself (starts 
immediately after execution) and in the upper part of the profile (starts when 
after some time sediments have reached the upper part of the profile); iii) 
salient formation at the up drift side (and erosion at the down drift side) in 
the zone between SN and waterline because of reduction of the yearly net 
longshore sediment transport in this zone; iv) integral movement of the SN in 
longshore direction because of yearly net longshore sediment transports in 
the SN zone. 

In the next section the 3-line modelling technique is discussed. It will turn out that 
the effects i) and ii) can in principle be properly modelled with the present 
technique; the effects iii) and iv) cannot be accounted for with the present model set 
up. In the present 3-line modelling approach it is also assumed that borrow and 
native material are the same. Additional effects due to differences in borrow and 
native material are not accounted for. 

3-LINE MODELLING TECHNIQUE 
General 
In the present study 3 lines have been used to represent a cross-shore profile. More, 
or only 2 lines are in principle also possible. The 3-line modelling technique is a 
rather simple technique which can be used to study the behaviour of a morphological 
system with time. The approach relies on the assumption that the actual behaviour of 
a morphological system can be considered as a linear superposition of different sub- 
systems. In the present application for instance, the autonomous behaviour of the 
system is assumed to be the same before and after a SN application. Only the 
additional effect of the SN is modelled. So if the behaviour of the SN with time is 



SHOREFACE NOURISHMENTS 2861 

modelled reliably, the eventual behaviour of the system with time is found by adding 
both sub-systems (autonomous behaviour + behaviour because of the SN). 

Schematization of cross-shore profile and cross-shore transports 
In a 3-line model the cross-shore profile is schematized by 3 zones with horizontal 
separation planes (see Fig.3). The volumes of sand in the zones (layers) are 
characterized by 3 lines which may, contrary to equilibrium profile approaches, 
develop 'freely' with time. It is assumed that in each zone the mutual distance 
between the upper and the lower limit remains the same and (thus) that the part of a 
profile coinciding with the zone moves only horizontally. 

The characterizing lines each have a distance to an arbitrary vertical reference line 
which for Lj can be defined as (see Fig.3): 

1   ° 
Li = — Jy(z)dz 

ni -d, 
(1) 

For lines Lj and L3 similar formulae can be derived. 
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Fig. 3   Schematization of cross-section 

The parameters of Eq.l and Fig.3 are: 

d!,d2      = depth of separation plane between zone 1 and 2; zone 2 and 3; 
d3 = depth of lower limit of zone 3; 
h!,h2,h3 = height of zone 1; zone 2; zone 3; 
Lt.L2.L3 = characterizing mean line of upper zone; middle zone; lower zone; 
y(z)       = distance of point of profile at depth z to a reference line; 
z = height above the y-axis. 

The cross-shore sediment transport rate between the zones is assumed to be 
proportional to the difference between the actual distances and the equilibrium 
distance between the characterizing lines. This method of describing cross-shore 
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sediment transports was originally proposed by Bakker (1968) and further developed 
by Swart (1974). 

Since in the present application the profiles before the SN application are assumed to 
be equilibrium profiles, the use of L^ Lj and L3 can be avoided; only perturbations 
from the initial equilibrium profile are considered. These perturbations are expressed 
as (see Fig.4) yu y2 and y3 respectively. 

1 
1 

1 
j 

I 

.!        yi 

a   Equilibrium profile 

1 

b Disturbance of 
equilibrium profile 

1 

, - ! 
!       * 

y3 y3 

c    Re-establishment of d New equilibrium profile 
equilibrium profile yi = y2=y3 

Fig. 4   Schematized equilibrium profile (a); disturbance in middle layer (b) and 
behaviour (c and d) 

If the transport rates Syl [and Sy2] are assumed to be proportional to the differences 
(yry2) for Syl [and (y2-y3) for Sy2], then the following equation for Syl can be 
written: 

Sy, =sy,(y1-y2) 

(For Sy2 similar formula.) 

(2) 

with:   Syl   = cross-shore transport from the upper to the middle zone [m /m/year] 
(positive in seaward direction) 

Sy!   = cross-shore coastal constant [m/year] 

The description of the cross-shore sediment transport relies on a proper estimate of 
the cross-shore coastal constants. It can be proved that these coastal constants can be 
rewritten as: 

i *( MK 
T0l   Kht+h2 

(3) 

with:   Toi  = time constant for diffusitivity between upper and middle zone (year) 
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(For the time constant for diffusitivity between the middle and lower zone T02 a 
similar formula can be derived.) 

The T0 period is the lapse of time in which a certain value of deviation from the 
equilibrium distance will decrease with a factor e. The problem of estimating proper 
values for the cross-shore constants is now shifted to the proper estimate of the T0 

periods. 

Schematization of longshore transport 
In each zone of the schematized cross-shore profile longshore sediment transports 
will occur. These longshore transports are indicated by S1? S2 and S3 for the upper, 
middle and lower zone, respectively. In the following discussion Sx is generally 
used. 
In the present NOURTEC cases the total longshore transport, and the distribution 
over the different zones, is calculated with the CERC formula; the possible 
contribution of tidal currents is consequently ignored. The method can, however, 
also be used if tidal currents are taken into account; the preparatory calculations are 
only somewhat more complicated in that case. 

A gradient in the longshore transport results in the following equation of continuity: 

^ + h^ = 0 (4) 
3x      at 

with h being the thickness of the layer over which erosion or accumulation takes 
place. The gradient of the longshore sediment transport is due to changes in angle of 
wave approach. 

The wave climate is assumed to be constant along the coast. With small changes of 
the angle, the longshore transport is assumed to depend linearly on the angle of 
wave approach. 

as, 
~ = sx (5) 
acp 

with:   sx    = longshore coastal constant 

The chain rule gives: 

asx    asx  acp 
—- = —*-*-?- (6) 
dx       (5cp    ax 

Substitution of Eqs.5 and 6 in Eq.4 and assuming small angles ultimately yields: 

32y udy —f + h — 
dx2      at -s

x^T + h^ = ° (7) 
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The change of the position of the coastline (dy/dt) due to longshore transport is 
proportional to the curvature of the coastline. This also applies if the profile is 
divided into several zones. The equation for the upper zone then becomes: 

dyJ s,    d2y, 

dt h.     dx 
(8) 

long 

with:   Sj    = longshore coastal constant 

Combination of both cross-shore and longshore processes with linear addition 
gives: 

foi = 
si t

a yi 
dt      h,    dxz     h, 

Sy1(yi-y2) (9) 

dt      h,     dx       h, h, 
'2   , Syi /.,      .,  x     Sy2 

^M^^-y*) (ID dt      h3    ox       h3 

In these equations the longshore transport is determined by the constants su s2 and 
s3   and the direction of the coast. The cross-shore transport is determined by the 
constants syl and sy2 and the deviation from the equilibrium position. 
These three equations determine the development of y!, y2 and y3 in time and 
position along the coast. 

Numerical solution 
The numerical method used to solve Eqs.9, 10 and 11 is the Euler Explicit Time 
Forward Central Space method. Time and space steps have to be carefully linked in 
order to fulfil the stability criterion. 

Example 
In Fig.5 the results of an arbitrary example are given. Along 2 km a shore-parallel 
SN is placed in the middle layer. The thicknesses of the layers are respectively: 
upper: 6 m; middle: 3 m and lower: 3 m. The cross-shore constants are syl = 1.33 
m/year and sy2 = 0.3 m/year. The longshore coastal constants read: Sj = 2.65*10 
m3/year/rad; s2 = 0.22*106 m3/year/rad and s3 = 0 m3/year/rad. The volume as 
nourished is 300 m /m; because of the nourishment just after the nourishment the y2 

values shifted with 100 m in seaward direction. 

From Fig.5 it becomes clear that the SN diffuses in all directions. With the constants 
as used indeed a large part of the SN reaches the upper part of the profile. 
The lower zone just seaward of the SN gets some sand directly from the middle zone 
because   of  cross-shore  transports.   In  the   adjacent  lower  zones   also   some 
sedimentation is noticed. Since the longshore coastal constant s3 in the present 
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Fig. 5   Development with time of a shoreface nourishment in middle layer 

example is zero, this material has reached these zones first via the adjacent middle 
layers and next by cross-shore transport. 
In the present example the autonomous behaviour of the coast is not taken into 
account; in real life problems the autonomous behaviour has to be added to the 
computation results. To determine the autonomous behaviour in real cases turns out 
to be a cumbersome task (see NOURTEC examples next section). 

NOURTEC EXAMPLES 
Torsminde 
The Torsminde test side is located along the west coast of Denmark (see Fig.6). 
Fig.7 shows two typical cross-shore profiles; 1 to 3 offshore bars are present. The 
site is located in front of a sand dike. A typical value of D50 for the sand in the 
profile is 0.4 mm. 
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Fig. 6 Location Torsminde test site Fig. 7 Typical cross-shore profiles 

Separate beach and shoreface nourishments took place in 1993. Over longshore 
stretches of one km each, approximately 250,000 m3 sand has been nourished in 
both cases; so approximately 250 m3/m. The D50 of the borrow sand (D50 = 0.34 
mm) for the BN was slightly less than the native sand; the borrow sand (D50 = 0.58 
mm) for the SN was coarser than the native material. 
The BN was placed between DNN +4 m and DNN -1 m (DNN = Danish Normal 
Zero); the SN between DNN -4 m and DNN -6 m. The cross-shore profiles have 
been divided in 3 layers: upper: DNN +4 m to DNN -4 m; middle: DNN -4 m to 
DNN -6 m; lower DNN -6 m to DNN -10 m. 

Estimates of the longshore coastal constants have been calculated using the CERC 
formula; the distribution of the transport over the different zones have been found by 
using the Svasek and Bijker (1969) method. 

In the modelling the determination of the cross-shore coastal constants is a vital 
item. In the Torsminde case different sets have been tested using the observed 
behaviour as criterion. A reasonable set was eventually found. 

To judge the quality of the computation, a comparison with the observed behaviour 
was made. The autonomous behaviour was set on an average coastline retreat of 6.7 
m/year. This value was based on measurements in the period 1978 - 1988. 

In the example case of Fig.5 y-values are computed for each 100 m along the 
coast. In the Torsminde case also a 100 m spacing was used in the computations. 
In order to facilitate comparison of measurements with computations, averaged 
values for stretches of coast of 1 km length (so-called boxes) have been used. 



SHOREFACE NOURISHMENTS 2867 

The fluctuations of the measured y-values turned out to be relatively large 
compared to the calculated development of the y-values. It is not expected that 
these large fluctuations are mainly due to the two nourishments. 

Overall the comparison between the calculated and the observed development 
showed in some cases similarities and in some other cases considerable 
differences. One of the shortcomings of the present model is that the model can 
not cope with the effects of the different grain sizes on the morphological 
development. 

Norderney 
As already discussed by Bakker et al. (1994), the Norderney case is in fact too 
complicated to be modelled properly with a 3-line modelling technique. The 
complicated bottom topography in front of the test site and the presence of a 
number of groynes made this site in fact unsuitable for a simple line-modelling 
technique. 

Terschelling 
In the Terschelling case (see Figs.8 and 9) the shoreface was nourished in 1993 
with a volume of 2.1 million m3 over a length of 4.6 km at a depth of Datum -7m 
to -5m. In fact the most seaward trough of the bar system was filled. The SN was 
located in the middle part of a 12 km long study area. 

1 .^T)1^ 

\\ f 
Terschelling 

Fig. 8 Location Terschelling test site 
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1" o 
£* -2 
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500 1000 1500 

distance from RSP-pole [m] 

Fig. 9 Typical cross-shore profiles 
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The native bed material shows a typical distribution over the cross-shore profile: 
D50= 0.24 mm at the beach and gradually decreasing to D50= 0.16 mm at the 
deeper shoreface. The D50 value of the borrow material was 0.20 mm. 
Apart from the yearly profile measurements (since 1964; 200 m spacing), just 
before and after the execution of the SN many more profile measurements have 
been carried out. After the nourishment e.g. in a lapse of time of 2 years 11 series 
of measurements have been carried out. 

The shape of the cross-shore profile was schematized in 3 layers. Normally (fixed) 
depth contours are chosen as layer limits. In the Terschelling case because of the 
bar system, the upper layer was defined from Datum +3 m to Datum -3 m (most 
landward contour); the lower layer was defined from Datum -6 m (most seaward 
contour) to Datum -9 m. All the sediment between the most landward Datum -3 m 
depth contour and the most seaward Datum -6 m depth contour was considered to 
belong to the middle layer. So even if a trough of the bar system is deeper than 
Datum -6 m or a crest is higher than Datum -3 m the sediments (or the lack of 
sediments) involved belong to the middle layer. With this procedure the entire 
(with time moving) bar system is confined in the middle layer. 
The 3-line model is based on the hypothesis that an equilibrium profile exists in 
cross-shore direction. It might be questioned whether this concept holds as well in 
case of a bar system with a cyclic behaviour as for Terschelling. 

The longshore coastal constants have been derived with the CERC formula. The 
cross-shore coastal constants have been derived by trial and error, taking the 
observed behaviour after the SN into account. Rather short T0 (time constant for 
diffusitivity) values had to be adopted (T01 = 1.5 years upper to middle zone; T02 

= 5 years middle to lower zone). It is felt that the rather small value T0i of only 
1.5 years is partly 'artificially'. As discussed in section 'Shoreface nourishments 
in practice' some salient formation landward of the SN is expected because of 
gradients in longshore transport. Although this phenomenon can not be properly 
modelled with the present technique, the effects are accounted for by the relatively 
small T01 value. 

The study area was divided in several (8 in this case) boxes (1.2 km each). 
Prior to the SN the autonomous behaviour of each box could be determined since 
many profile measurements are available. In the final judgment of the observed 
and calculated behaviour of the coast, the calculated autonomous behaviour of 
each box was taken into account. 

The calculated development of the y-values of the upper zones was very similar to 
the measured development after the application of the SN. The large observed 
volume increase in the upper zone is, in the present simulation, almost entirely 
caused by cross-shore transports from the middle zones. It might be questioned 
whether this is physically correct. 
The simulation results for the middle zones were less good. E.g. the observed 
general movement of the SN in eastward direction could not be properly modelled. 
The differences between the measured and modelled behaviour of the lower zone 
were in some cases large. 
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ESTIMATES OF COEFFICIENTS 
In the preceding section the modelling results of the 3 NOURTEC cases have been 
briefly discussed. The Torsminde and Terschelling cases could be modelled more 
or less successfully. The Norderney case has been reported by Bakker et al. 
(1994); the complexity of that problem was demonstrated. 

The quality of the modelling results depends to a large extent on a proper choice 
of the coastal constants. Reliable longshore constants could be determined with the 
CERC formula. The proper choice of the cross-shore constants turned out to be 
more difficult. Till now a sound theoretical basis is lacking for the determination 
of these constants. By trial and error (using the observed behaviour after execution 
of the SN's) useful estimates have been found. With these estimates at least some 
essential characteristics of the behaviour could be modelled. This procedure makes 
it difficult to use the model in an a priori predictive mode in other cases. 
In Table 1 the constants as used in the Torsminde and Terschelling cases have 
been summarized. 

Torsminde Terschelling 

T()2 

Si 

S2 

s3 

5.0 years (syl = 0.32 m/year) 
5.0 years (sy2 = 0.27 m/year) 

2.65 * 106 m3/year/rad 
0.23 * 106 m3/year/rad 
0.00 * 106 m3/year/rad 

1.5 years (syl = 1.33 m/year) 
5.0 years (sy2 = 0.30 m/year) 

3.63 * 106 m3/year/rad 
0.96 * 106 m3/year/rad 
0.00 * 106 m3/year/rad 

Table 1 Coastal constants Torsminde and Terschelling cases 

The longshore constants for the upper zone for Torsminde and Terschelling are of 
the same order of magnitude; in the middle zone the constants for Torsminde are 
somewhat smaller than for Terschelling. This is partly caused by the difference of 
the height of the upper limit of the middle zone; DNN -4 m for Torsminde and 
Datum -3 m for Terschelling. Both in Torsminde and in Terschelling no longshore 
sediment transports are assumed to occur in the lower zone. 

The time constants for diffusitivity in cross-shore direction are generally 5 years, 
except for the Terschelling case between upper and middle zone (T01 = 1.5 
years). There is no reliable theory available yet to predict time constants. In the 
Terschelling case the observed cycle for the (offshore) movement of the bar 
system is 10 - 15 years. It is felt that the time constants should have the same 
order of magnitude; 5 years is in this respect not too strange. The rather small 
value of T01 = 1.5 years for Terschelling is probably because in this value also 
the (not modelled) effects of longshore sediment transport gradients are accounted 
for. 

With the use of mathematical cross-shore transport (and morphological) models in 
principle estimates of cross-shore constants could be derived. Although this 
procedure has not yet followed in the present NOURTEC cases, promising results 
have already been achieved in other Dutch research cases. [See Steetzel (1996).] 
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CONCLUSIONS 
The 3-line modelling technique has proved to be a powerful method to represent 
the most important characteristics of the behaviour of SN's after placement. 
Different design alternatives can be easily compared. It is certainly not a technique 
to answer all questions which might be raised related to the application of SN's. 

A serious problem in analyzing the behaviour of SN's after placement is the 
distinction between the SN-induced behaviour and the autonomous behaviour. 
Much of the observed differences between model results (added to the estimated 
autonomous behaviour) and the measured behaviour, is caused by uncertainties 
about the estimated autonomous behaviour. 

The present 3-line modelling technique is not able to cope with differences 
between borrow and native material. 

Although the modelling results were in some respects not fully successful, the 
study has revealed that modelling attemps can serve as a very fruitful focus point 
for better understanding of the complex behaviour of shoreface nourishments. 
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CHAPTER 222 

BEACH MONITORING PROGRAM OF VALENCIA (SPAIN) 

Jose Serra1, and Josep R. Medina1 

Abstract 

The littoral processes and long-term shore protection plans are 
analysed for the coast of Valencia (Spain). The breakwaters built during this 
century by the Port Authorities have gratly affected the most Southern beaches 
by interrupting the natural longshore sand transport. The monitoring program 
of the beaches of Valencia (Spain) has been established for a precise 
estimation of the evolution in time of the beaches to the North and South by 
the Port of Valencia. Periodic topographic surveys provide the basic time- 
dependent beach description of the area. The two main objetives are the 
following: a) 3-D description of the beach surface, including estimation of 
reliability and measurement errors of bathymetrics, and b) stochastic 
description of wave climate. 

High precision and cost-efficient beach surveying techniques have been 
developed during the monitoring program of the beaches of Valencia (Spain). 
Beach profiles and zero-shorelines have been obtained with systems and 
errors similar to the terestrial topography. The methods are simple enough to 
be applied by general land surveyors with a minimum training and may be 
extended to a variety of beaches for systematic and low-cost monitoring 
programs. 

Introduction 

Most beaches of the Gulf of Valencia in Spain suffer an erosion/acretion 

Department of Transportation, Universidad Politecnica de Valencia, 
Camino de Vera s/n, 46022 Valencia, SPAIN. 
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processes induced by inappropiate constructions and unadequate coastal 
policies. The rivers and the natural littoral sand drift created more than a 
hundred miles continuos natural sand beach which has been altered in several 
points by breakwaters, jetties, comercial ports and marinas. According to Yepes 
(1995), economic, social and political presures and different kind of lobbies are 
interacting on the sand beaches, which are considered the most critical 
production factor of the touristic sector in Valencia (10% of the Spanish GNP). 

MEDITERRANEAN SEA 

1 VALENCIA PORT 

Figure 1. Gulf of Valencia and Area of Study 

Cost-efficient beach monitoring programs appears as key elements in 
developing appropiate shore protection and beach nourishment plans. A high 
precision low-cost beach profile system developed during the monitoring 
program of Valencia (see Medina and Serra, 1993) is being applied for beach 
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monitoring North and South of Valencia and may become a common low-cost 
system for autonomous and descentralized control of beaches along the 
Spanish Mediterranean coast 

Environmental Characteristics 

Figure 1 shows the location of the area of study in the Gulf of Valencia. 
Serra (1986) analysed the natural morphodynamic unit known as "Ovalo 
Valenciano" (Gulf of Valencia), located in the Westerm Mediterranean Sea, 
between the Delta Ebro (North), and the San Antonio Cape (South); it is almost 
a continuous sand beach of approximately 270 kilometers. 

Puebla Farnals Marina _ 

Port-Saplaya Marina 

I Turia River 

Sagunto Port 

'El Putg" Hemitombolo 

"Puebla Farnals" Beach 

Meliana" Beach 

"AJboraia" Beach 

| "Cabanyal" Beach 

"Malvarrosa" Beach 

VALENCIA PORT 

"Pinedo" Beach 

"El Saler" Beach 

"Pujol Gola" 

'La Devesa" Beach 

  "Perellonet Gola" 

Figure 2. Area of Study 
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Figure 2 shows the monitorized area located in the "Ovalo 
Valenciano", between the "Puebla Farnals" marina on the Northern limit and de 
inlet of the "La Albufera" lagoon, known as "Gola del Perellonet" on the 
Southern limit, littoral stretch length approximately 30 kilometers. The 
longshore transport of the coast of Valencia is about 500.000 m3/yr North to 
South and 200.000 m3/yr South to North. 

During centuries, there was not enough construction and dredging 
capacity to build up breakwaters and docks able to resist a sand current of half 
a million m3/yr, and a variety of projects enlarging the ancient Port of Valencia 
failed because of the sand sedimentation processes. Nevertheless, modern 
construction techniques and the economic development of this century altered 
the traditional conditions. 

Figure 3. Modification of the Shoreline Around of the Ports of Valencia and 
Castellon 

A barrier to the littoral drift was established on the sandy coast and an 
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erosion process was generated since then on the beaches South of the harbor, 
were the shoreline is retreating about one meter per year. Not only the Port of 
Valencia, but also the dams built in the Turia river and marinas North of 
Valencia are contributing to the beach erosion process. 

Unfortunately, neither the Port nor the dams are expected to be removed 
as barriers in the near future, because they are key elements to the economic 
development of the region. Additionally, the urban development of the Southern 
beaches (El Saler) has affected the natural mobility of dunes resulting in a 
significant retreat of the shoreline during the last three decades. 

Puebla farnals marina 

"--.^v     Rubble-mound groins 

Artificial beach 

P5N. SAPLAYA NORTE 

I Port-Saplaya marina 

Figure 4. The Coast to the North of the Port of Valencia 

The case of the Port of Valencia and the acretion on the Northern 
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beaches and erosion of the Southern beaches is similar to other cases along 
theGulf of Valencia. The figure 3 shows the modification of the shoreline during 
this century around of the Ports of Valencia and Castellon. 

The coast South of the Valencian Port has two different stretches. The 
one next to the Port is under erosion and the furthest from the Port is stable. 
On the other hand, the coast North of The Port of Valencia, presents streches 
in acretion and others in erosion. The erosion is located South of the barriers 
of the marinas; the areas in acretion are located North of the marinas, and on 
the beach North of the breakwater of the Port of Valencia. 

The coast to the North, (figure 4), is characterized by the high number 
of constructions of coastal and nearshore works: the Puebla Farnals and Port- 
Saplaya marinas, and various coastal work fenders, emphasizing the 
longgshore revetments which protect the A-7 motorway against direct action 
from strong waves. 

Beach Monitoring Program of Valencia 

The sand deposits at "El Saler" is in the order of dozens of millions of 
cubic meters, and short term problems of vital structures caused by erosion is 
not expected. However, the construction of a new container terminal in the Port 
of Valencia and the social and economic value of the beaches in the area of 
Valencia (1.300.000 inhabitants) has favored the establishment of a systematic 
beach monitoring program. This monitoring will be the basis of the long-term 
planning and shore protection works on the coast of Valencia. 

The Valencia beach monitoring program focuses on two main points: 1) 
the topographic and batymetric description of the beaches, and 2) the 
description of wave climate. Figure, shows the location of the wave recording 
equipment and in the twenty beach profiles that define the beach morphology 
to the North and to the South of the Valencia Port. 

Bathvmetric Survey 

From the theorical point of view, it is relatively simple to describe the 
beach erosion process. The aerial topography and batymetry of the beach 
defines the surface of the sedimentary deposits or rocks along the coast. 

The common equipment for systematic bathymetries are echosounders 
on boats with GPS which are affected by temperature, salinity, and calibration 
method. The bathymetries on boats must be related to a "zero level" which 
requires a high precision topographic network and a continuous measurement 
of the mean water level during the beach survey; it is a difficult to estimate the 
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error level of the survey because the high precision measurement techniques, 
when available, are low-efficient. 

Ssfunto Port 

P12N. PUEBLA 
PUN. AUTOPISTA 

PION. PESCADOR 

•p9N. MELIANA NORTE 

P7N. MELIANA 1 " UN. MELIANA 2 
-MN. MELIANA SUR 

P5N. SAPLAYA NORTE 

P4N. SAPLAYA SUR 
»P3N. VERA 

—•-P2N. ANGELS 

-PIN. PUERTO 

<i —•*• WAVERIDER (-19 m ) 
VALENCIA PORT 

•-P3S. ESTIBADORES 

P4S. MONOLITO 
-P5S. RESTAURANTE 

p«s. CRLTS ROJA 

P7S. CASBAH 

T «- DIRECTIONAL 
P8S. PARADOR  jjv-'        BUOY ( -45 m ) 

S4-DW ( current meter) (- 8 m ) 

L 

/•Ji-       A 
"La Alburcra" National Park\ 

Figue 5. Beach Profiles and Wave Recording Equipment 

Figure 6 shows a scheme of the three different surveying techniques 
commonly used in the beach monitoring programs of Valencia. The first 
technique is a systematic automated method based on an echosounder boat 
mounted with GPS. The second technique is a manual method based on an 
small dinghy and chain; and the third technique is a manual method based a 
land rod readapted for marine purposes, this technique is known as Beach 
Profiler (BP). 
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^X 

Infra-red theodolite 

Infra-red theodolite 

Small dinghv 

Autodoaubk Bar (B.P.) 

Figure 6. Scheme of Bathymetric Techniques 

The Beach Profiler (BP) Within the last decade new measuring systems for 
bathymetric survey with a common criteria of moving land topography to marine 
topography have been considered by different research groups. Following this 
research line the Laboratory of Ports and Coast of Univerisidad Politecnica de 
Valencia has developed the denominated Beach Profiler (BP) represented in 
Figure 7. The unit has proved its effectivity as a precise unit for beach profile 
measuring in beach monitoring. A basic idea is that, in the long-term, cost- 
efficient beach monitoring techniques appear to be key elements in developing 
apropiate shore protection and beach nourishment plans. 

BP is a high precision and low-cost beach profiler system developed 
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during the frist monitoring program of "El Saler" which is being also applied for 
monitoring the beaches North of Valencia, and may become a standard low- 
cost system for regional and decentralized control of beaches along the 
Spanish Mediterranean coast. 

Disc-shaped crown containing prisme 

• Hollow sealed aluminium rods 

-1 

exible base 

v Infra-red theodolite 
i 

Disc-shaped crown containing prisme 
! 

course 

Infra-red theodolite 

T 

Figure 7. Beach Profiler (BP) 

The BP system only requires a two man work team aboard to a small 
boat, and a land surveyor with a conventional infra-red equipment. The especial 
designed element to measure the level of the sea botton was a self-floatable 
aluminium bar, with a crow on the top on which the infra-red reflectors are fixed 
covering all directions and an articulated led plait in the botton. The BP shows 
the following characteristics: high precision (error < 2 cm), high efficiency (about 
60 points/hour), low cost, and simplicity. Figure 8 shows a typical enveloped 
and standard deviation of the elevation of the measured profiles using BP. 
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Beach Profiles: Errors 

Esteban (1993) and Esteban et al. (1995) analysed the problems 
associated with the use of different bathymetric systems in beach monitoring. 
Table 1 shows a comparison of different bathymetric tecniques, incorporating 
the results obtained by the BP. 

Bathymetric 
Tecnique 

Sources of Error Estimated 
Error 

Cost 

ECHOSOUNDER o Mean water level: 
Tides 
Sstrong surges,... 

o Calibration: 
Temperature C C) 
Salinity (g/l). 

oBoat movement: 
Heave, Pitch, Roll. 

~ 10 cm 

(Mediterranean) 

High 

CHAIN o Mean water level: 
Tides 
Strong surges,... 

•=> Manual operation 

~ 20 cm 

(Mediterranean) 
Low 

SLED 

Stauble et al. (1993) 

o Terrestrial topography 

o Positioning 

o ~ 7 cm 
(Atlantic) High 

CRAB 

Birkemeier et al. 
(1993) 

<=> Terrestrial topography 

o Positioning 

o = 1 cm 
(Atlantic) 

Very 
High 

BEACH PROFILER O Terrestrial topography 

O Positioning 

o = 2 cm 
(Mediterranean) 

Low 

Table 1. Sources of Error Corresponding to Different Bathymetric 
Techniques 
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Conclusions 

High precision and cost-efficient beach surveying techniques have been 
developed during the monitoring program of the beaches of Valencia (Spain). 

The BP method is simple enough to be applied by a general land 
surveyor with a minimum training and may be extended to a variety of beaches 
for systematic and low-cost monitoring programs. The technical characteristics: 
are: 

1.- High precision ( 1 cm < error < 2 cm). 

2.- High effiicency (about 60 points/hour). 

3.- Maximun length profile: 1000 m. 

4.- Maximun water depth: 10 m. 

5.- It does not requires specially trained personal. 

6.-      The BP may be considered   a simple terrestrial topography 
system adapted for monitoring beaches. 

Continuous mean water level measurements during 
surveys are unnecesary, neither is special equipment nor highly 
trained personell required. 

Therefore, the BP is adequate for manual beach 
monitoring and the problems of the BP are similar to terrestrial 
topography. 
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CHAPTER 223 

BAR MIGRATION AND DUNEFACE OSCILLATION ON DECADAL 
SCALES 

,w Marcel J.F. Stive(1,2), Jorge Guillen(13) and Michele Capobianco' 

Abstract 

While structural erosion or accretion of a coastal stretch is of primary 
concern to coastal management, knowledge of coastline oscillations on larger time 
scales relative to the erosional or accretional trend would allow for a more 
efficient management practice. Our analysis of more than thirty years of 
observations of dune, beach and nearshore evolution reveals some of the typical 
oscillatory behaviour in time and space on a decadal scale. We have focused on 
the behaviour of the duneface and analyzed the possible relation between the 
duneface behaviour and that of the nearshore morphology. Amongst our results 
are the findings that the demeaned oscillatory duneface evolution on a decadal 
scale is not only correlated with the recurrence frequency of the migratory bar 
system, but also with a cumulative measure of episodic wave events. 

Introduction 

Moderate rates of structural erosion or accretion only become apparent on 
larger time and space scales, because of the dominance of shorter scale 
oscillations caused by natural processes. Most evident is that due to episodic wave 
events, which can cause strong erosion and associated steepening of the duneface, 
while the eroded sediment is deposited on the beach and nearshore profile, 
resulting in a more weakly sloping and wider beach. After these events a 
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restoration may occur due to aeolian and hydrodynamic processes. Our interest 
is typically into the scales intermediate to the short term, event related, behaviour 
and the long term, structural trend of erosion or accretion associated with 
gradients in cross-shore and longshore directions over a coastal stretch. 

These intermediate scales concern the temporal behaviour on decadal 
scales, leading to duneface amplitude oscillations of magnitudes comparable to 
those of the structural trend. Our objective has been to develop an understanding 
of the mechanisms behind this behaviour, based on the "working-hypothesis" that 
a relation may be expected between the bar dynamics and the duneface behaviour. 
The JARKUS data-set, comprising more than thirty years of field observations of 
the duneface, beach and nearshore profile along the central Netherlands coast, has 
revealed typical and unexpected properties of subaqueous bar morphodynamics on 
a decadal scale. Amongst the most recent analyses is that of Wijnberg and 
Terwindt (1995) pointing towards the existence of four distinct morphodynamic 
regimes, each characterized by their own particular bar dynamics. These regimes 
occur in four coastal stretches, each constrained by coastal engineering structures. 
While the precise physical interpretation and explanation remains to be resolved, 
our objective (stimulated by the findings of Guillen and Palanques, 1993) has been 
to investigate and explain the possible relation between the above described bar 
behaviour and the duneface dynamics. 

It is clear that the dune system and the bar system interact throught the 
dynamic processes of the coastal area; they are both subject to the same wave and 
tidal forcings and, at same time, they are part of an interconnected system. We 
recall the fact that not only tides have clearly defined astronomic cycles with a 
periodicity ranging from hours to decades, but also wave climate has at least a 
seasonal cycle and, on a long term basis, longer cycles linked to climate 
oscillations. These are still active subjects of investigation; think for instance to 
the so-called Bruckner cycles, basically consisting of the recurrence in 
northwester Europe of periods of cold and damp alternating with warm and dry 
years, the average interval between successive maxima being 34.8 years (as 
calculated by Bruckner in 1890), though individual cycles vary from 25 to 50 
years. However there is an increasing evidence that, when looking at large scale 
and long term evolution of the coastal system, we need to highlight the long term 
character of the forcing factors. 

Study area 

Our study area is the Holland coast (Fig. 1), bounded by Rotterdam 
harbour and the port of Den Helder. It is characterized by an almost uninterrupted 
dune system, without barrier islands and tidal inlets. The main human 
interventions along this stretch of 120 km are the harbourmoles of Scheveningen 
and IJmuiden, the sea dike of Petten and the dike of Den Helder. 
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During the last three hundred years this coast is erosive in the north 
(approx. 1 m/yr), and the south (approx. 0.3 m/yr) and accretive in the centre 
(approx. 0.2 m/yr). Sediment grain sizes are 200 to 250 microns in the dunes and 
250 to 300 microns on the beach. The tide ranges from 1.7 m near Scheveningen 
to 1.4 m near Den Helder. Mean wave heights and periods are 1.2 m and 5 s 
respectively, with approaches from south-west and north-northwest mainly. 

Foredunes are regressive, stable or progressive over the last decades, with 
widths ranging from 500 to 2500 m. The subaerial beach averages 43 m in width, 
with a mean slope of 1:15 (Short, 1991). The bar-beach system commonly 
consists of a beach-bar, attached to the beach as a ridge and runnel system, an 
outer bar, highly rhythmic and rip-dominated and a longshore bar (Short, 1992). 
Their temporal and spatial behaviour has been analyzed by Wijnberg (1995). A 
common characteristic is that of a cyclic two or three bar system, initiated 
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Figure 1 Study area 
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nearshore,  migrating and growing through the surfzone and then decaying 
offshore. Apparent return periods range between 4 and 15 years. 

Methodology 

The medium-term dune, beach and nearshore profile evolutions were 
analyzed using the JARKUS data-set. It consists of (about 3,000) fixed measuring 
rays extending along the Dutch North Sea coast. The distance between the profiles 
is 200-250 m and yearly profiles approximately from the foredune to 1,000 m 
seaward are available since 1964. Profiles are usually surveyed between early 
April and late September. It is expected that the biased sampling does not affect 
a decadal analysis of the shapes of the profiles (Wijnberg and Terwindt, 1995). 

Our morphometric analysis of the dune and beach system concerns first 
the determination of temporal and spatial oscillations on decadal scales in the 
dunefoot, and second the possible relation of this behaviour with the shoreface 
slope and the behaviour of bar and trough systems. Our parameters are the 
dunefoot position, the duneface slope and the beachface slope. 

Qualitatively it is clear that the shoreface slope plays a fundamental role 
in the dynamics of the coastal system. Firstly, in the sense that in the steeper 
slope area, the bar system needs longer return period waves to be moved 
offshore. Second, in the steeper slope area, the dunefoot is subject to larger wave 
impact under storm conditions. In addition, residual tidal currents will determine 
a relatively larger speed of motion for the shallower part of the bar system with 
respect to the deeper part, which is a clear mechanism of introduction of a 
"structural modification" in the coastal system. If we consider two adjacent zones 
with different profile slope, this is clearly a mechanism for the introduction of a 
longshore mechanism of motion. 

Following Wijnberg (1995) we distinguish four distinct spatial sectors 
(Fig. 1), viz. (I) km 8-20, (II) km 28-52, (III) km 63-95 and (IV) km 104-114. 
These sectors are bounded by structures, the Hondsbossche dike (km 23) and the 
harbours of IJmuiden (km 55) and Scheveningen (km 102), and have been found 
to exhibit a uniform bar behaviour within them. In our analysis we further 
concentrate on Zones (II) and (III), which contrary to (I) and (IV), are virtually 
without human interference. 

Our initial effort has been to derive a representative duneface and dunefoot 
definition, such that it is not affected by local and instantaneous processes 
occurring immediately before the survey. A heuristic procedure, based on 
hydrodynamic and morphologic considerations, using two constant planar surfaces 
and a sediment volume balance was chosen (Fig. 2). By using this procedure the 
temporal changes in the calculated dunefoot position indicate the changes in the 
volume of sediment stored in the dune-beach system between +1 and +5 m NAP 
heights, allowing a comparison between all the profiles in a coherent way. The 
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choice of the +5 m NAP height as the upper boundary is based on the storm 
surge design level height for dune erosion in Holland. 

NEARSHORE 

+5m NAP 

+1m NAP 

r 
. 

dunefoot position 

Figure 2 Dunefoot definition procedure 

In the analysis the dunefoot and nearshore profile evolution has been based 
on space-time diagrams. Linear temporal trends were calculated in each profile 
and the "residuals" with respect to this trend were extracted. This approach has 
been complemented by application of Empirical Orthogonal Function (EOF) 
analysis techniques, the presentation of which has been omitted here because of 
space limitations. We have used the EOF's to derive periodicities more clearly. 

In analyzing possible effects of wave forcing we have used a time history 
of 1,090 "storm events" during the period 1979-1991 (De Valk, 1994). They have 
been characterized by two parameters, viz. 

A = Hm0*SQRT(t), and 
B = SL*SQRT(t), 

where Hm0 is the average significant wave height during the storm event, SL the 
average surge level and t the duration of the storm event. Furtheron we have 
summed these parameters over the period in between soundings to account for the 
cumulative effect of storm events. 

Results and analysis 

Dunefoot data 

Following our derivation of a morphologically equivalent and stable 
duneface profile, we find that the average maximum duneface slope is nearly 
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constant along the different zones (tan b = 0.14 to 0.15). The average beach 
slope between the + 1 m NAP and the - 1 m NAP ranges from 0.025 to 0.030, 
implying a mean beachface width of 70 to 80 m. 

The linear trend of the dunefoot position shows a high longshore 
variability (Fig. 3), but the average over several kilometres is less than 1 m/yr, 
while the accretional and erosional character is not very different from that over 
the last few hundred years. Standard deviations relative to the trend also show a 
high longshore variability (Fig. 4), while the average over several kilometres is 
between 5 and 10 m. 

We now describe the behaviour of Zones II and III, showing a general 
erosive and accretive trend respectively, which are relatively untouched by human 
intervention. 

The evolution of the residual dunefoot position in Zone II exhibits 
longshore and temporal oscillations (Fig. 5). Spatially, alternating accretional and 
erosional stretches of 2 to 3 km are observed alongshore. Temporally, this 
longshore rhythmicity may be viewed as a shoreline wave propagating towards the 
south with a propagation velocity of 150 to 200 m/yr. The amplitude of the 
oscillation is approximately 20 m and its periodicity 15 years. 

In contrast the evolution in Zone III shows virtually no longshore 
oscillations (Fig. 6). Temporally, periods of relative accretion and erosion 
alternate simultaneously along the coast. 

HOLLAND COAST, 1964-1992 PERIOD 

4000 6000 8000 
LONGSHORE DISTANCE (X10 m) 

Figure 3 Trend in the dunefoot position (positive is seaward, negative is 
shoreward) 
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HOLLAND COAST, 1964-1992 PERIOD 

4000 6000 8000 
LONGSHORE DISTANCE (x10 m) 

Figure 4 Standard deviation of the dunefoot position 

LONGSHORE DISTANCE (x10 m) 

LONGSHORE DISTANCE (X10 ml 

Figure 5 and 6 Residual dunefoot position relative to the trend for zones II 
and III respectively  (dark shading  is shoreward,  grey 
shading is seaward) 
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Also, in spite of the above differences, inspection of Fig. 5 and 6 reveals 
some simultaneous occurrences of relative erosion and accretion. This may be 
more clear from Fig. 7, comparing the spatially averaged residual position over 
time in the two zones. Although our extreme event data only cover the period 
1980 to 1991 (Fig 8), we note that we expect that these simultaneous occurrences 
are related to the decadal variation of the cumulative extreme events. For 
instance, the relative accretion between 1985 and 1988 appears to correspond to 
a relative minimum in the extreme events. 

A preliminary analysis of the periodicity of the first empirical orthogonal 
function of the dunefoot position for the whole coast has also been performed. It 
consists of applying a simplified non-linear model as a reference concept. In 
practice the temporal evolution of the first and the second empirical orthogonal 
functions has been considered as determined by the sum of a linear (sinusoidal) 
term and two nonlinear terms related to the amplitude of the first one. Using 
empirical process-oriented considerations we assume that, under erosive 
conditions, the dunefoot is less mobile (composed by less mobile sediments), 
while under accretive conditions, the dunefoot is more mobile (composed by more 
mobile sediments). This way three fundamental periods have been identified: 51 
years for the oscillation of the mean dunefoot position; 7.5 years for the 
oscillation of the dunefoot during erosive periods; 2 years for the oscillation of 
the dunefoot during the accretive periods. These results (see Figure 9) need to be 
further examined mainly because of the short duration of the dataset with respect 
to the longer period of oscillation. The results also need to be further examined 
with respect to the cycles in the forcing factors. We note that the dunefoot 
evolution is recovered by multiplying the "reconstructed" temporal orthogonal 
functions and the spatial temporal orthogonal functions. In case the results will 
be confirmed by further analyses, it is clear that, with a very simple modelling 
concept we are able to gain some predictive value. 

Profile data 

A main morphological feature of the profile along the Holland coast is the 
existence of migrating breaker bars. A comprehensive analysis of their behaviour 
was recently made by Wijnberg (1995), using EOF analysis. In each of the four 
coastal stretches the bar behaviour is found to be temporally and spatially 
different, but internally (i.e. within a particular stretch) coherent. The explanation 
of this is as yet undetermined. 

Zone II and III both exhibit an offshore migratory behaviour of the bars. 
The average number of bars is constant in time, where the offshore decay of the 
outer bar is followed by the appearance of a new bar at the shoreline. The 
temporal behaviour is thus similar, only the recurrence frequency is different, viz. 
approximately 15 years in Zone II and 4 years in Zone III. Their spatial 
behaviour is significantly different, however. Whereas in Zone III the relative 
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1964   1966   1968   1970   1972   1974   1976   1978   19B0   1982   1984 

YEAR 

I -  • - ZONE II —•—ZONE III i 

198B        1990        1992 

Figure 7 Longshore-averaged mean dunefoot position versus time 

STORM WAVE DATA 

PARAMETER A -X- PARAMETER B 

Figure 8 Normalized year-cumulative storm event parameters 
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time (years) 

Figure 9 Normalized   first   temporal   eigenfunction   of   the   dunefoot 
displacement of all four zones (full line observed,  grey line 
modelled) 

position is homogenous alongshore, without any longshore rhythmicity, Zone II 
has two specific spatial features. First, at a large spatial scale, the bar migration 
is not in phase, exhibiting an obliquity relative to the shore. Apparently, the bar 
initiation first occurs in the south and this initiation propagates towards the north. 
The obliquity creates a discontinuity. Second, on a smaller spatial scale, longshore 
discontinuities (of a length of 2 to 3 km) in bar position exist, which are caused 
by the crescentic morphology of the bar systems here. 

Discussion and conclusions 

The standard deviation of the mean shoreline position has been termed 
beach mobility (Dolan et al., 1978). Short and Hesp (1982) found it to be a 
function of the morphodynamic beach state: dissipative, intermediate and 
reflective beaches correspond to low-moderate, moderate-high and low beach 
mobility respectively. On Australian shores beach mobility ranges between 5 and 
14 m from data taken over 1 to 5 years. Shoreline mobility along the Holland 
coast, averaged over several km (as inferred from the + 1 m NAP depth contour) 
over the period 1964-1992 amounted to some 20 m, suggesting an increase of 
mobility over longer time scales. On the other hand, dunefoot mobility, such as 
defined here, is approximately half that of the shoreline. Apparently, the shoreline 
evolution exhibits more "noise" than that of the dunefoot. Further, it is noted that 
the dunefoot mobility on shorter time scales, e.g. due to extreme events, can be 
nearly an order-of-magnitude larger, i.e. 25 to 75 m of duneface retreat (Steetzel, 
1993). While longer term erosive or accretive trends are relevant for long term 
nourishment policy, our findings of mobility are relevant to medium term 
(decadal) coastline management. 
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While the order-of-magnitude of dunefoot mobility has been found the 
same along the Holland coast, its spatial and temporal nature is quite different in 
the two, virtually unmanaged, Zones II and III. Our findings suggest that the 
dunefoot behaviour is strongly influenced by the subaqueous bar behaviour, 
confirming earlier suggestions by Bruun (1954). 

In Zone III, both the dunefoot and the subaqueous bar behaviour behave 
spatially homogeneous alongshore. Erosional-accretive oscillations appear to 
correlate with the cumulative parameters describing the storm events. 

The latter effect is also found in Zone II, but here most interestingly is the 
occurrence of the longshore rhythmicity and of the recurrence frequency. It 
exhibits spatially the same scale as that of the crescentic bar morphology (2 to 3 
km) and temporally the same recurrence frequency as that of the migratory bar 
behaviour (15 yr). Clearly, there exists a strong signature of the bar dynamics in 
the shoreline and dunefoot behaviour. 

A comparison of earlier observed temporal oscillations and -if present- 
their alongshore propagation speed is given in Table 1. We note the study of 
Verhagen (1989), who interpreted from long term shoreline observations the 
presence of 'sand waves'  along the Holland coast, moving northwards. 

Author length migration amplitude period 
(km) rate (m/yr) (m) (yr) 

Bruun (1954) 0.5-3 0-1,000 60-80 - 
Morton (1979) 5-7 - - - 

2.5-3 - - - 
Dolan & Hay den (1981) >1 - - - 
Davidson-Arnott (1988) 0.5-2.5 150-300 50-90 10 
Verhagen (1989) 5.5 65 40-60 75-100 
Pelczar et al. (1990) 5-9 100-200 70-110 50-60 
This study 2-3 150-200 20 15 

Table 1. Observed shoreline oscillations 

Our final conclusion is that our interpretation of shoreline mobility on 
decadal scales for the Holland coast indicates that the dunefoot, according to our 
definition, shows an oscillatory amplitude of some 20 m. It is quite moderate 
compared to other studies, and its behaviour is clearly related to the dynamics of 
bar behaviour on the one hand and to the cumulative effect of extreme wave 
events on the other hand. 
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CHAPTER 224 

Morphological development of the Terschelling shoreface nourishment in 
response to hydrodynamic and sediment transport processes 

P.Hoekstra1, K.T. Houwman1, A. Kroon1, B.G. Ruessink1, 
J.A. Roelvink2 and R. Spanhoff3 

Abstract 

The Terschelling shoreface nourishment was studied over a period of about 2.5 
years. The nourishment was originally designed to act as a feeder berm. Since its 
implementation, the nourishment has completely satisfied the design objectives. However, 
the nourishment only partly acts as a feeder berm and the actual success of the 
nourishment is also based on its breaker berm function. The creation of a wave shadow 
zone leads to an interception of part of the longshore drift and the development of a 
salient effect. 

Introduction 

The Dutch barrier island of Terschelling is part of the northern coastline of the 
Netherlands. The island is facing the North Sea and separates the North Sea from the 
backbarrier system of the Wadden Sea (Fig. 1). The North coast of the island consists of 
a sandy shoreface, flanked by sandy beaches and dunes. In the last decades the central 
part of this coastline has chronically suffered from erosion. Over an alongshore distance 
of 5 km, the average annual coastal retreat was about 2-3 m/yr. This corresponds with an 
estimated, average annual loss of sand of 110.000 m3. In 1993 a shoreface nourishment 
was implemented along the Terschelling coast to stabilize the existing coastline. The main 
design objective of this nourishment was (and is) "to return the Transient Coastline to a 
position seaward of the Basal Coast Line (Dutch BKL concept; NOURTEC, 1995) and to 
ensure that this Transient Coast Line will not retreat landward of the Basal Coast Line 
during the next 8 years" (Biegel and Spanhoff, 1996). In terms of design dimensions in 
total 2.1 million m3 of sediment was involved and this sediment was supplied to the 
nearshore zone, filling up the trough between the middle and outer breaker bar (Fig. 1). 
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P.O. Box 80115, 3508 TC Utrecht, The Netherlands. 
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Figure 1. The North coast of the island of Terschelling with the study area. The 
beachpole (RSP)-line indicates the location of the cross-shore transects; the main 
measuring array is located in section 17 

For the nourished zone, the amount of sediment supplied was equivalent to an 
average, vertical change in sea bed elevation of about 1 m and, in a longshore direction, 
the amount of nourished sediment per cross-section was in the order of 450 m3/m. The 
nourishment, with a total length of about 4.4 km and extending from km section 13.7 to 
18.1 (Fig. 1), is located in the depth interval between -5 and -7 m below NAP (Dutch 
Ordnance Datum; the zero - NAP level approximately equals mean sea level). 
In 1993 the EC-MAST2 programme NOURTEC was launched to study and explain the 
behaviour of shoreface nourishments in different European coastal environments 
(Hoekstra et al., 1994, Knaack et al, 1997 and Laustrup et al, 1997). The final objective 
of the NOURTEC programme is to study, determine and explain the feasibility, 
effectiveness and optimum design characteristics of shoreface nourishment techniques for 
different environmental conditions. 

The basic assumption underlying the design and implementation of the Terschelling 
shoreface nourishment is that eventually sand will be carried to the shore. The 
nourishment is expected to act as a feeder berm. In case of a feeder berm there has to be 
a significant net onshore directed sediment transport due to the presence of the 
nourishment. 
Apart from being a potential feeder berm, a shoreface nourishment may also start acting 
as an offshore located breaker berm or as a combination of these two features. A 
shoreface nourishment acting as a breaker berm is able to reduce the erosional power of 
the waves by increasing the degree of wave energy dissipation, in particular due to wave 
breaking.   The   nourishment   creates   a   "wave-shadow   zone"    landward   from   the 
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nourishment which will locally reduce the strength of the wave-driven longshore current 
and the littoral drift. 

This paper will focus on the developments at the Terschelling site in the first 30 
months after the implementation of the nourishment. The aim of the present study is to 
analyse and evaluate the potential role as both a feeder berm and submerged breakwater. 
First of all, the bathymetric data set is used to determine the main morphological 
evolution in the nearshore zone and to compute changes in sediment volumes for specific 
horizontal and vertical control sections. The second way of adressing the problem is by 
analyzing the available process measurements and model computations on (suspended) 
sediment transport in the nearshore zone. It comprises an analysis of the dominant role of 
wave- and flow-driven processes in generating cross-shore (and landward-directed) and/or 
longshore fluxes of sediment. 

Methods of research 

Bathymetry 
Bathymetric surveys were frequently carried out with varying time intervals and the 

total number of surveys until January 1996 is 12. After the nourishment the time interval 
varied from 53 to 182 days between two consecutive soundings. The surveyed area North 
of Terschelling covers approximately 25 km2 and measurements were performed along 
survey lines perpendicular to the coast. Inside the nourished area the longshore spacing of 
these survey lines varied from 25 to 100 m; outside the nourished area the longshore 
spacing was about 200 m. The supra- and intertidal part of the cross-shore survey line, 
starting at the dunefoot, was done by leveling. The subtidal section until a depth of at 
least 10-12 m was measured by a Rijkswaterstaat survey vessel using a digital acoustic 
depth sounder (ATLAS DESO, 210 kHz), in combination with an accurate positioning 
system (Syledis and dGPS). 

Hydrodynamics 
The hydrodynamic field measuring programme of Terschelling consisted of two main 

activities: a long-term, continuously recording monitoring network and a series of 
process-oriented measuring campaigns (4). The monitoring network has been operational 
for about 2.5 years and almost all measurements were more or less concentrated around 
cross-sectional transect 17 (Fig. 1), covering the central part of the nourishment. 
Tidal water levels have been measured by a tide station, located in cross-section 14.60 
and in a water depth of approximately 10 m. Every 10 minutes a mean value of the water 
level has been recorded. Offshore wave conditions were registered with a wave- 
directional buoy (WAVEC) positioned in the central measurement section in a water 
depth of about 15 m. The WAVEC measured continuously with a frequency of 1.28 Hz. 
Each block of 10 minutes was automatically processed using standard zero down-crossing 
and spectral methods. Information on the time-dependent variation in water levels (waves 
and tides) was also obtained from 2 measuring poles positioned in the surfzone (section 
17.00; Fig.2). Both poles were equipped with a pressure transducer and a capacitance 
wire, measuring water levels for 40 minutes per hour with a frequency of 4 Hz. The 
fourth element of the monitoring network consisted of an instrumented tripod, equipped 
with 2 electro-magnetic flow meters at about 0.25 and 1.2 m. above the bed and with a 
pressure sensor. Occasionally, the tripod also carried two Optical Back Scatter (OBS) 
sensors to measure suspended sediment concentrations (0.15 and 0.25 m above the bed). 
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The instrumented tripod measured in a burst mode sampling scheme with a burst interval 
of one hour, a burst length of 2048 s. and a sampling frequency of 2 Hz. The tripod was 
located at the seaward margin of the nourishment, at a water depth of approximately 
5.5 m. 

During the process-oriented measuring campaigns the monitoring network was 
substantially expanded and consisted of the following configuration: 2 offshore located 
wave directional buoys, 6 instrumented tripods in the nearshore zone - including 3 tripods 
with OBS's - and 2 poles. Emphasis in the measuring programme was given to processes 
operating in a cross-shore direction and, consequently, a cross-shore array of instruments 
was installed in section 17 (Fig. 2). Four concentrated measuring campaigns were carried 
out in the period November 1993 until November 1995; each campaign lasted for 
approximately 5 to 6 weeks. Data calibration, validation and analysis is discussed in 
further detail by Houwman and Ruessink (1997) and Hoekstra et al (1996). 

-500 500 1000 
Distance (m) 

1500 2000 

Figure 2. Measuring array in the cross-shore profile of section 17 (T2 campaign drawn 
line, T3 dashed line and T4 thick line); P = Poles and F = Frames or instrumented 
tripods 

Hydrodvnamic boundary conditions 

Tidal conditions 
Tides along the North coast of the island of Terschelling are semidiurnal and are 

characterized by a mixed micro- to mesoticlal range. A maximum range of about 2.8 m is 
recorded at spring tide whereas the neap tide range is about 1.2 m. Associated tidal 
currents are basically flowing shore-parallel. The tidal flow during flood is in an ENE 
direction and the ebb tidal flow is directed towards the WSW. Especially at neap tide, the 
tidal ellipse is almost flat and rectilinear. 
As expected, tidal flow is considerably modified by the presence of wind- and wave- 
driven currents (compare Whitford and Thornton, 1993). Earlier observations (Hoekstra 
et al., 1994) make clear that during moderate winds (< 8 Bf) wind-driven flow has the 
same order of magnitude as the tidal flow. During storm and heavy storm conditions, the 
wind- and wave-driven longshore flow, in combination with cross-shore (mean) flow 
patterns, will even fully dominate the nearshore flow regime. 
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Wind and waves 

The wind climate of Terschelling shows a clear predominance of westerly winds 
with a prevailing wind force of 4 to 5 Bf. In the period 1984-1994 the predominant wind 
direction for each year is in the sector between 210 and 300 degrees. This is more or less 
parallel to the coastline in the nourished zone (Kruyt, 1995). More than 12% of the total 
number of observations is in the sector 210-240 degrees. In addition, wind forces 
between 3 and 6 Bf make up 79% of the total number of observations in the data set. The 
year 1994, just following the nourishment, appears to be a year with a relatively large 
number of storms with a considerable duration (Kruyt, 1995). 
The wave climate of Terschelling has been analysed by Van Beek (1995). Nearly 65% of 
the total number of wave observations is related to obliquely incident waves from the 
West to North (270-360 degrees; Fig. 3). The most energetic wave fields are incident 
from the NW to NNW. This almost coincides with a shore-normal direction (Fig. 3). The 
average annual significant wave height (H,,-,) and significant wave period (T1/3) for 1994 
are 1.08 m (st.dev. ± 0.67 m) and 7.0 s (st.dev ± 1.4 s), respectively. For only 2% of 
the total distribution, wave heights are higher than 3 m (Van Beek, 1995). However as 
already mentioned before, in the first three months following the nourishment a number 
of significant storm events with high seas and swell have been recorded in the study area- 
November 15, 1993 (H1/3 = 5.50 m; data correspond to peak of the storm), December 
10, 1993 (H1/3 = 5.50 m), December 20, 1993 (H,„ = 5.00 m), January 24, 1994 (H1/3 

= 4.25 m) and January 28-29, 1994 (H,„ = 8 m; all data based on WAVEC 
observations offshore). 

frequency (in percent) — —•• .iiillllll 

Figure 3.   Offshore wave climate for the coast of Terschelling 
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Morphological evolution and sediment volumes 

Coastal behaviour prior to the nourishment 
The natural behaviour of the nearshore zone before the nourishment was studied in 

detail by Ruessink and Kroon (1994). Herein, both the alongshore and cross-shore 
tendencies of especially the long-term evolution of the nearshore breaker bars was 
discussed. In particular, the (geometrical) properties and dynamics of these bars, like 
their position and depth, were documented in time from 1965 to 1993. With the results of 
this study, the following conclusions were obtained: 

The cross-shore behaviour of bars is strongly influenced by an alongshore migration 
of bar  attachment-points.   Migration  rates  of these  attachment-points  are highly 
variable and can be in the order of 1200 m.year"1. 
The cross-shore behaviour of a bar is schematized in three phases: 
1) generation close to the shore; 2) seaward migration from 300 to 1300 m offshore 
and 3) bar degeneration when the crest of the bar is at a depth of about -5.5 m NAP. 
There is a coupling mechanism involved: as soon as the outer bar disappears the 
inner is triggered, leaves phase 1 and enters phase 2. 

This typical cyclic behaviour, also found along other parts of the Dutch coast (see for 
example Wijnberg, 1995), has a total period of about 12-15 years (Ruessink and Kroon, 
1994). 

Morphological response of the nourishment 
The morphological behaviour of the nearshore zone in the post-nourishment 

conditions has been studied and reported by e.g. Kroon et al (1995) and Westlake (1995) 
and summarizing their results indicates the following trends (Hoekstra et al, 1996): 

-250  0  250 500 750 1000 1250 1500 1750 
Distance (m) 

April 1993 November 1993 — June 1994 

Figure 4.   Morphological development of the cross-shore profile of section 17 after the 
nourishment 
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As 

the nearshore morphology inside and outside the nourished zone is becoming 
strongly 3-dimensional due to the presence of crescentic bars, the presence and 
migration of bar attachment points and drumstick-shaped nearshore breaker bars, 
separated by obliquely oriented rip channels. Such a pronounced development of a 
3D morphological system has never been experienced in the past (Ruessink and 
Kroon, 1994); 
the disturbed bar-trough morphology caused by the nourishment is quickly adjusting 
itself and the former bar-trough pattern appears again (Fig. 4); the time of 
adjustment is rather short and the strongest response is visible in the first 150 days 
following the nourishment and the process slows down afterwards; 
the initial morphological response results in an extreme growth of the landward 
located middle bar and the adaptation of the profile is associated with a dominantly 
onshore movement of sediment (Fig.4); 
the western part of the nourishment is predominantly eroding whereas the eastern 
part shows accretion: the nourishment clearly migrates in an alongshore direction, 
towards the ENE (Fig. 1) at a variable rate of 280-320 m/yr (1994) or 400-420 m/yr 
(1995; Westlake, 1995). 

a matter of fact,  (nourished) sediment is dominantly moving in an onshore and 
longshore (eastward) direction. 

Sediment volumes 
The consecutive bathymetric maps are now used in a more quantitative sense to 

identify areas of erosion and deposition and to compute the change in sediment volume in 
well-defined control sections. The computations have been reported previously by 
Westlake (1995). The selected control-sections are presented in Fig. 5 and are related to 
the nourished zone itself, areas landward and seaward of the nourishment and "reference" 
areas in both the East and West. 

Nourishment area 

RSP-line with km beach poles 

Coastline 

Figure 5.   Control sections for volumetric computations of sediment budgets 
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The analysis of individual soundings occasionally shows the presence of systematic 
errors in the data sets and related bathymetrie maps which may cause substantial 
inaccuracies in volume calculations. To reduce the effect of individual errors, results 
concerning the behaviour and effectiveness of the nourishment are based on the average 
linear trends in volumes, deduced from the total sequence of soundings, rather than the 
individual difference calculated for just two separate soundings (Westlake, 1995). 
In total, the nourished volume of sediment is about 2.0 million m3. In general it's rather 
difficult to assess whether there is an overall conservation of sediment volumes in the 
entire research area. For the most important sections though a number of trends are very 
consistent, as illustrated by Fig. 6. The nourishment area clearly shows erosion and the 
areas landward of the nourishment are definitely accreting. Remarkably though is the fact 
that the area landward of the nourishment is accreting at about twice the rate the 
nourishment is eroding. The nourished surface has lost about 560.000 m3 of sediment. 
Part of this sediment - a conservative estimate is approximately 100.000 m3 - is related to 
the alongshore migration of the nourishment. Meanwhile though, landward of the 
nourished zone a total gain of about 1.1 million m3 of sediment is observed. And even if 
potential survey errors are taken into account, the order of magnitude of the difference 
suggests that the landward gain of sediment is not simply explained by a cross-shore 
redistribution of sediment. Significant longshore sediment transport gradients have to 
exist as well. 

nourishment landward section 

cum. sed. volume (x 10E6) 

12 3 4 5 6 7 8 9101112 12 3 4 5 6 7 8 9101112 12 3 4 5 6 7 8 9101112 1 
| 93 I 94 ! 95 96 

time in months 

Figure 6.   Cumulative sediment volumes for the nourished zone and the section landward 
of the nourishment 

The frequent occurrence of storms and heavy storms in the period after the 
nourishment is predominantly held responsible for the relative rapid evolution of the 
nourished profiles and sediment volumes. This rapid response of the nearshore 
morphology is probably not fully representative for average conditions along the 
Terschelling coast. 
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The onshore directed redistribution of sediment certainly implies that the 
Terschelling shoreface nourishment has satisfied the design objective: the momentary or 
yearly computed coastline is estimated to have migrated seaward over a distance of about 
16 m/yr (Biegel and Spanhoff, 1996). This totally reverses and exceeds the assumed 
retreat over the same period which should have been approximately 3 m/yr. 
Based on the results of the present analysis, the Terschelling shoreface nourishment only 
partly acts as a feeder berm. Approximately 40% of the total gain of sediment in the 
inner nearshore can be explained by direct losses in the nourished zone. The success of 
the nourishment is not simply the result of the onshore movement of sediment from the 
nourishment. Accretionary processes in relation to longshore sediment transport gradients 
are probably equally important. 

Cross-shore sediment transport processes 

The partially, onshore-directed movement of sediment from the feeder berm has to 
be the result of cross-shore sediment transport processes. The transport study carried out 
in the framework of the Terschelling shoreface nourishment has focussed on both the 
dominant processes as well as dominant conditions that are mainly responsible for the 
onshore-directed fluxes of sediment. In this sediment transport analysis (Houwman and 
Ruessink, 1997) four main issues are aclressed: 
1) the contribution of oscillating and mean suspended transport to the net suspended 

transport; 
2) the relative importance of high- and low-frequency suspended transport to the total 

oscillating suspended transport; 
3) the ratio between bedload and suspended load; 
4) the transport conditions under which most sediment is transported on the time scale 

of months to years. 
Sediment transport measurements carried out in October and November 1995 (T4 
campaign) at location F3 (Fig. 2) are selected to illustrate a number of features. Location 
F3 is one of the most interesting positions with respect to the hydrodynamic and sediment 
transport processes affecting the behaviour of the nourishment. 

Some additional information is given here (Houwman and Ruessink, 1997): 
time series of u (cross-shore), v (longshore) and c (concentration) were divided in a 
mean and oscillating part; the net cross-shore suspended sediment transport, for 
example, is given by: 

<u.c> = <u.c"> + <u'.c'> 

The net suspended sediment transport (left hand side) is based on the transport by 
mean currents (first term right hand side) and the oscillating transport (e.g the effect 
of wave asymmetry; 2nd term on the right). A positive cross-shore and longshore 
transport is onshore and eastward directed, respectively; 
the oscillating term is sub-divided into a high- and low-frequency part; the separation 
frequency between both was set to 0.04 Hz; 
cross-spectral analysis was applied to yield information about phase and coherence 
between u' and c' as a function of frequency. 
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Figure 7. Cross-shore sediment fluxes measured at tripod F3 at 0.15 m above the bed 
(T4 campaign): high- and low-frequency (f < 0.04 Hz) fluxes and mean fluxes, 
respectively 

Burst-averaged values (burst: measuring series of 34 minutes per hour with a 
sampling frequency of 2 Hz) of the high- and low-frequency oscillating fluxes in a cross- 
shore direction and at a height of 0.15 m above the bed are plotted in Fig. 7 as a 
function of local relative wave height (HmO/h). The factor HmO/h accounts for both 
variations in wave climate as well as (tide-induced) fluctuations in water depth. Non-zero 
fluxes only occured for HmO/h larger than about 0.30-0.35, in other words, during 
situations that were just outside, or inside the surfzone. High-frequency fluxes were in an 
onshore direction and were associated with the horizontal asymmetry of the incident short 
waves, i.e. the difference in magnitude between onshore and offshore orbital velocity. 
Low-frequency fluxes were seaward directed and were caused by the dominance of bound 
long waves in the total long wave field (Ruessink, 1996). For this sensor height, the low- 
frequency sediment flux was only about 16% of the high-frequency one, averaged over 
the entire campaign. 

Burst-averaged values of the mean flux for the T4 campaign are shown in Fig.7 as 
well, again as a function of relative wave height HmO/h. The largest fluxes, which were 
in a seaward direction, occured for situations with the ratio HmO/h above 0.3-0.35. This 
indicates that these negative fluxes were associated with wave-driven undertows. The 
mean flux was larger than the total oscillating flux (i.e. the sum of high- and low- 
frequency flux) averaged over the entire campaign. Consequently, the net flux was in an 
offshore direction. In addition, it is also clear that the (high-frequency) oscillating fluxes 
can not be neglected. 

To estimate the long-term bedload and suspended load transport in the surfzone, the 
sediment transport is calculated with the Bailard model (Bailard, 1981) and the adapted 
Van Rijn/Ribberink model (Van Rijn, 1993). The suspended load component of the Van 
Rijn model does not include the oscillating suspended load transport. For that reason, 
Houwman and Ruessink (1997) incorporated an oscillating suspended load term in the 
model in a parameterized way. 

Summarizing all measurements and modelling results (Houwman and Ruessink, 
1997) it becomes obvious that the measured and computed cross-shore sediment transport 
fluxes (for Terscheling) are reasonably related to a dimensionless wave height (HmO/h). 
This term can also be interpreted as a breaker coefficient and it turns out that sediment 
fluxes increase with HmO/h. By making use of a probability density function for the term 
HmO/h, it appears that the suspended sediment transport on a time scale of months to 
years is typically related to breaking wave conditions (HmO/h > 0.33); in other words is 
limited to situations inside the surfzone. It also supports the view that the relative rapid 
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evolution of the Terschelling shoret'ace nourishment is partly related to the frequent 
occurrence of storms in the period just following the nourishment. 

Both measurements and modelling efforts also demonstrate that wave asymmetry is 
primarily responsible for the potential onshore movement of sediment; this sediment is 
mainly transported as suspended load by the oscillating flow related to seas and swell 
(high-frequency oscillating suspended load). Bedload, according to results obtained with 
the Van Rijn/Ribberink model, is of lesser importance. 

However, the actual fate of the feeder berm is determined by a delicate balance of 
offshore directed mean fluxes and onshore directed oscillating fluxes. Paradoxically, in 
these conditions the contribution of some minor transport components, such as bedload 
and the effect of low-frequency waves, may eventually explain the success or failure of 
the nourishment. It's clear though that there is no significant and consistent net landward 
directed sediment transport in the nearshore zone. Therefore, it's not surprising that only 
part of the nourished sediment is moving in an onshore direction. 
The observations make clear that it's not realistic to come up with a proper and reliable 
sediment balance for the area, based on sediment transport measurements and model 
computations. 

Longshore sediment transport processes 

Breaker berm and longshore sediment transport 
The classic concept of a feeder berm is the idea that a cross-shore redistribution of 

sediment is mainly responsible for nourishing the upper part of the profile. Meanwhile, 
for the Terschelling coast, it's becoming quite evident that longshore processes are 
expected to be equally important. This is, for example, illustrated by the computations of 
sediment budgets inside and landward of the nourished zone, the longshore migration of 
the nourishment and the potential breaker berm function of the combination shoret'ace 
nourishment/nearshore breaker bar. 

The breaker berm function is evaluated by using the UNIBEST-TC model. 
UNIBEST-TC is a morphodynamic coastal profile model (Roelvink et al, 1996). 
Application of the model required quite a lot of validation and calibration runs. During 
this process the model was further modified by using Terschelling data. Results of wave 
decay were obtained with the UNIBEST-TC model after considerable tuning of the model 
for wave heights using the breaker index (H/h) and the bottom friction factor fw (Bakker, 
1995 and Roelvink et al, 1996). 

Model computations were carried out using measurements and conditions observed 
during the T2 campaign (May-June, 1994). The morphological boundary conditions are 
presented in Fig. 4. For all computations it is clear, that there commonly is a gradual 
reduction in wave heights across the seaward side of the profile and over the nourished 
zone. The wave dissipation is primarily due to bottom friction. A rapid decay in wave 
heights, though, is observed across the landward located middle bar (Fig. 1 and 4; 
Hoekstra et al, 1996). Here, wave breaking is the prime reason for a rapid decay in wave 
heights. In the landward located trough the wave field propagates without any major 
modifications. The model simulations definitely indicate that the design of the present 
shoret'ace nourishment not necessarily leads to an increase in wave energy dissipation: it 
is essentially the interaction of the shoret'ace nourishment with the nearshore breaker bars 
(Fig. 4) that is effective in reducing the landward propagating wave energy. Indirectly 
nourishing the middle bar is considered to be an effective method to construct or maintain 
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a natural breaker berm. 

The longshore transport module of the UNIBEST-TC model is further applied to 
study to what extent longshore sediment transport rates and gradients in these rates are 
initially affected 
by the presence of the nourishment. The influence of the nourishment on longshore 
sediment transport patterns was determined by computing the cumulative longshore 
transports for a profile with (Tl-condition) and without (TO-condition) a nourishment 
(Fig. 8). The measured wave climate for approximately the first 160 days since the 
implementation of the nourishment was used as input for the model, in combination with 
the recorded (tidal) water levels. The effect of tidal currents, however, was omitted. 
Every 3 hours a longshore transport computation was carried out; results are given in 
Fig. 8. 
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Figure 8. Cross-shore distribution of cumulative longshore sediment transport for 
conditions with and without a nourishment and for a period of about 160 days just 
following the nourishment 

The net longshore sediment transport in the nearshore zone is predominantly towards 
the East (compare Fig. 3). Going from West to East - or from a non-nourished profile to 
a nourished one - longshore sediment transport in the trough is smaller than on the 
nourishment (Fig. 8). As a result, the West side of the nourishment will be eroding. 
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Sediment transport on the middle bar, by contrast, will be lower upon entering the 
nourished zone, which creates accretion on top of the bar (Fig. 8). On the nourished 
surface no transport gradients are expected to develop due to the longshore uniformity. 
On the downdrift side, however, longshore sediment transport patterns change again. The 
sediment transport on the nourished surface is larger than in the trough and the trough is 
gradually filled up with sediment. Simultaneously, the top of the middle bar shows 
erosion. The net effect is a gradual longshore migration of the nourishment towards the 
East, as observed for the Terschelling case. 

The leeside deposition on the updrift side of the nourishment or breaker berm is 
commonly referred to as the salient effect. It probably partly explains the fact that the 
accretion in the cross-shore profiles landward of the nourished zone may exceed the 
losses from the nourishment. A salient is also frequently associated with erosion at a 
downdrift section of the coast. For the time being, no clear erosional patterns have 
developed yet. 

In conclusion, longshore sediment transport gradients are important for 
understanding the behaviour of the nourishment. These gradients are responsible for the 
longshore migration of the nourishment and they can also partly explain the additional 
input of sediment in the inner nearshore zone. 

Conclusions 

The Terschelling shoreface nourishment has completely satisfied the design 
objectives in the first 2.5 years since the implementation. The nourishment not only 
compensates for the annual coastal retreat of about 3m/yr, but results in a net seaward 
migration of the momentary or yearly computed coastline of about 16 m/yr. The 
nourishment only partly acts as a feeder berm and the actual success of the nourishment 
is also based on the "interception" of longshore sediment transport due to the creation of 
a wave shadow zone and the salient effect. The combination of middle bar and shoreface 
nourishment effectively acts as a breaker berm. 
Wave asymmetry is primarily responsible for the potential onshore movement of 
(nourished) sediment. This sediment is mainly transported in the form of a high- 
frequency oscillating suspended flux due to seas and swell. Bedload transport is of minor 
importance. In addition, the long-term suspended sediment transport from the nourished 
zone into an onshore direction is mainly related to breaking wave conditions (HmO/h > 
0.33). The net cross-shore suspended load flux, however, is determined by a very 
sensitive balance of two large components: a large offshore directed mean suspended flux 
due to currents is opposed by a large onshore directed oscillating flux due to waves. In 
these conditions the contributions of some minor transport components, such as bedload 
and the oscillating flux due to low-frequency waves, may eventually determine the 
behaviour of the nourishment. 
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CHAPTER 225 

JUSTIFICATION FOR BEACH NOURISHMENT 

by John G. Housley, PE, M.ASCE 1 

ABSTRACT 

Sand balance of the littoral system determines whether erosion or 
recession will occur. Adding sand to the system is the only engineered way 
to restore the balance and prevent erosion or recession. Justification of 
beach nourishment as a shore protection measure depends on the benefits 
criteria used in the analysis, and societal goals will decide the criteria. 

INTRODUCTION 

Mankind, in its love affair with the coast, has often encroached on 
sandy areas which are basically unstable - at least as far as lines on a map 
are concerned. Sandy coasts are particularly attractive as recreation sites, 
and in the last half century they have been the target of intensive develop- 
ment. In the United States, about 50 percent of the population lives within 30 
miles of a coast. Erosion of those shores has become a national concern. 

THE EROSION PROBLEM 

Sand is in constant motion along the shores of this country due to 
waves, currents, and wind. As long as the sand leaving a stretch of beach is 
balanced by the same quantity of sand arriving on the beach, there is no 
erosion or recession. But if the balance is not maintained (either by the 
arriving sand being interrupted by a structure such as a jetty or by a lack of 
sand on the updrift beach), erosion/recession will result. 

When the user of a beach wants to construct some fixed structure in 
the immediate vicinity, such as a road or a house, then, if the shoreline moves 
in the direction of the fixed structure, that is called a problem. 

1Coastal Engineering Consultant, Michael Baker Corporation, Alexandria, VA 22304 
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There are three basic responses to an erosion threat: reduce the 
hazard, adjust human use, or accept the cost. Only the first one is amenable 
to an engineering approach; the others are either management options or the 
do- nothing alternative with its attendant increased costs. To reduce the haz- 
ard, the choices are to modify the physical process or to reduce the impact. 
From an engineering viewpoint, it is usual to pursue some combination of 
those hazard-reduction options. 

A BEACH NOURISHMENT SOLUTION 

For developed coasts, the serious problem of coastal erosion is caused 
by a deficit of sand in the littoral system. Adding sand to the system (beach 
nourishment) is the only engineering solution that remedies the basic 
problem. All other potential engineering solutions (groins, seawalls, 
breakwaters, etc.) may stop the erosion at a particular point, but the deficit of 
sand in the littoral system will cause erosion to occur at some other location. 
And the cost of mitigation of those adverse effects is one of the strong 
reasons for a beach nourishment approach. 

When sand is first installed as part of a beach nourishment project, it 
is placed on the existing beach to raise it to a higher elevation and to widen 
the dry beach in the seaward direction; the seaward face is thus on a steep 
slope. The filling procedure is dictated by the least total cost of the operation. 
If the fill is made from the land side, say by truck haul, then the trucks dump 
near the waters edge and continually push that edge seaward. If the fill is by 
hydraulic dredge, then the pipes are positioned so that the effluent moves the 
edge of the fill seaward. If the fill is by offshore mounding, a split-hull hopper 
dredge or barge is maneuvered as close to shore as the draft of the vessel will 
allow, and the fill is placed in shallow water so that waves will move the sand 
toward the shore. 

When first placed, the sand slope in the water is not at the equilibrium 
slope. As waves work on that slope, the sand tends toward the equilibrium 
position, that is, a slope which is stable under the wave regime present. Since 
the waves are not of constant height, period, or direction, each wave climate 
tries to put the beach slope in an equilibrium position for that instant. 
Seconds later, the regime has changed, thus the process of equilibration is 
continuous. 

So as the sand pile is reshaped by waves, some of the dry beach sand 
is moved into the water to provide the material for a flatter equilibrium slope. 
And the perception that the beach was "lost" comes to those who only 
consider the subaerial beach. Without the subaqueous beach, surely the 
beach is lost. 
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BENEFITS 

The recent study by a blue-ribbon committee of the Marine Board of the 
National Research Council found that, when used in appropriate situations, 
beach nourishment does indeed become a cost-effective measure to combat 
the effects of coastal erosion. The key is to determine what are the appropri- 
ate situations for the use of beach nourishment. First, a determination must 
be made of the benefits to be derived from such a project. Those benefits are 
not only in terms of dollars of increased revenues and decreased losses, but 
also social and environmental benefits. The costs associated with the project 
are not only the planning, design, construction, and maintenance costs, but 
also the social and environmental costs. 

In an effort to stem what many consider unwise development on 
pristine shores in this country, the Coastal Barrier Resources Act precludes 
(with some exceptions) the federal government from expending funds on 
undeveloped coastal barriers. For developed shores, the rules for U.S. 
federal participation in shore protection projects are quite explicit about how 
and how much benefits can be claimed. The benefits in the category of storm 
damage reduction must be at least one half the costs of design and construc- 
tion. After that benefit requirement is fulfilled, other benefits (such as 
recreation) can be added to bring the total benefits up to something greater 
than the total costs. However, these are not all the benefits that should be 
considered. 

Justification usually has the connotation of financial break-even or 
better. Justification on the national, state, local, or personal levels uses 
different yardsticks and different elements of measure. Measures that would 
justify a project on the local level may not be counted on the national level, 
since benefit gains in one region may be offset by losses in another. And on 
the personal level, hard to quantify aesthetics may be the most important 
element for some people. And for environmentalists, the fill material as 
habitat for birds, turtles, and other creatures may be the important elements. 

One of the major benefits not considered in beach nourishment cases 
involving federal participation are those benefits outside the project bound- 
aries caused by sand being transported to property beyond those boundaries. 
In the recreation benefit category, the benefit to the non-federal sponsor is 
usually far greater than that allowable under U.S. federal rules. Those rules 
require the benefits to be national economic development (NED) benefits, but 
the local entities realize benefits in addition to NED benefits. An often 
overlooked cost is a navigation project that causes a sediment deficit in the 
littoral system by trapping sand in the channels and harbor areas, or in ebb- 
tide deltas that effectively divert sand away from a beach area. 
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CONSTRAINTS 

The major problem with beach nourishment is not technical, but 
perception. The person who views a beach nourishment project has a certain 
expectation from that project. If it is a property owner in the vicinity, he looks 
for protection. If it is visitor, he looks for a recreation site. And if it is a 
taxpayer from a distant location, he looks for a return on his investment. 

Beach nourishment mimics what nature does, so that sand is not held 
in one place but is allowed to move under the influence of the waves and 
current. Although beach nourishment is not appropriate for all locations, it is 
the preferred option in many problem areas. A beach nourishment project is 
sacrificial; that is, it is designed so that sand is removed from the beach rather 
than buildings being removed from the backshore. Sand replenishment 
restores the beach to the design dimensions upon which the benefits are 
derived, and if the project is well designed, constructed, and maintained, and 
if there is the political and financial will to continue the periodic renourishment 
program, the benefits will continue to accrue. While hard structures (groins, 
seawalls, etc.) require a large, up-front, construction-cost investment, beach 
nourishment involves a smaller, periodic expenditure for construction over the 
life of the project. In almost all cases, the benefits of beach nourishment 
outweigh those of hard structures. 

It was once said that anyone could build a bridge, but it took an 
engineer to build one economically. The same can be said for beach fills. 

Beach nourishment projects need to use state-of-the-art engineering 
principles, which includes a thorough understanding of shore processes. It 
is not enough that an adequate supply of sand is available to a project for it 
to be successful; there must also be an understanding of the goals of the 
project and the criteria for success. If the public does not understand how 
success is measured, and that beach nourishment is meant to be sacrificial, 
then when some of the subaerial beach is lost during a storm, the project may 
be labeled a failure, even when much of the sand is returned to the dry beach 
by natural processes in a few months, and the engineer has expected those 
results. 

So beach nourishment (or renourishment) is the preferred solution to 
the sand deficit problem. To properly engineer the sand fill, the characteris- 
tics of the native sand and the proposed fill material must be known, as well 
as the forces acting on it, i.e., waves, current, wind, etc. 

A recent (1995) legislative proposal by the Clinton administration would 
redefine the US Army Corps of Engineers' (the federal agency charged with 
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shore protection) mission as "nationally significant missions." If enacted, the 
cost sharing for federally-funded water resources projects would change to 
25/75 (federal/non-federal), and the benefit/cost ratio would be at least 2. 
Federal participation in storm damage reduction projects would be eliminated 
on the basis that these projects are local (not national or interstate), and 
should be paid for by non-federal dollars. As of the date of this paper, the 
proposal has been rejected by the Congress, but the administration is using 
the budget process to put shore protection in a low priority position. 

CONCLUSION 

The expense of a nourishment program (initial plus subsequent re- 
nourishments) is not inconsequential. However, the loss of property during 
storms and loss of revenue from tourism on a neglected beach can be much 
greater. 
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CHAPTER 226 

BEACH NOURISHEMENT VERSUS SHORE PROTECTION STRUCTURES 
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ABSTRACT 

The problem of coastal erosion in Russia became especially urgent in 50th- 
60th during the extensive river damming, taking place mainly in the regions 
valuable for society. To prevent erosion, which spanned thousands of 
kilometres of new shoreline different shore protection techniques were used, 
including hard structures, shoreface and beach nourishment as well as hybrid 
methods. Most if not all of these techniques were previously applied on 
Novosibirsk Reservoir, one of the first Russian large man-made lakes. Long-term 
observations of structures state and recent studying of response of the coastal 
environment on the projects emplacing testify the greater efficiency of coastal 
stabilization by beach nourishment programs and hybrid structures. 

INTRODUCTION 

Novosibirsk Reservoir was created in Western Siberia in 1956 when the 
Ob River was dammed ca. 20 km upstream the city of Novosibirsk (latitude 55° N, 
longitude 83° E). It is a freezing reservoir which ice season lasts about 180- 
190 days from November till April or May. Like many man-made lakes seasonal 
changes in water level of Novosibirsk Reservoir occur because of the river flow 
fluctuations; they reach more than 5 m/yr in amplitude and include: (i) Water 
level rise in May-June: mean duration - ca. 50 at a rate of ca. 0.1 m per day, (ii) 
Water OOlevel stabilization: mean duration - ca. 120 days, and (iii) Water level 
subsidence in October-April: mean duration - ca. 195 days at a rate of ca. 0.02 
m per day. 

The fetch of Novosibirsk Reservoir is 220 km from northeast to southwest 
up to town of Kamen-on-Ob,   its minimal, mean, and maximum width are 2, 10, 
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2 Department of Natural  Resourses of Russian  Federation;   19,   Geroev     Truda  St.,  630055 
Novosibirsk, Russia 
3 Scientific and Research Center of Marine Coasts; 1, Jan Fabritsius St., 354002 Sochy, Russia 
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and 22 km, respectively, water plane area is 1070 km2, depth is up to 25 m, total 
storage is 8.8 km3, effective storage is 4.4 km3, and shoreline length is 550 km. 

The principle basin morphometries of Novosibirsk Reservoir are: a shallow 
area in the south-western edge of the lake basin under fetch of about 60 km, an 
area of transitional depths, and a deep-water area with typical depths exceeding 
the average reservoir depth in the north-eastern part of the lake basin under fetch 
of 100-120 km. These areas correspond to main types of dynamical relief-forming 
and depositional sedimentary environments of the lake basin, namely: the 
deltaic/fluvial-dominated environment, the wave-dominated one with significant 
influence of the channel flows, and wave-dominated environment itself. 

The wave heights are among the most significant features of dynamic 
relief-forming and depositional sedimentary environments of the reservoir. Within 
delta-like environment wave heights do not exceed 0.5 m even under severe 
storm. As for transitional zone the waves of up to 1,5-1.7 m height occur, while 
the waves of more than 3.5 m were observed in deep water area. 

High rate of erosion of Novosibirsk reservoir coasts is primarily caused by 
wave. Two more factors contribute to erosion. First, the reservoir coasts are 
formed mainly of loose and soft grounds - sands, sandy loam, and loss-like loam. 
Second, like natural lakes and other man-made lakes, its beach berms are 
narrow or even absent at all. That is why the mean erosion rate reaches here 7- 
10 m/yr and more and the extention of eroding shores makes up 350 km. 

Coastal erosion caused the most serious problems in wave-dominated area 
of Novosibirsk Reservoir. It is precisely here where the coast protection started 
before the reservoir filling. At present more than 40 km of its coasts have been 
protected already. As this takes place different shore protection techniques, 
including hard structures, shoreface and beach nourishment as well as hybrid 
methods were used. 

Long-term observations of structures state showed considerably different 
reliability and effectiveness of hard structures, filled natural and artificial beaches 
as well as hybrid projects which combine a shoreface and/or beach 
nourishment with stabilization of sand by breakwaters, groins, artificial headlands, 
etc. 

Recent studying of response of the coastal environment on the different 
projects emplacing allowed to reveal some causes of these phenomena. 

METHODS 

The work on the project began from the studying of data on long-term 
visual and tool supervision of seawalls, bulkheads, revetments, filled natural and 
artificial beaches as well as other coastal engineering sites of Novosibirsk 
Reservoir. This allowed to determine the key sites for special investigations. 
These investigations include repeated topographic surveys, continuous 
meteorological observations, synchronized with measurements of waves and 
studies of swash interactions by wire gauges, measurement of nearshore 
currrents by omni-directional and two-component impeller current meters, 
measurement of bedload and suspended sediment concentration by in-citu 
samplers, sand tracers movement observations and piezometric studies of beach 
groundwater interactions. 
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For comprehensive evaluation of the affect of protective measures on 
coastal environment, all observations are conducted not only on the coastal 
engineering sites, but on the upcoast and downcoast areas as well. Investigations 
on the key sites started a year ago. In this connection only the preliminary results 
of the observations are presented here. 

BEACH MORPHOLOGY AND NEARSHORE PROCESSES NEAR A SEAWALL 

As development increases along the shoreline and property is lost, 
engineers, developers as well as planners need quantitative descriptions and 
models of how coastal processes affect the shoreline (Dean, 1987) and how the 
projects, emplaced to protect the threatened structures, affect the surrounding 
coastal environment. In recent years, many of the investigations were devoted to 
the studying of the nearshore processes near a seawall and the resultant beach 
morphology under marine conditions (Kraus, 1988; Tait and Griggs, 1990; Plant 
and Griggs, 1992, and others). The definite severity of the environment occur at 
the man-made lakes, because of the long-term water level fluctuations from 
weeks to months. 

Just as the seawalls, so bulkheads and revetments were built at the 
Novosibirsk Reservoir; as this took place, the first hard structure was emplaced 
before its initial filling. The concrete curved-face seawalls, concrete combination 
inclined and curved-face seawalls and rubble-mound seawalls as well as 
concrete and rubble-mound revetments had common occurance at the reservoir. 
Since 1956 more than 25 km of the seawalls were built here, but only about 12 
km still persist to date. 

For an understanding of the reasons of improper operation and destroying 
of the structures, beach morphology and nearshore processes were studied near 
seawalls of several types. The noted effects were both seasonal and long-term 
ones. According to observations, in the case typical for natural and man-made 
lakes, when a seawall is placed on the water edge or near it, and the adjacent 
beaches have a narrow berm or have not it at all, these effects are: (a) the 
bottom erosion rate increases after the seawall construction and on the fronting 
beach and its value is always higher than on the adjacent beaches without 
structures, (b) the bottom erosion in front of seawall before erosion on the 
protected beaches, (c) the coastal erosion increasing downcoast of seawalls. 
Near the seawall placed at the backshore, the erosion of beach berm in front of 
the structure had arised before equivalent erosion on the flanked beaches, 
because the erosion increses with the reflectivity of the seawall and the mobility 
of the fronting beach as the result of altering of the pattern of groundwater flux. 

That is why, though under such sea-wall position the beach slows down 
the scour at the toe and ends of the structure, however as the result of the berm 
erosion the final response of the coastal environment will be equivalent to the first 
case. 

In this manuscript the attention is focused on the effect of the nearshore 
currents on beach processes near a seawall that protrude into the surf zone. 
Dean (1976), Berkemeir (1980), and McDougal et al, (1987) noted, that 
structures of such type can effect longshore currents, trap sand upcurrent of wall 
and, perhaps, induce scour in front and downcoast of the seawall.  However, the 
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observations, conducted by Plant and Griggs (1992) in Monterey Bay, did not 
reveal this effect neatly. 

The study site on Novosibirsk Reservoir consisted of a gently curving 
shorelines and a 350 m concrete combination inclined and curved-face seawall 
flanked by the continuous natural beaches at the upcoast and a 200 m beach at 
the downcoast. The flanked beaches, all backed by 3-5 m escarpment, had the 
berm the slope of which is 1:35, the width from 3-5 m (downcoast) up to 10 m 
(upcoast) and initial bottom slope was of order 1:25. The seawall protrude into the 
surf zone by 2:1 sloping revetment at its toe. The present investigation involved 
the pre-storm, storm, and post-storm beach surveys to capture morphological 
changes as well as measurement of the longshore and cross-shore currents at 10 
cm level above the bottom in front of the seawall and in the flanked beaches. 
The storm surveys were carried out under the waves of Hsig 0.5 m, 1.2 m, 
and 2.3 m; the angle between wave crest and shoreline varied from 35o to 42o in 
all three events. 

The beach surveys in the upcoast, seawall-backed, and downcoast 
sections of the site showed that the behavior of morphological changes within 
these sections differs greatly. Total losses of the bottom sediment per one metre 
of the shoreline made up 0.15, 2.75, and 4.25 m3 within the upcoast section, 
1.00, 5,14, and 8.00 m3 within the seawall-backed section and 2.5, 4.25, and 6.25 
m3 for the 1st, 2nd, and 3rd storm events, respectively (Table 1). 

Table 1. 

Beach profile changes near the seawall and on the flanked beaches under 
different storm events 

Beach profile 
area 

Storm 
event 

Net total volumetric changes in beach erosion and 
sediment accretion, m3 

Upcoast 
section 

Seawall-backed 
section 

Downcoast 
section 

Beach Berm 
Breacker Zone 
Offshore 

1 
1 
1 

+120 
-850 
+700 

-1650 
+ 1300 

-150 
-1000 
+ 1000 

Beach Berm 
Breacker Zone 
Offshore 

2 
2 
2 

-350 
-1500 
+1300 

-3900 
+2100 

-450 
-1900 
+1500 

Beach Berm 
Breacker Zone 
Offshore 

3 
3 
3 

-500 
-2450 
+2100 

-6700 
+3900 

-650 
-3400 
+2800 

Note. Sign <+> corresponds to accretion, sign <-> corresponds to erosion 

Measurements of the nearshore currents during the storms in the front of 
seawall and on the flanked natural beaches correlate with beach surveys data, 
and to all appearances, explain the observed morphological changes. The 
absolute values of time-averaged longshore and cross-shore current velocities 
at  the  seawall-backed  and  downcoast sections  of the study site were higher 
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than the current velocities within the upcoast beach during the steady stage of all 
the storms (Table 2). Alongside, it is hard to state, that the observed rather 
higher rates of the nearshore currents at the downcoast beach are directly 
related to hydrodynamic processes in front of the seawall. It is stipulated by the 
fact that under small width of beach berm at the downcoast section, the backed 
cliff can induce nearshore processes, in principal similar to the processes caused 
by the seawall. 

Table 2. 

The range of the absolut values of time-averaged longshore (V) and cross- 
shore current (U) velosities near the seawall and on the flanked beaches 

during the steady stage of storms 

Beach profile 
area 

Storm 
event 

Longshore and cross-shore current velosities, m/s 

Upcoast 
section 

Seawall-backed 
section 

Downcoast 
section 

Breacker Zone 
V 
U 
Offshore 
V 
U 

1 

1 

0.08-0.22 
0.07-0.23 

0.02-0.11 
<0.03 

0.12-0.31 
0.10-0.35 

0.02-0.12 
<0.04 

0.10-0.25 
0.10-0.27 

0.02-0.12 
<0.04 

Breacker Zone 
V 
U 
Offshore 
V 
U 

2 

2 

0.10-0.27 
0.10-0.31 

0.02-0.14 
<0.05 

0.12-0.38 
0.15-0.39 

0.02-0.15 
<0.05 

0.12-0.32 
0.10-0.35 

0.02-0.15 
<0.05 

Breacker Zone 
V 
U 
Offshore 
V 
U 

3 

3 

0.18-0.50 
0.16-0.52 

0.05-0.18 
<0.10 

0.20-0.65 
0.21-0.72 

0.05-0.21 
<0.10 

0.17-0.58 
0.20-0.60 

0.04-0.20 
<0.10 

Notes. 1)Time averaging interval by hardware is of 30 sec. 
2)Time of continuous measurment is of 5 hours for all the storm events. 

Visual observations of the seawall reliability started immediately after 
construction of Novosibirsk Reservoir. During the period of observation the most 
typical were the cases of seawalls destroy during several years or decades. At 
this time some events were noted, when the wall was completely destroyed under 
a prolonged severe storm with Hsig exceeding 3-3.5 m or under series of 2-3 
such storms. 
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The survey of the walls destroyed showed that the main reasons of their 
destruction were not the construction failures but a scour at the toe and ends of 
the structures. No doubt, the scour was caused not only by the nearshore 
currents, but by wave reflection from a seawall, and the effect of groundwaters as 
well. However, in all cases of wall breakdown on the reservoir nearshore currents 
appeared to be of a prime consideration. 

COASTAL ENVIRONMENT RESPONSE TO BEACH NOURISHMENT AND 
EMPLACING OF HYBRID PROJECTS 

The first event of seawall damage on Novosibirsk Reservoir occured in 
1959 near the Novosibirsk Academic Center. This wall was constructed in an effort 
to protect the shore site associated with federal highway and railway as well. Thus 
at this site renovation of shore defence, wherein the combined shoreface and 
beach nourishment were used for the first time in Russia, began. 

At Novosibirsk Academic Center stretching 3 km alongshore, approximately 
5,000,000 m3 of sand have been nourished during three years. The constructed 
open artificial beach was located within the curved shoreline site where the 
longshore transport rate is not more than 20,000-25,000 m3/yr. Owing to 
appropriate location the beach provided a powerful shore protection for 25 years 
without renourishment. 

In spite of reasonable results of shore protection by beach nourishment, 
this technology became widely used on Novosibirsk Reservoir only at the end of 
70th . At present there are more than 7 km of the open artificial beaches on the 
man-made lake. 

The continuous monitoring of the beach morphology changes showed that 
under the environmental conditions of Novosibirsk Reservoir the equilibrium beach 
profile has shapes of several years. The process of profile formation usually 
begins from intensification of beach face erosion and is followed by cross-shore 
sediment transport. Superimposed terrace is formed in consequence of the 
sediment accretion at the outer border of the beach profile. As development 
progress of the profile the terrace edge is shifting to the seaward direction and the 
beach profile becomes level out. When two-three years elapse the terrace edge 
position has become fairly stable and the longshore sediment transport begins to 
dominate among the nearshore processes (Table 3). It seems likely that profile 
formation is completed. 

The occurence of abnormal conditions with erosion of the accretive terrace 
at the outer border of the beach is mainly stipulated by severe storms effects 
during the lake's water level subsidence in autumn or water level rise in spring. It 
resulted in increaing of bottom slope (Table 3), that finally brought to 
intensification of berm beach erosion, cross-shore sediment transport and 
decreasing of longshore sediment rate. 
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Table 3. 

Temporal morphological changes and prevailing trends in the nearshore 
processes on the nourished beach near the Novosibirsk Academic Center 

Year 
Total amount of the sediment 

losses 
Total amount of the 
sediment accretion 

Observed 
trends of the 

sediment 
transport 

Beach 
berm, m3 

Nearshore, 
m3 

Outer 
border of 

the beach, 
m 

Near- 
shore, m3 

Outer 
border of 

the 
beach, m3 

1 -82,000 -63,000 - +21,000 +110,000 Cross-shore 
2 -81,500 -52,000 - +24,000 +97,000 Cross-shore 
3 -78,000 -51,000 - +54,000 +64,000 Cross-shore 
4 -49,300 -51,000 - 5,000 +53,000 +35,000 Longshore 
5 -46,500 -52,000 -35,000 +70,000 +15,000 Longshore 
6 -54,500 -63,000 - +38,000 +73,000 Cross-shore 
7 -48,000 -54,000 -11,000 +49,000 +42,000 No clear trend 
8 -46,700 -52,000 -27,000 +61,000 +21,000 Longshore 
9 -39,200 -47,000 - +34,000 +45,000 Cross-shore 
10 -45,000 -54,000 - 4,000 +51,000 +34,000 Longshore 
11 -40,500 -51,000 -31,000 +54,000 +19,000 Longshore 
12 -46,100 -55,000 -23,000 +62,000 +20,000 Longshore 
13 -59,200 -64,000 -16,000 +55,000 +49,000 No clear trend 
14 -35,000 -40,000 -10,000 +54,000 +11,000 Longshore 
15 -40,300 -53,000 -21,000 +59,000 +20,000 Longshore 
16 -42,500 -55,000 -37,000 +53,000 +23,000 Longshore 
17 -46,100 -57,000 - +40,000 +47,000 Cross-shore 
18 -45,400 -58,000 -9,000 +57,000 +25,000 Longshore 
19 -45,500 -54,000 -10,000 +64,000 +18,000 Longshore 
20 -53,000 -65,000 -23,000 +65,000 +30,000 Longshore 
21 -62,500 -78,000 - 7,000 +68,000 +47,000 Longshore 
22 -63,000 -83,000 -10,000 +64,000 +58,000 No clear trend 
23 -70,300 -81,000 -14,000 +68,000 +62,000 No clear trend 
24 -69,000 -86,000 -15,000 +71,000 +65,000 No clear trend 

Within the wave-dominated region of Novosibirsk Reservoir the net 
longshore transport rate at the open shores varies from 25,000 m3/ yr to 150,000- 
200,000 m3/yr. In term of this, the priorities in policy of beach nourishment are 
established as following: 

1. Initial beach nourishment and periodic replenishment after ten and more 
years existence of protective beach. 

2. The accomplishment of hybrid projects, which combine beach nourish 
ment with the use of isolated groins, breakwaters or their systems. 
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Practically all attempts to prevent erosion along the Novosibirsk Reservoir 
shores by beach nourishment and hybrid structures were rather succesful and 
these projects offer numerous benefits. Firstly, unlike the seawall and similar hard 
structures the main part of nourishment-based projects are in good condition 
(Table 4). Secondly, groin systems and/or detached breakwaters retain the desired 
shape of beach berm. Thirdly, the longshore transport of borrow material from 
filled beaches allowed tangibly to mitigate the coastal erosion at downcoast areas 
and the costs on shore protection were reduced by virtue of this phenomenon. 

Table 4. 
General results of the Novosibirsk Reservoir shore protection 

Shore Protection Type Length Modern condition 
km 

Destroyed Indamage, In good 
km km condition, 

km 
Seawalls and similar hard 

structures 11.88 5.51 4.50 1.87 
Beach nourishement 7.50 - 0.50 7.00 
Hybrid projects: 

protective beach + groins 9.00 - 1.50 7.50 
protective beach + segmented 

breakwaters 5.20   1.20 4.00 
protective beach + segmented 

breakwaters + groins 3.30 — 3.30 
protective beach + artificial 

headlands 5.00 - - 5.00 

CONCLUSION 

Preliminary data based on over one year of observations provide some 
information that can assist in future efforts to mitigate shoreline erosion. The 
construction of hard structures like seawalls under a man-made lake's 
environmental conditions marked by strong storms and long-term water level 
fluctuations had failed measure. This type of shore protection structure 
presumably will be admissible only in case of feeder beach creation on the 
upcoast area. 

Beach nourishment and fulfilling of hybrid projects are considered to be 
the most efficient ones. There are numerous benefits providing these measures, 
among which are the significant mitigation of the shoreline erosion, fair reliability, 
and improvement of coastal environment on adjacent shore sites. It resulted in 
serious changes in shore protection policy in Russia, because Novosibirsk 
Reservoir is a study site for a full-scale testing of various ideas in applied coastal 
engineering. 
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CHAPTER 227 

COMPARISON OF BEACH AND SHOREFACE NOURISHMENT 

TORSMMDE TANGE, DENMARK 

Christian Laustrup1, Holger Toxvig Madsen2, Per S0rensen3, Ida Br0ker4 

Abstract 

Within the framework of the EU-sponsored programme Marine Science and Technolo- 
gy (MAST), a full-scale test was implemented in 1993 in Denmark, Germany and the 
Netherlands with the aim of evaluating the use of shoreface nourishment. 

In this paper the background, the set-up and the results of the Danish part of the NOUR- 
TEC project are presented. 

1. Introduction 

Nourishment has been used by the Danish Coastal Authority (DCA) on the Danish North 
Sea coast since 1974. The volume of sand has been gradually increased and has now 
reached a level of about 3 mill. m3/year distributed along 150 km of the coast. Most of 
the nourishment has been beach nourishment but shoreface nourishment has also been 
used occasionally. 

There has always been and there still is a considerable difference in the unit price of the 
two ways to protect the coast. The inevitable question is therefore which nourishment 
method has the best benefit/cost ratio. 

Qualitatively, the following relative advantages are seen for the two nourishment meth- 
ods: 

Beach nourishment 

— gives a better dune foot protection 

') Deputy Director, Danish Coastal Authority, Box 100, 7620 Lemvig, Denmark 
2) Chief Engineer, Danish Coastal Authority, Box 100, 7620 Lemvig, Denmark 
3) Project Engineer, Danish Coastal Authority, Box 100, 7620 Lemvig, Denmark 
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Fig. 1 Nourtec site, Torsminde Tange. 

- gives a more well-defined local effect within the problem area 

- is politically more attractive because a direct result of the nourishment 
can easily be seen 

Shoreface nourishment 

- is about 30% cheaper per m3 

- can be carried out without machinery on the beach 

- is applicable to small nourishment projects because the mobilization 
costs are low 

However, to our knowledge no quantitative methods exist which can be used to make 
a rational choice in the design situation. The design has been based on experience and 
on the use of rules of thumb. 

The Danish Coastal Authority therefore decided to initiate a full-scale test on beach and 
shoreface nourishment, see Fig. 1. Together with similar projects in the Netherlands and 
Germany, the Danish project constitutes the NOURTEC project. 

2. Research questions 

In the planning and design of the test nourishment projects, the three NOURTEC partners 
agreed upon the following general design objectives [Niemeyer et al. 1995]: 

- stabilization of the coastline 

- coastal protection 

- widening of the beach 

Each of the design objectives is evaluated in terms of a corresponding design parameter, 
see section 4.2. The evaluation should end up giving the answers to these research ques- 
tions: 

• Does the nourishment fulfil the design objectives? 
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- What is the relative effect of the two nourishment projects? Here the 
benefit/cost ratio should be included. 

- What is the importance of the grain size of the nourishment sand? 

Besides, the project should give an improved understanding of the morphological 
changes induced by placing large volumes of sand in a coastal environment. 

3. Experimental set-up 

3.1 Test site description 

Torsminde Tange is a 300 - 500 m wide barrier located north and south of Torsminde 
on the North Sea coast of Denmark, see Fig. 1. The barrier is a sand dune system on a 
clay layer. The top of the dunes is at +8 m DNN (Danish normal zero). The top of the 
clay layer is found at approximately -4 m DNN along the beach. The beach is 100 m wide 
and consists of sediment ranging from fine sand to pebbles. The beach slope is 1:20. A 
2-3 bar system is found offshore and the sediment D50 range is from 0.3 to 0.8 mm. 
The closure depth is at -16 m DNN. The depth contours are straight and parallel to the 
coastline and the profile slope is 1:100. The average coastal retreat is 2.6 m/year. 

3.2 Nourishment and survey programme 

The shoreface nourishment is located on the outside of the outer bar in the southern sector 
and the beach nourishment is located from the dune foot to the shoreline in the northern 
sector. The nourishment volume in both nourishment projects was 250,000 m3 of sand 
distributed with 250 m3/m. Each of the stretches was 1 km long and 2 km apart from each 
other. The D50 of the beach nourishment sediment was 0.32 mm while the Dsoof the sho- 
reface nourishment was 0.57 mm. A red fluorescent tracer was mixed with the shoreface 
nourishment in a ratio of 1:100,000. Similarly, a blue tracer was mixed into the beach 
nourishment [Madsen et al. 1995]. 

The survey area is 7 km long and 1.5 km wide located symmetrically around the nourish- 
ment projects. The survey lines span from dune top to -12 m DNN with a mutual spacing 
of 100 m giving a total of 70 survey lines. A single beam echo sounder was used to survey 
the bathymetry and GPS was used to survey the topography and the zone from 0 to -2 
m DNN. The survey accuracy was 0.04 m. A total of 17 survey campaigns were carried 
out during the 2-year NOURTEC period. 

In every fifth of the survey lines 9-10 sediment samples were taken by hand on the beach 
and by a Van Veen grab offshore in predefined positions. All samples were sieved and 
analysed for content of tracer grains. 

3.3 Boundary conditions 

The water level is recorded at a groyne at Torsminde and at a groyne 5 km north of the 
survey area once every 15 min. The tidal range is 0.6 m and the 100 year water level 
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is 3.40 m DNN. Wind speed and direction are recorded at Torsminde once every 15 min. 
Wind from the north west is dominant and the 100-year wind speed is 33 m/s. Wave 
height and direction are recorded by a waverider just north of the survey area at 18 m 
depth. Wave characteristics have also been recorded by a current meter, at first placed 
at 14 m depth just seaward of the NOURTEC area. Later it was placed at 4 m depth on 
the shoreface nourishment. Waves were recorded once every 3 hours. The dominant deep 
water waves come from NW and the 100-year significant wave height is 8.1 m. Current 
has been measured at the above described locations once every 15 min. At both locations 
the current meter was placed 1 m above the bottom. At 14 m depth the dominant current 
is the tidal current with an amplitude of 0.2 m/s. At 4 m depth the current is also signifi- 
cantly influenced by waves but still the tidal current is dominant. 

4. Effectiveness analysis 

4.1 Introduction 

The surveys showed that the beach nourishment was eroded after about 3/4 year while 
the shoreface nourishment only lost about 40% of its volume in the whole monitoring 
period. The morphological description and interpretation of the development in the mon- 
itoring area is presented in section 6. 

Here the results are presented of a strictly mechanistic method to analyse the survey data. 
This so-called effectiveness analysis gives objective results easy to compare with the re- 
sults produced by the other two partners in the NOURTEC project. 

The analysis is based on the use of a number of common design parameters. The parame- 
ters are calculated for each bathymetry and the development of the parameters is 
compared to the estimated development of the parameters in the absence of the nourish- 
ment projects. The difference between this so-called autonomous development and the 
actual development represents the net effect of the nourishment. Here it is assumed that 
the autonomous development and the nourishment effect can be superimposed. 

4.2 Definition of the design parameters 

In section 2, the general design objectives were presented. Each of these objectives is 
evaluated by means of one of the following three common design parameters: 

- position of the coastline 

- position of the upper part of the profile 

- beach width 

In Fig. 2 it is shown how the design parameters are calculated. Apart from the "beach 
width" the parameters are calculated on the basis of a volume divided by the height of 
the zone used in the volume calculation. The result is a horizontal distance to the refer- 
ence line. The level DNN +4 m is considered to be representative of the beach level at 
the dune foot. 
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Fig. 2 Definition of the common design parameters. 

4.3 The autonomous development 

For practical reasons it was not possible to estimate the autonomous development in the 
monitoring area for the NOURTEC period 1993 - 95 from the development of a nearby 
reference stretch. So instead, historical data were used. 

The wind rose for the monitoring period 1993 - 95 is nearly identical to the wind rose 
for the period 1985 - 92. This indicates that the meteorological boundary conditions are 
about the same for the two periods. On this basis it was decided to calculate the design 
parameters for the period 1985 - 92 and consider the slope of the corresponding trend 
lines as good estimates for the autonomous development in the monitoring period. 

4.4 Results 

The effect of the nourishment projects can be calculated for any section along the coast. 
Here it has been chosen to show the results for 3 km stretches located symmetrically 
around the two project areas. The reason for this choice is that the analyses have shown 
that the effect of the nourishment projects is not limited to the nourished 1 km stretches 
themselves. 

The development of the three design parameters for the southern and the northern 3 km 
stretches is shown in Fig. 3. The autonomous development is shown as well. 

From the figure it appears that in the 2-year monitoring period the beach nourishment 
stabilizes the coastline and improves the coastal protection level. On the other hand, the 
beach width has not been improved. For the shoreface nourishment there is a positive 
net effect on all three design parameters. Hence, the shoreface nourishment has fulfilled 
all the design objectives. 

Quantitatively speaking the shoreface nourishment has an effect on the coastal stability 
of 10.4 m or 250,000 m3 for the 3 km stretch while the similar effect of the beach nourish- 
ment is 2.8 m or 67,000 m3. The effect on the coastal protection is 9.0 m or 189,000 m3 

for the 3 km stretch for the shoreface nourishment and 5.4 m or 113,000 m3 for the beach 
nourishment. 
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Fig. 3 Nourishment effect on the design parameters. 

A direct comparison of the two nourishment projects is shown in Fig. 4. It appears that 
the shoreface nourishment gives the better stabilization of the coastline over the whole 
period. However, in the first 3/4 year the beach nourishment is the more effective. Con- 
cerning coastal protection the shoreface nourishment is the better option. Again the 
beach nourishment is the better option at the beginning of the period. For the beach width 
the result is similar. At the beginning, the beach nourishment is better but over the whole 
period the shoreface nourishment ends up being better. 

Also in Fig. 4 the benefit/cost ratios are shown for the effect of the nourishment projects. 
Because it is about 30% cheaper to nourish on the shoreface than on the beach, the better 
relative effect of the shoreface nourishment mentioned before is increased when the costs 
are included in the evaluation. 

5. Modelling 

The 1-dimensional numerical model LITPACK and a 2-dimensional numerical model 
MIKE 21 have been used. Both models have been developed by the Danish Hydraulic 
Institute. The purpose of using the models is to analyse the effect of using coarse sand 
in the shoreface nourishment and to extrapolate the results to other boundary conditions. 

5.11-dimensional modelling 

LITPACK has been used to calculate the longshore sediment transport during the entire 
NOURTEC period and the results have been used in the calibration of MIKE 21. The 
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Fig. 4 Relative effect of the two nourishment methods and benefit/cost ratios for 
the nourishment effect. 

nourishment projects are included in the two areas S(horeface nourishment) and B(each 
nourishment), see Fig. 5. For each area there is one survey line on both sides of the nour- 
ishment and 3 lines which include the nourishment. 

First, LITPACK was calibrated to the annual littoral drift. The annual littoral drift has 
been calculated by accumulating the profile erosion from the nodal point for the littoral 
drift to the NOURTEC area by using three different approaches. Based on these calcula- 
tions the south-going net littoral drift was estimated to be in the interval of 550,000 - 
850,000 m3/year. Secondly, LITPACK was calibrated to the measured volume changes 
in the areas S and B in the entire NOURTEC period, including the variation intervals due 
to survey inaccuracy. 

In LITPACK, uniformity of the coastal profiles is a basic assumption. The applicability 
of LITPACK for quantification of erosion/accretion along a coastline depends entirely 
on the fulfillment of this assumption. This assumption was not completely met, which 
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was confirmed by the 2-dimensional modelling, and must be taken into account when 
the results are analysed. 

In Fig. 5 the results of the calibration are shown. It appears that the calibration is good 
for the area S and less good for the area B but still within the variation intervals which 
are given by the measured data. The problems with area B are caused by an extremely 
large erosion that took place during the winter of 1994 - 95 outside the beach nourish- 
ment. 
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Fig. 5 Calibration and validation of LITPACK. 

After the calibration, the model set-up has been verified for the two halves of the moni- 
toring period, each about 1 year long. The results are also shown in Fig. 5. Again good 
agreement is seen for area S and for area B, less agreement is seen for the second half 
of the period. Although the results have not been quite perfect, the model set-up is as- 
sumed to be calibrated and validated as far as possible and the model set-up can be used 
in a descriptive and prognostic mode. 

The cross-shore distribution of the longshore sediment transport in the NOURTEC peri- 
od has been analysed and it is found to be very sensitive to the local shape of the shoreface 
nourishment on the outer bar. A decrease in the water depth above the nourishment 
causes extensive wave breaking and hence increased sediment transport on the bar and 
decreased transport near the coastline. The sediment transport distribution is not particu- 
larly affected by the the beach nourishment because only a small part of the nourishment 
is under influence of waves. 

For both the shoreface and the beach nourishment area it is found that during the NOUR- 
TEC period waves with a significant wave height of 1 to 2 m cause most of the sediment 
transport and the net sediment transport direction is southward. 

In order to quantify the effect of nourishment sediment characteristics on the sediment 
transport, the dependence of D50 is analysed. For the shoreface nourishment D50 = 0.57 
mm and for the beach nourishment Dso= 0.32 mm. It is done by averaging the longshore 
sediment transport for the NOURTEC period in each of the areas S and B for each D50 
For the shoreface nourishment the ratio between D50 = 0.32 mm and D5o= 0.57 mm was 
found to be 2.3. Similarly for the beach nourishment, the ratio was found to be 1.2. 
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5.2 2-dimensional modelling 

MIKE 21 is a 2-dimensional modelling complex. In the present case a parametrised wind 
wave model, a depth integrated hydrodynamic model and a deterministic, intra wave pe- 
riod sediment transport have been applied. The intention of using MIKE 21 is to calibrate 
the model so that it will reproduce the sediment transport in the NOURTEC period. 

The simulated conditions had to be limited to 3 wave heights and corresponding water 
levels, 2 wave directions, 3 bathymetries and 4 different types of sediments due to com- 
puter time consumption and with that the costs. The wave heights are chosen from 
knowledge gained in the LITPACK study about which waves are significant for the sedi- 
ment transport. Wave directions from south- and northwest were chosen as a minimum. 
Both are 40° off the coast normal. As a minimum, a bathymetry taken prior to the nour- 
ishing, one describing a "summer" bathymetry and one describing a "winter" bathyme- 
try were chosen. Finally, the sediment range from natural sand to the coarse shoreface 
nourishment sand was described by the D50 parameter. The same sediment spreading 
was used to reduce the number of variables. These parameters were combined in 18 sets 
of data, each set representing a typical combination of boundary conditions. 

The 2-dimensional modelling complex consists of a large wind wave model with a reso- 
lution of 20 by 100 m, which gives boundary conditions to the local model area. Here 
the resolution of the wave modelling is 4 by 20 m. The resolution of the hydrodynamic 
and sediment transport model is 20 by 20 m. 

The results show that even small morphological changes are reflected in the sediment 
transport pattern so it was difficult to distinguish between the sediment transport caused 
by natural variations and the sediment transport caused by the nourishment volumes. An 
attempt has been made to eliminate all other changes but the ones caused by the nourish- 
ments by integrating the longshore transport in depth intervals of +4 m to -4 m ("coast- 
line") and of-4 m to -8 m ("6 m depth"). It was found that the changes introduced by 
the nourishments are nearly insignificant compared to the natural variations both in 
space and time. 

Fig. 6 shows examples of sediment transport fields calculated for 3 different bathyme- 
tries. Here the 2-dimensional effect of the nourishments are clearly seen. The longshore 
sediment transport components have been integrated within the intervals "coastline" and 
"6 m depth". The calculated integrated sediment transport rates are compared for a) the 
bathymetry just before nourishment and the "before nourishment bathymetry" supple- 
mented with the "after nourishment bathymetry" within the area S and B, and b) for a 
"summer" bathymetry and a "winter" bathymetry. 

Another result was that of migrating bed forms on deep water (15 - 20 m) influence the 
direction of the incoming waves and effect the longshore sediment transport. The effect 
is most pronounced in the most seaward part of the NOURTEC area. 

The effect on the integrated longshore transport of using coarse sand for the shoreface 
nourishment was calculated. For the shoreface nourishment the ratio between the long- 
shore sediment transport rates for Dso= 0.32 and 0.57 mm was found to be 1.17. Similar- 
ly for the beach nourishment, the ratio was found to be 1.11. 



2936 COASTAL ENGINEERING 1996 

Before After 

6000- 

5000- 

4000- 

3000- 

Littoral transport  (Os(io6m3,yr)) 

7000 

5000- 

3000- 

5000 

H 

2000 

000 

70C0 

0     10CO   2000 rr.     0    100C   2000 m 5   4   3   2   1   0 

Summer Winter 
    i 

7000- 

Littoral transport (Qs (io6m3/yr)) 

70C0 

500C 

400C 

2000 

10CC 

5000 

40C0 

[m] 

1000   2000 m 5   4   3   2   1   0 

20000 m3/yr/-i 
90>:    ] iceo - I2y: 

Fig. 6 Calculated, 2-dimensional sediment transport fields and integrated longshore sedi- 
ment transport components for the intervals +4 m to —4 m, and —4 m to —8 m. 
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Finally, attempts were made to combine the MIKE 21 calculated volume changes in a 
system of 12 boxes by which the NOURTEC area is described to reproduce the develop- 
ment in the NOURTEC period. The longshore sediment transport variation with wave 
direction calculated by LITPACK was used to extrapolate the volume changes. The mor- 
phological changes were taken into account by using the "summer" or "winter" bathy- 
metry. Fig. 7 shows the MIKE 21 weighted and measured accretion in 1 km long boxes. 
In 3 of the 6 boxes good agreement is seen but poor agreement is seen in the other boxes. 
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Fig. 7 Weighted Mike 21 and Measured volumes from south to north. 

6. Morphological analysis 

The volume changes in the monitoring area have been analysed by use of a system of 
cells with fixed horizontal boundaries. For each cell the volume development has been 
calculated. 

In Fig. 8 the system of cells is shown together with the volume curves for selected cells 
and combinations of cells. The shoreface nourishment is located in cell H. For this cell 
there is a volume increase just after completion of the nourishment. From here the vol- 
ume is stable with some fluctuations. In the cells A-B-C landward the shoreface nour- 
ishment there is a gradual volume increase over the whole monitoring period. For the 
beach nourishment in cell E a gradual volume decrease is seen over the monitoring peri- 
od. After about 3/4 year the beach nourishment has been eroded. Tracer results indicate 
that part of this sand migrates towards south in the coastline zone. 

Although the volume is constant in cell H, some morphological changes are seen. Over 
the monitoring period the nourishment migrates about 50 m onshore and the level of the 
top of the nourishment is reduced by about 0.5 m. 

In Fig. 9 an overview is given of the horizontal development of the bar system. Just south 
of the shoreface nourishment the bar becomes continuous shortly after completion of the 
nourishment, probably because of the surplus of sand transported on the bar at the nour- 
ishment. It can also be seen that a weakening starts after a year at the northern end of the 
nourishment. Corings in the nourishment area show that about 60% of the nourishment 
sand is still in the initial position at the end of the monitoring period. 

The 40% loss of the nourishment sand is only about 1/3 of the total accretion landward 
of the nourishment. It means that the accretion effect of the shoreface nourishment is 
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Fig. 8 Volume development in selected cells. 

much larger than the nourishment volume itself. The reason is the breakwater effect of 
the nourishment. Like a breakwater, the nourishment reduces the longshore transport 
landward with an accretion as result. 

An interesting result of this project is the better stability of the shoreface nourishment 
compared to the beach nourishment. Part of the explanation of this fact is the coarser sand 
in the shoreface nourishment. However, a reason which is even as important is the specif- 
ic position of the shoreface nourishment. The position in the bar zone is a natural position 
for a perturbation so to say. Therefore the nourishment quickly becomes an integrated 
part of the bar system instead of being eroded away. 

Outside the monitoring area migrating bed forms have been observed. However, it has 
not been possible to verify if the bed forms cause a longshore variation in the sand trans- 
port from the outer to the inner part of the profile. 

7. Conclusions 

The effects of a beach nourishment and a shoreface nourishment have been analysed and 
compared. Because the weather conditions in the monitoring period were about average, 
the results are considered to be valid for average weather conditions. 

By use of a mechanistic analysis approach it has been determined if the nourishment pro- 
jects fulfil three design objectives: stabilization of the coastline, coastal protection and 
widening of the beach. It was found that the beach nourishment stabilizes the coastline 
and improves the coastal protection but the beach width has not been improved. On the 
other hand, the shoreface nourishment fulfils all the design objectives. 
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The relative effect of the two types of nourishment has also been analysed. For all three 
design objectives, shoreface nourishment is the better option at the end of the monitoring 
period but beach nourishment is the better option at the beginning. When the price of the 
nourishment sand is taken into account, the relative effect of the shoreface nourishment 
is improved because this nourishment type is cheaper. 
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The 1-dimensional model LITPACK has been calibrated and verified to the monitoring 
data. LITPACK was then used to calculate the sediment budget and the effect of grain 
size. 

The 2-dimensional model MIKE 21 has shown that the processes in the surf zone are 
highly 3-dimensional and that the natural variations of the longshore transport are large 
compared to the changes introduced by the nourishment. 

It was concluded that the 2-dimensional calculations of 6 wave conditions combined 
with 3 bathymetries have been helpful in understanding details of some of the processes 
which contribute to the natural re-shaping of the investigated area. However, partly due 
to a limited number of simulated conditions and partly due to the fact that the processes 
in the surf zone are highly three dimensional, the results cannot be combined in such a 
way that the observed losses and gains of sediment are reproduced. 

The two nourishment volumes have shown a clear difference in stability. The beach 
nourishment was eroded after 3/4 year. For the shoreface nourishment about 60% of the 
sand was still in the initial position two years after completion of the nourishment. One 
reason for the stability is the coarser sand. It was found that the shoreface nourishment 
sand with D50 = 0.57 mm is about 2.3 times as stable as sand with D50 = 0.32 mm. How- 
ever, a reason which is probably just as important is the position of the nourishment in 
the bar zone. 

The accretion effect of the shoreface nourishment is much larger than the nourishment 
volume itself. The reason is the breakwater effect of the nourishment. Like a breakwater, 
the nourishment reduces the longshore transport landward resulting in an accretion. 
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CHAPTER 228 

Mathematical and Physical Modeling of Beach Nourishment Projects 

W. Erick Rogers1 and Paul A. Work2, Associate Member, ASCE 

Abstract 

This paper evaluates the utility of mathematical models for prediction of the 
planform movement of beach nourishment projects. The results of one-line models 
(analytical and numerical) are compared to the evolution of nine laboratory-scale 
model beachfills. Several methods of planform modeling are evaluated, varying in 
complexity. Comparison of planform modeling suggests that, in some 
circumstances, using a simple analytical treatment of refraction may be a feasible 
alternative to using more rigorous numerical wave modeling for shoreline modeling 
purposes. The relative ability with which different equations for net longshore 
sediment transport rate reproduce observed beachfill evolution is discussed. 
Information on the effect of wave climate and beachfill geometry on beachfill 
lifetime is extracted from the laboratory study. The observed effect of lower wave 
height, greater beachfill length, and the tapering of a beachfill is a greater beachfill 
lifetime, in agreement with conventional wisdom. Increasing beach slope and 
decreasing wave period are both observed to cause a slight decrease in beachfill 
lifetime. 

Introduction 

A beach nourishment project is an attempt to widen the dry portion of a 
beach and offer protection from storms to existing nearby structures by adding 
large quantities of sediment to some portion of the beach. They are sometimes 
appropriately referred to as "sacrificial beachfills." This emphasizes the fact that 
beach nourishment projects are rarely expected to stay in place for more than a 
decade without losing a large portion of the placed material. Any improvement in 
the ability to predict this redistribution of beachfill material, through the use of 
better modeling techniques, allows for more cost effective design and more 
efficient coastal zone management. 

1U.S. Nav. Res. Lab. Contractor (Planning Systems Inc.); MSAAP Bldg.9121 
Stennis Space Center, MS 39529 USA; e-mail:rogers@lincoln.nrlssc.navy.mil 
2Asst. Prof., Dept of Civil Eng., 110 Lowry Hall, Clemson Univ., Clemson, SC 
29634-0911 USA; e-mail: pwork@ces.clemson.edu 
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Laboratory Study 

A laboratory study was conducted, with two primary purposes in mind: 1)to 
observe in detail longshore sediment transport patterns in the presence of beach 
nourishment projects, and 2) to provide prototype beachfills for validation of 
mathematical shoreline models. Similar studies have been conducted. Kamphuis 
et al. (1986), Kamphuis (1991), and Nielsen (1988) studied longshore sediment 
transport in a laboratory setting. Kamphuis and Meyer (1976) studied beachfills 
using physical models. Dean and Yoo (1994) conducted a laboratory study of 
beach nourishment projects in front of seawalls and compared the results to 
mathematical models. 

Nine laboratory beachfills were monitored. A paddle-type wave-maker was 
used to generate nominally shore-normal, monochromatic waves. A set of 
parameters were compiled which were expected to have an effect on beachfill 
lifetime: project length, degree of beachfill tapering, breaking wave height, wave 
period, and beach slope. In a laboratory setting these parameters are easily 
controlled; each case was assigned a different set of values for these parameters. 
For each case, a beachfill "lifetime" was calculated based on the amount of 
beachfill remaining in place, by volume, after wave attack. Lifetime is defined as 
the time period required for a significant percentage of material to be eroded; loss 
of 5% of beachfill volume was used. Beachfill material which was dispersed in the 
longshore direction, outside the original location of the beachfill, was considered 
"lost" sediment volume. Based on these calculations, the effect of each of the 
important parameters on beachfill lifetime was inferred (see Table I). Comparison 
is made to mathematical models employing the "CERC equation" for longshore 
sediment transport rate (U.S. Army Corps of Engineers 1984). 

Table I 
Effect of Parameters on Beachfill Lifetime 

Parameter Mathematical Models 
(with CERC formula) 

Physical Model 
Observations 

Hb, wave height at 
breaking It 

Lifetime II Lifetime   I 
(significant effect) 

T, wave period t No effect II (slight) 

t project length t \ II (moderate) 

m, beach slope t No effect 1 (slight) 

Tapering of fill t It (moderate) 
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Figure 1 shows the location of two typical beach profiles from one of the 
laboratory cases. Figure 2 is a beach profile located at the "shoulder" of one of 
the beachfills; the profile experiences a net loss of sediment. Figure 3 shows a 
beach profile located in the adjacent, unnourished region; accretion occurs due to 
beachfill material deposited there via longshore transport. 

Q, longshore sediment transport 

-meanwatsrllna, .... „ -, 

y(x,t> 
A__JB.. 

B' 

"Ocean" 

Beach 

Figure 1. Locations of Laboratory Beach Profiles A and B 

50 100 150 200 
Distance from Baseline, cm 

Figure 2. Laboratory Beach Profile A 

250 300 

With any physical model, scale effect is a major concern. Due to the 
relatively small scale of this laboratory study, it is unreasonable to expect accurate 
quantitative information. However, if the physical model behaves in a manner 
similar to full scale beachfills, useful qualitative information can be gained, like that 
shown in Table I. Figure 4 is a beach profile from the shoulder of a full-scale 
beach nourishment project (Perdido Key, FL). The similarity to Figure 2 is 
encouraging. 
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Figure 4. Beach Profile from Full-Scale Beachfill (Perdido, FL) 

Shoreline Models 

The shoreline model used in this study was a "one-line model", a tool which 
has been used extensively by researchers and engineers (e.g. Pelnard Considere 
1956, Hansen and Kraus 1989). One-line models are used to predict the 
movement of a single elevation contour of a beach, typically the still water line. 
These models are governed by the sediment continuity equation, 
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dy      1    dQ 
—+ =0, i-i\ 
dt   h +Bdx u' 

and an equation for longshore sediment transport. In equation (1), h.+B defines 
the vertical extent of the active beach profile. 

If a one-line model is used to provide the shoreline location, y(x,t), the 
assumption must be made that the shape of a beach profile does not change, but 
that the profile only shifts onshore or offshore as erosion or accretion occurs 
(implying zero net cross-shore sediment transport over the time period of interest). 
However, a recently constructed beachfill typically has an overly steep beach 
slope, resulting in significant offshore sediment transport. Shoreline models were 
used to calculate longshore distributions of longshore sediment transport 
gradients, dQ/dx. A longshore sediment transport gradient can be directly compared 
to the time averaged rate of change of beach profile area dfiJdt, which can be 
inferred from laboratory and field beach profile measurements: 

~8Q    ~dA     AA 
—= = . (2) 
dx      dt      At 

Here, the overbar denotes time averaging. This method of comparison removes 
the effect of cross-shore sediment transport from calculations, provided that the 
entire "active" portion of the beach profile is included in area calculations. 

Sediment Transport Equations used in Mathematical Shoreline Models 

Three basic equations for longshore sediment transport were tested with 
the shoreline change models of the laboratory beachfills: the "CERC equation," 
the "Kamphuis equation" (Kamphuis 1991), and the "GENESIS equation" (Hansen 
and Kraus 1989). The CERC equation states that longshore sediment transport 
is proportional to the longshore component of wave energy flux: 

KH2C sin26K 
Q= ^_?* L (3) 

16(SG-1)g(1-p)' 

Here K is an empirical coefficient. 

The GENESIS equation is a slight modification of the CERC formula, with 
an added term to account for longshore sediment transport driven by longshore 
gradients in wave height caused by the presence of structures or (less 
significantly) irregular bathymetry: 
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2 dH 

where 

and 

V 
*i 

5 

16(SQ- -1)(1-p)(1.416)2 

2 
a2 7 

(5) 

(6) 

8/n(SG-1)(1-p)(1.416)2 

The Kamphuis equation is an empirically-based equation, developed by a 
power fit analysis using data from lab and field studies: 

Q=KH2T1V75D:n°25sina6(2ej. (7) sb  p       b        50 x     a ' 

Inclusion of Refraction in the Numerical Shoreline Model 

Longshore sediment transport rate is generally accepted to be dependent 
on the angle between the wave orthogonal and the local shore normal. This 
suggests that the inclusion of refraction is requisite for any numerical modeling of 
irregular shorelines, such as a coastline with a trapezoidal beachfill. In most 
beach nourishment scenarios, inclusion of refraction will lead to a lower predicted 
rate of evolution, as it tends to decrease wave obliqueness at breaking. 

The numerical wave transformation model REFRACT (Dalrymple 1988) was 
used to calculate breaking wave conditions for use in the shoreline model. This 
wave model includes shoaling and refraction (but not diffraction). 

As an alternate method for including refraction in a numerical one-line 
model, a modified form of the CERC equation for longshore sediment transport 
(Work and Dean 1995) was employed. This equation is based on a two-line, 
analytical approach to wave transformation, which is much simpler than using a 
numerical wave model to supply breaking wave input data. The equation is a 
generalized form of an equation proposed by Dean and Yoo (1992). It can be 
stated as: 
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,1-2 
H'V W 2(p -a_) \ C sin(PH-«fl) 

8(SG-1)(1-p)K C, C« Ct S 

(8) 

The notation is illustrated in Figure 5. Subscript f denotes the location of the "toe" 
of the beach nourishment. 

Shoreline 

\ac 

Waves 

[\ Depth 
Contours 

h = ft, h = h„ 

Figure 5. Notation used in Equation (8) 
Inclusion of Diffraction in the Numerical Shoreline Model 

Diffraction acts to reduce along-wave wave height gradients and thus tends 
to counter the effects of refraction. Without the inclusion of diffraction, a wave 
transformation model may tend to yield exaggerated focusing of wave energy near 
the "shoulders" of a beach nourishment project, which would compromise the 
predictive capability of the one-line model. The numerical wave model REF/DIF1 
(Kirby and Dalrymple 1994) was used to generate breaking wave conditions (for 
use in the one-line model) including the effects of the shoaling, refraction, and 
diffraction of waves. 

Comparison of One-Line Model Results to Laboratory Results 

Laboratory data and numerical model results were compared based on 
longshore gradients of longshore sediment transport rate (3Q/3x), rather than 
shoreline evolution; thereby the effects of cross-shore sediment transport on 
shoreline movement were removed. Time-averaged longshore gradients of 
longshore sediment transport were inferred from beach profile measurements 
using equation (2). 
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Several shoreline modeling schemes were used, varying in complexity: 

1. analytical calculation of shoaling (using conservation of wave energy flux), 
CERC equation for longshore sediment transport (equation (3)); 

2. analytical calculation of shoaling (using conservation of wave energy flux), 
Kamphuis equation for longshore sediment transport; 

3. analytical treatment of the shoaling and refraction of waves in CERC equation 
(equation (8)); 

4. analytical treatment of shoaling and refraction in Kamphuis equation (analogous 
to equation (8)); 

5. shoaling and refraction determined by numerical wave model REFRACT, CERC 
equation for longshore sediment transport; 

6. shoaling and refraction determined by numerical wave model REFRACT, 
GENESIS equation for longshore sediment transport; and 

7. shoaling, refraction, and diffraction determined by numerical wave model 
REFDIF1, CERC equation for longshore sediment transport. 

Figure 6 shows the longshore gradients of longshore sediment transport 
calculated by the one-line model for one of the laboratory cases. Note the 
similarity between the results using the numerical and analytical treatment of 
refraction. 

0.015 

0.01 

0.005 • 

8l x 
-0.005- 

-0.01 

-0.015, 
2 3 4 5 6 

Longshore coordinate (meters) 

Figure 6. Comparison of Shoreline Modeling Schemes (1, 3, and 5) 
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Figures 7 compares longshore sediment transport gradients inferred from 
measurements for a laboratory beachfill to model output using option (1) above. 
This plot is representative of most comparisons of the one-line model results to 
lab results: though quantitative agreement is somewhat artificial due to calibration 
of the longshore sediment transport equation, qualitative agreement is good. 

0.015 

0.01 

0.005- 

Six 
-0.005 

-0.01 

-0.015. 
2 3 4 5 6 7 

Longshore coordinate (meters) 

Figure 7. Comparison of Laboratory Results to One-Line Model Results 

Using standard "field" values for coefficients of proportionality, none of the 
longshore sediment transport equations yielded good quantitative agreement. 
With standard coefficients, the equations typically greatly over-predicted longshore 
sediment transport. This is almost certainly due to scale effect, and has been 
observed by other researchers (e.g. Komar and Inman 1970). 

The ability of the calibrated numerical one-line model to duplicate laboratory 
results was determined for each of the variations of the shoreline model. This 
comparison indicated that the use of the numerical wave models did not provide 
any added accuracy over method (1) above. On the other hand, use of the 
longshore sediment transport equation with an analytical treatment of refraction 
did yield a slight improvement in results. 

In this comparison of methods, the Kamphuis equation yielded slightly 
better qualitative agreement than the other two basic equations for longshore 
sediment transport. The added term in the GENESIS equation did not result in 
any improvement over the CERC equation, probably because longshore gradients 
in wave height were not large in the laboratory. 
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Comparison to Field Data 

Numerical one-line model results were compared to data from a well- 
monitored beach nourishment project at Folly Beach, South Carolina (Figure 8). 
The method for analytical treatment of refraction (method 3 above) was used with 
a standard calibration factor for the CERC equation (K=0.77 using H^). 2.1 million 
cubic meters of beachfill material were placed during the first four months of 1993 
(Ebersole, et al., 1996). A 25-month period was investigated, from July, 1993 to 
August, 1995. 

Folly Beach, S.C. 

Figure 8. Location of Folly Beach 

For the shoreline model initial condition, the "ad hoc transformation" 
method was used. This method is suggested by Dean and Yoo (1992) for 
situations "where substantial perturbations (human or natural) have placed the 
system out of balance." The initial planform used was simply the deviation from 
an assumed equilibrium planform caused by the placement of the beachfill. 

Nine groins located northeast of the Holiday Inn (see Figure 9) were 
renovated at roughly the same time that the beachfill was placed. These groins 
were not included in the model results presented in this paper. For the time period 
modeled, the groins were thought to have a minor impact on shoreline movement; 
the groins are relatively short and were dry at low tide. Offshore wave data for 
1993 and 1994 were obtained from a Wave Information Study (WIS) hindcast 
database (Brooks and Brandon 1995) for shoreline model input. 

Comparison of the one-line model results to measured data is shown in 
Figure 10. The one-line model provides a reasonably good prediction of erosion 
and accretion, in both a quantitative and qualitative sense. Close inspection of 
Figure 10 suggests that the inclusion of the groins in the numerical model may 
have improved the model's accuracy-erosion was overpredicted by the model 
inside the groin field, and underpredicted downdrift (southwest) of the field. 

Volume calculations indicate that 413,000 m3, or 19% of the beachfill 
volume which existed in July 1993 was lost from the nourished region by August, 
1995. Volume calculations include both the subaerial and submarine portions of 
Folly Beach; beachfill material deposited immediately offshore of the beach (above 
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-3m to -4m NGVD) was not considered a sediment loss, even though, by some 
measures, this cross-shore sediment transport would decrease the value of the 
beach. A majority of the 413,000 m3 should therefore represent a loss of sediment 
due to longshore gradients in longshore sediment transport. However, other 
factors such as aeolian sediment transport, transport by tidal currents, and sand 
deposition well offshore of the beach could have contributed to the loss or gain of 
sediment. The shoreline model predicted a loss of 302,000 m3 for the same time 
period. Had a larger empirical sediment transport coefficient been used, to 
account for the relatively fine sand at Folly Beach, this volumetric prediction would 
have been more accurate. 

5.98      5.99        6 6.01       6.02      6.03      6.04      6.05 

East-West Coordinate (meters) x 10 

Figure 9. Map of Folly Island, S.C. 

Conclusions 

The laboratory observations regarding wave height and beachfill geometry 
shown in Table I agree with conventional wisdom on beach nourishment design. 
The observed weak dependence of sediment transport (and beachfill lifetime) on 
beach slope is not widely accepted, though it has been observed by other 
researchers, such as Kamphuis (1991). On the other hand, the observed positive 
correlation between wave period and beachfill lifetime is contrary to Kamphuis 
(1991). This discrepancy merits further study; though shorter waves impact on the 
shoreline with greater frequency, longer waves possess greater energy. 

Results of the laboratory study suggest that relatively small-scale physical 
models of coastal sediment transport can yield useful qualitative information on 
shoreline and beach profile changes, though the magnitude of sediment transport 
rates may be greatly influenced by scale effects. The laboratory models cited in 
this study evolved similarly to prototype projects. 
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Figure 10. Comparison of One-Line Model Results to Field Measurements 

The use of simple, one-line shoreline models in this study indicates that 
such models are adequate tools for predicting the volumetric redistribution of 
beachfill material. More rigorous, three-dimensional models of beachfill evolution 
are a worthy goal; however such models are equally, if not more, limited by 
present uncertainties in prediction of sediment transport. 

The CERC equation for longshore sediment transport is adequate for 
predicting qualitatively the longshore trends of longshore sediment transport at 
both laboratory and field scale. The equation is a fair predictor of the magnitude 
of longshore sediment transport at field scale but requires calibration at small 
scales. Comparison to laboratory data suggests that the Kamphuis equation for 
longshore sediment transport is slightly more accurate than the CERC equation. 
Because of the possibilities of measurement error and scale effect with the 
laboratory study, this finding is inconclusive. 

Based on limited laboratory and field-scale beach nourishment modeling, 
the analytical treatment of refraction seems to be an efficient method of including 
wave transformation in one-line models. This method may be considered by 
engineers for use in lieu of more rigorous, numerical approaches to wave 
transformation. However, in cases where a complex bathymetry exists (and 
accurate, high resolution survey data are available), a good numerical wave model 
is likely to give a better representation of the spatial variability of the wave climate. 
But again, the beachfill modeling as a whole is only as good as the "weakest link," 
so unless longshore sediment transport can be reliably predicted, extensive efforts 
at wave modeling may be unwarranted. 
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List of Symbols 

The following symbols are used in this paper: 

/4=cross-sectional area of beach profile; 
B=berm height; 
Cg=wave group velocity; 
Cpwave celerity at toe of beachfill; 
C=wave celerity at depth of closure; 
DS[y=representative grain size; 
^acceleration of gravity; 
/-/s=significant wave height; 
ft.=depth to which longshore sediment transport affects beach profile; 
/^empirical longshore sediment transport coefficient; 
^length of beach nourishment; 
m=beachface slope; 
p=sediment porosity; 
G=volumetric longshore sediment transport rate; 
SG=sediment specific gravity; 
7=wave period; 
Tp=wave period at peak of frequency spectrum 
Mime; 
x=longshore coordinate; 
y=cross-shore location of shoreline; 
/Mocal contour or shoreline orientation, relative to North; 
K=ratio of wave height to water depth at breaking; 
#=angle between wave orthogonal and local shore normal. 
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CHAPTER 229 

COASTAL ZONE DYNAMICS DURING ARTIFICIAL NOURISHMENT 

Elzbieta Zawadzka1 

Abstract 

The nearshore zone of the Hel Peninsula has a hydro-geomorphological system 
which, together with the influence of the port at Wladyslawowo, causes permanent 
erosion of the basal and central part of the peninsula's sea coast. After a period during 
which traditional methods of coastal defence (seawalls, groynes) were used, a 
massive artificial nourishment of the dune and beach was realised in the years 1989- 
1995. The borrow material used was of lagoon and marine origin. The progress of 
morpho- and lithodynamic processes was evaluated basing on quantitative analyses 
of changes in topography and granulometry. In the land part of the coastal zone, 
accretion of deposits resulted in rebuilding of the dunes and beaches. In the nearshore 
zone, accretion occured on the beach slope, and resulted in the development of shore 
terraces and breaker bars (especially the outer breaker bars). This was accompanied, 
by related with the accretion, processes of erosion in the form of U-shaped troughs. 
These processes proceeded at small changes in the erosion/accretion (e/a) system of 
the nearshore zone in the whole region. Smaller input of sandy material into the 
nearshore zone resulted in gradual return of the e/a system to initial state. If the safety 
of the peninsula is to be maintained, artificial nourishment must be executed every 
year. Frequency and volumes of renourishment will depend on the quality of used 
material. Therefore new sources of borrow material must be seeked. 

Introduction 

Artificial beach nourishment, considered as one of the most environment friendly 
methods of coastal defence, was used in Poland several times (Basihski, 1992; 
Basihski & Szmytkiewicz, 1991; Mierzyhski, 1985). However, these were 
experimental pilot projects, realized in small temporal and spatial scale, using rather 
small amounts of material. In this paper are discussed results of investigations of 
changes in the coastal environment caused by a large-volume nourishment project 
implemented on the Hel Peninsula coast (Fig. 1). The decision to use artificial 
nourishment resulted from the cathastrophic state of the basal part of the peninsula, 
and from the imminent danger of flooding of the hinterland of the narrow and 

'Dr., Department of Maritime Hydrotechnics, Maritime Institute, Abrahama 1, 
80-307 Gdansk, Poland. 

2955 



2956 COASTAL ENGINEERING 1996 
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Fig. 1      Location of beach nourishment and borrow sites, Hel Peninsula 1989-1995. 
(1-7 - years of nourishment; 8 - borrow sites) 

intensely eroded dune, at limited width of the spit. Strong storms in the autumn and 
winter of 1988/1989 resulted in a danger of breaking of the peninsula at 2-3 places. 

The Hel Peninsula is an accumulative spit of 36 km length, which is an extension 
of the mainland to SE, and which shelters from the north the Gulf of Gdansk. In 
historical times it was broken several times. Analysis of maps from the period 1908- 
1978 (Zawadzka, 1994) has shown that the average rate of coastline retreat along the 
peninsula is -0.6 m/year (Fig. 2a). Processes of erosion in the period 1980-1987, 
directly preceding the nourishment project, are characterized by a similar spatial 
distribution as in the 70-year period 1908-1978 (Fig. 2b). The foredune became 
nearly completely eroded in the basal and central part of the peninsula along 17 km 
of coastline, resulting in a danger of breaking of the peninsula, especially at these 
stretches were the width of the spit did not exceed 100 m. In this situation, the 
decision was taken to use artificial nourishment as the most effective and least 
ingerentive method of coastal protection (Cieslak, 1994). 

In the years 1989-1995 the largest project of artificial nourishment of a dune 
coast in Poland was realized. On the seaward coast of the Hel Peninsula, along a 
length of 23.4 km, 8 mln. m3 of sand was supplied, gradually widening the range of 
sand suppletion works, which in total were executed along 14 km of the coastline. 
The material for nourishment was taken from the Puck Bay, from the sand trap at the 
port at Wladyslawowo, and from borrow sites at sea located to NE of the central part 
of the peninsula and to NE of Cape Rozewie (Zawadzka, 1993). In order to determine 
the effectiveness of the method, a comprehensive program of measurements and 
investigations was systematically realised. It included investigations of sediments and 
morphology of the seabed, beach and dune along the first 23 km of the peninsula's 
coastline. Each year 800-1000 sediment samples were analysed. Analyses of the 
variability of the dune, beach, beach slope, breaker bars, interbar troughs and of the 
deepwater slope to 10 m water depth were made. Comparison of maps of statistical 
grain size indicators (median diameter, sorting, skewness, steepness) on the 
background of proceeding changes in the shape of the nearshore bed and of its 
morphological forms, and taking into account the hydrodynamic conditions, has 
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Fig. 2 Changes of coastline position, Hel Peninsula, 1908-1978, 1980-1987 and 
changes of the fill coefficient of the nearshore zone to -10 m MSL, 1989- 
1995. A-B - Zawadzka, 1990; C-D - Dubrawski, 1995. 

shown that independtly of the local short term changes connected with artificial sand 
supply, in the coastal zone there is a hydro-geomorphological system, which forms 
relatively stable erosion/accretion trends in the coastal zone - also in conditions of 
artificial nourishment. Nourishment works carried out for 7 years have not resulted 
in a basic change of the general trend within the erosion/accretion system in the Hel 
peninsula region. Generally erosion has decreased, but its spatial distribution 
remained almost the same (Figs. 2c, 2d). 

Characteristics of supplied material 

For the nourishment material dredged from the Puck Bay and from sea borrow 
sites located at sea was used (Fig. 1). Deposits accumulated in the Puck Bay consist 
of fine and medium sand, well and medium sorted, and the median diameter (Md urn) 
ranged between 139 and 237 urn. Marine material consists of medium sand of Md 

290 um, medium sorted. Comaparative analysis of the "bay" borrow material and 
native material, using the Rj and RA indicators (Manual, 1990), shows that these two 
sands do not fit satisfactorily. Highest stability of the supplied material may be 
attained when 2-3.5 larger quantities of material are nourished than the volumes 
resulting from calculations of deficiency of sand material in the basal part of the 
peninsula. In the central part, material borrowed from marine sources may be used 
in 1:1.5 (2) proportion. Grain size parameters of borrow material from the Puck Bay 
suggest that mass transport of that sand may proceed at speeds of 12-20 cm/s. 

Nourishment started in 1989 at two sites: at Chalupy (km H3.5-4.5) and at 
Kuznica (km HI 1.9-13.7). By 1993, about 5.85 mln. m3 of sand were supplied, and 
the nourishment works were executed on 5 stretches of total length of 11.1 km. At 
the Chalupy nourishment field the resultant average volume of nourishment per metre 
of coastline was 510 m\ at Kuznica it was 730 m3. On the other fields the average 
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volume of nourishment per metre of coastline ranged between 100 and 330 m3. In the 
next two years, until 1995, the length of directly nourished coastline grew to 14 km, 
and the total amount of sand supplied since 1989 increased to 8 mln. m3. Most 
intensive nourishment was still realized at Chalupy and Kuznica due to the highest 
defficit of sediments in the nearshore zone, and because of the limited stability of the 
nourished material. 

Morphodynamics and lithodynamics of the region 

The shore and the nearshore zone of the Hel Peninsula are characterized by a 
semistabile erosion/accretion system, with a strong predomination of erosional trend 
resulting from the hydrodynamic conditions in the region (Fig. 2). 

The stable predisposition to erosion along given stretches of the coastline are 
caused by trough-like forms present in the sea bottom, which are obliquely oriented 
at an angle of 25-27° to the shoreline. In the western part of the peninsula they are of 
glacifluvial origin (Tomczak, 1994), in the eastern part they are remnants of the 
Yoldia Sea coastal systems (Musielak, 1989). Location of these forms influences the 
occurence of areas with permanent erosion of the sea bottom and shore. The stability 
of the erosion/accretion system is confirmed both by cartometric analysis of coastal 
change (Zawadzka 1990, 1994) and by means of modelling of hydrodynamic 
processes in the nearshore zone (Skaja & Szmytkiewicz, 1995). When wind blows 
from the west and north sectors, dangerous to the west and central part of the 
peninsula wave and current systems are generated. In extreme conditions current 
velocity may reach 2 m/s. Wind from the east results in higher energy supply to the 
east and central parts. 

The variability of sediment transport characteristics in natural conditions, in the 
different zones of bottom and shore, influences the intensity with which the 
artificially nourished material is displaced in given meteorological conditions, 
resulting in different reactions of the erosion/accretion system of the coastal zone. 

Transformation of morphological forms of the coastal zone 

The caused by artificial nourishment increase of volume of the beaches resulted 
in adaptive transformation of the adjoining forms of the shore and nearshore zone. 

Accretion of nourished material on the beach and dunes was accompanied by an 
appearance of erosion along stretches east (downstream) of the nourishment fields. 
Gradually these phenomena moved also into the nearshore zone. 

After the first season of nourishment, along 14% of the observed coastline well 
developed shore terraces were present, and their average width was 75 m (Dubrawski, 
1995). After 4 years terraces occured along 45%, and after 6 years - even along 76% 
of the coastline (Table 1). 

The intensive development of inner and outer bars took place after four years of 
artificial nourishment, during which 5.8 mln. m3 of sand were supplied. One of the 
most significant features of the transforming during the artificial nourishment seabed 
was the generation of rarely occuring in the natural bottom profile U-shaped troughs. 
Maximum development of the interbar U-troughs also was observed after 4 years of 
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nourishment. The maximum number of shore U-troughs appeared after 6 years of 
nourishment, suggesting increased current velocities in the shallow part of the 
nearshore zone. 

Table 1. Changes of parameters of morphological forms in the nearshore zone, 
1989/1995 (Dubrawski, 1995) 

Year 

Shore 
terraces 

Shore slope shore 
U-trough 

Inner bar 
lower class 

interbar 
U-trough 

Outer bar 
higher class 

% l[m] l[m] slope % l[m] % [m2] % l[m] % [m2] 

1990 14 75 133 1:33 4 76 26 37 8 144 33 303 

1993 45 76 141   , 1:37 11 80 12 43 21 108 52 332 

1995 76 81 135 1:33 19 -  85 17 43 9 71 45 335 

The decreased volumes of nourishment in the period 1994-1995 resulted in 
stronger erosion on the beach and in smaller differentiation of morphological forms 
in the nearshore zone and of grain size composition within these forms, which 
suggests a gradual return to the state before artificial nourishment (Dubrawski, 1995). 
Analysis of the average crosshore profile showed stabilisation of the volume of the 
inner bar after 4 years of nourishment, and a steady development of the outer bar 
where redeposition of fine sands occurs. The shore slope increased its volume by 
4.8% of the volume of nourished material, attaining maximum after 4 years of 
nourishment. Similarly to shore terraces, in the next years it was subjected to gradual 
reduction. 
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Fig. 3     Nourished stretches and net beach volume (1 - sum of annual suppletion; 
2 - changes of dune and beach volume; 3 - sum of annual losses) 

The balance of changes of the shore, evaluated basing on measurements carried 
out twice every year, shows that during the first 3.5 years, in spite of repeated 
nourishment, the volume of dunes and beaches remained at the level of 1989 (Fig. 3). 
When intense nourishment was carried out after strong storms of winter 1992/93, and 
after the relatively mild wind and wave conditions of the 1994/95 season with higher 
than average percentage of winds from the east, did result in stabilisation accretion 
on the beach and dune. After the annual amount of nourished material was reduced, 
the volume of material contained in the beach and dune decreased in spite of a 
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consecutive mild winter season. In effect of 6.5 years of artificial nourishment, the 
volume of the shore (beach and dune) increased by about 1 mln. m3. 

Lithodynamics in conditions of artificial nourishment 

Grain size analysis of bottom surface samples, taken each year from the seabed 
in the whole region before each annual nourishment works, show that the mean value 
of the median diameter has not changed significantly. Before the nourishment works 
began, the belt-like distribution of mean and fine sands was locally disturbed by 
zones of coarse sand and fine gravel, which indicated areas with higher wave and 
current activity. In these areas erosion of shore and bottom was observed (Fig. 4). 

\ or- 

Fig. 4     Plan of median diameter (Md mm) of bottom surface sediments in the 
coastal zone of Hel Peninsula, 1990 

After 6 years of artificial nourishment, grain size composition shows changes of 
sediment parameters in the central part of the peninsula, which became supplemented 
with fine sands, at maintained erosional trend in the central part and at development 
of erosion along the basal part. The grain size composition of bottom surface 
sediments in the 10-12 m water depth zone was characterized, after 6 seasons of 
nourishment with sand from the Puck Lagoon (Puck Bay), by a slight decrease of the 
median diameter from 253 um to 238 um in 1993 and to 225 um in 1995. The 
median diameter of beach deposits, which were successively supplemented with 
mean and fine sand, was after three years of artificial nourishment nearly the same 
as in prenourishment conditions. 

The average grain size composition of deposits in the nearshore zone remained 
nearly unchanged through 3 years of nourishment. In the fourth year, due to erosion 
of nourishment fields during strong storms of the 1992/93 season, beach deposits 
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became slightly coarser and the nearshore zone was supplemented with large amounts 
of fine sand, and the median diameter of bottom surface deposits in the nearshore 
zone decreased to 206 um. It may be supposed that the stability of nearshore zone 
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forms built of artificially supplied material, which was finer than the natural material, 
is smaller than in case forms built of material present before the nourishment project, 
and that thay will quicker undergo transformation. 

Small changes in the grain size (evaluated using mean parameters) of the 
nearshore forms during the nourishment are proof of an inner stability of the 
hydrogeomorphological system and that the finest particles are displaced outside the 
active zone. However, at the same time within each of the morphological forms in the 
nearshore zone proceeded distinct granulometric changes, indicating a different 
distribution in the wave and current field (Basihski & Szmytkiewicz, 1991). 
Development of the shore terraces and the breaker bar zone was accompanied by 
deepening and widening of the troughs. Increased nearbottom current velocities in the 
troughs, which increase is largest in the trough between the inner and outer bar, 
suggest a transformation of the erosion/accretion system (Fig. 5). The development 
of interbar troughs is connected with the existence of gradient currents (Pruszak & 
Zeidler, 1995). Probably gradient currents increased in the nourished areas, and in 
effect U-shaped troughs developed. 

The median diameter in the interbar troughs increased by 150 um, from 280 um 
in 1989 to 430 um in 1995, in spite of relatively mild hydrodynamic conditions in the 
last winter season. After the strongest storm season 1992/93 the median diameter in 
the troughs was even up to 480 um. In areas of most distinct development of U- 
shaped troughs, the median diameter exceeded 1000 um, which could be related with 
current velocities of over 1 m/s (current velocities require confirmation by field 
measurements). 

The decrease from 260 um to 220 jam of median diameter of sediments building 
the breaker bars indicates that the accumulated in them material will be moved at 
lower initial current velocities. This fact may be the reason of quicker transformation 
of the outer breaker bars. 

In conditions of a growing amount of supplied artificially material, of steadily 
growing length of nourished stretches, and of variable hydrodynamic conditions, the 
lithodynamic system of the Hel Peninsula nearshore zone was characterized by a 
variable spatial distribution of fields of erosion and accretion. Basing on analysis of 
the changes of median diameter of sediments and their mean values, calculated for 
each of the morphological zones (beach, shore slope, interbar troughs, breaker bar 
zone and deepwater slope), areas with finer or coarser sand were determined. This 
allowed to draw plans of of the surface erosion/accretion system of the nearshore 
zone, and to evaluate its dynamics. 

Before artificial nourishment works started, there were 4 erosional areas along 
the basal part of the peninsula, covering all morphological zones: the shore slope, 
breaker bar zone and the deepwater slope. Along the central part of the peninsula, the 
shore slope and the breaker bar zone were eroded. Along the eastern part, 
altematingly located zones of erosion and accretion occured, indicating routes of 
sediment transport to the deepwater slope and then out of the observed area. 

In spring 1990, after the first artificial nourishment campaign, the initial system 
of erosion/accretion areas did not change along the basal and central part of the 
peninsula, though local accretion of the supplied material in the breaker bar zone and 



ARTIFICIAL NOURISHMENT 2963 

on the shore slope was observed. East of the fill field at Chalupy and Kuznica (central 
part) the breaker bar zone was supplemented with fine sand material, at simultaneous 
erosion of the deepwater slope (Fig. 6). Influence of the fill material was observed in 
the interbar troughs and on the outer bar to 8 m water depth and up to 1.5 km from 
the fill field. On the other hand, segregation of the nourished material resulted in an 
increase of coarse sand and gravel on the beach and at the water line. No significant 
change of grain size was observed on the outer breaker bar. 
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Fig. 6     Erosion/accretion system of surface sediments, Hel Peninsula, 1990 
(1 - areas with erosive trend; 2 - areas with accretional trend; 3 - range of 
shore slope; 4 - range of breaker bar zone; 5 - 10m depth contour) 

After two years of nourishment (in 1991), while distinct accretion occured in the 
shallow water and breaker bar zones, also development of areas of erosion of the 
breaker bars and deepwater slope was observed east of the fill field located in the 
basal part of the peninsula. In the central part, zonal accretion on the shore slope and 
on the breaker bars was observed, accompanied by erosion in the same zones east and 
west of the fill field. Rhythmically occuring erosion/accretion surfaces, encompassing 
the breaker bar zone occured in the eastern part, suggesting a development of 
circulation cells of 1 km order. In the Chalupy area, in effect of segregation of the 
material, the beach became saturated with mean and fine sand, while percentage of 
mean and coarse sand grew on the shore slope. The process of washing out of the 
shore slope proceeds at simultaneous enrichening of the breaker bar zone and of the 
deepwater slope with fine sediments. The influence of the fill material was observed 
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in the breaker bar zone 2 to 3 km east of the fill field. Further migration of the fill 
material is limited by a convex bottom form at km H7.0-7.5, which is considered to 
be a natural boundary of a lithodynamic unit of the nearshore zone. Observations at 
Kuznica showed that the fill material is transported over larger distances than in case 
of the Chalupy field. Within the shore slope and inner bar zones the material was 
transported 3 km, and in the outer bar zone - about 5 km to the east of the fill field. 
East of the Kuznica fill field two independently occuring in 1990 areas of scour, one 
on the shore slope and the other on the deepwater slope, were transformed into an 
oblique to the coastline and cutting through the breaker bars zone of intense transport. 

After the third year (in 1992) of artificial nourishment of the western stretch of 
coastline with material from the Puck Bay, supplemented with material from the sand 
trap at the port at Wladyslawowo, the inner bar and its inner trough became richer in 
fine sand. Deposition of sediments grew also locally in the outer bar zone. The large 
supply of material from the fill resulted in a shallowing of the interbar trough and in 
supplementing the balance of sediments up to about 1.5 km east of the fill field. 
Areas of bottom scour formed in 1991 became filled with sands of 225-250 um 
diameter. Finer material (less than 150 um) was deposited in the 8-10 m water depth 
zone about 3 km east of the fill field. Accretion in the area of transport of the fill 
material was always accompanied by erosion, which indicates a nonuniform character 
of the transport. In 1992, due to the continuing suppletion of the shore at Kuznica, the 
system of shore terraces became distinctly developed, and the median diameter of 
sediments accumulated in them was 275-300 um. The shallowing of the shore slope 
was accompanied by deepening of the trough before the inner bar and in its 
transformation from a V shape to a U shape. Suppletion of the inner bar occured at 
a distance of 1 km and of the outer bar - at a distance of 2.5 km east of the fill field. 
The change of zones of wave energy dissipation resulted in a local rebuilding of the 
double bar profile into a single bar profile, which was built of medium sands. The 
new system of eroded and accreting bottom surfaces suggests a distinct stabilisation 
of lithodynamic processes over a stretch of 5-6 km east of the fill field at Kuznica. 

Intensive development of large erosive forms, encompassing nearly all the 
morphological zones appeared after 4 years of nourishment (1993), pointing to the 
development of oblique to the coastline routes of sediment transport. The field at 
Chalupy still supplemented the coastal zone to a distance of 2.5-3.0 km east of the 
field, and to a water depth of 6 m. In the nearshore zone a strip of 350 m width 
seaward of the water line, and reaching to 4 m water depth, was supplemented at a 
length of about 3.5 km. Predominance of wind from the NW sector in autumn and 
winter of 1992/93 resulted in the generation of distinct "upstream" zones and of new 
routes of sediment transport out of the nearshore zone. The obliquely situated erosive 
areas were characterized by larger grain sizes than the average values determined for 
the whole observed area, and crossed all analysed nearshore zones. The larger rates 
of loss of fill material over the deepwater slope occur, among others, along the 
defined routes of intensive transport (Fig. 7). 

In the last year of observations (1995), in the nearshore zone of the basal part of 
the Hel Peninsula accretion occured over large areas of the shallow water zone 
adjacent to the fill field. Locally in the central part erosive areas appeared, 
independently of the development of massive breaker bars, which are a transient zone 
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Fig. 7     Erosion/accretion system of surface sediments, Hel Peninsula, 1993 
(explanations as in Fig. 6) 

of deposition. Also distinct zones of higher energy appeared, which caused scouring 
of breaker bars east and west of the fill field at Kuznica, formation of deep interbar 
troughs, and erosion on the deepwater slope. Hydrodynamic conditions at the break 
of 1994/95 resulted in the formation of two distinct circulation cells in the central and 
eastern region (Fig. 8). The direction of sediment transport out of the intensely 
artificially nourished region in the central part suggests an influence of a trough form 
situated obliquely to the coastline. A very similar arrangement of sediment transport 
routes (accretion in the central part of the system and erosion in the outer zones) was 
observed in the Jastarnia-Jurata region. The distribution of the eroded and accreting 
surfaces in the nearshore zone suggests that bottom forms farther offshore and deeper 
situated influence the nearshore zone, steering circulation at winds from the NW to 
NE sector. 

The highest percentage of nearshore surface, subjected to processes of erosion 
in the breaker bar zone and on the shore slope, occured before artificial nourishment 
began (Table 2). The area of redeposition of the sediments was located on the 
deepwater slope below the breaker bar zone. Accumulation on the beach, shore slope 
and in the breaker bar zone caused increased erosion of the deepwater slope. After 
a period of strong storms at the break of 1992/93, processes of erosion increased 
again in the shallow part of the nearshore zone (shore terraces and breaker bars), but 
weakened below the breaker bar zone due redeposition of the sediments. 
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Fig. 8     Erosion/accretion system of surface sediments, Hel Peninsula, 1995 
(explanations as in Fig. 6) 

Table 2. Percentage of eroded nearshore zone surface, Hel Peninsula, period 1989- 
1995 (on the basis of granulometric parameters) 

Year 

Erosion (in %) of nearshore zone (to 10 m water depth) 

Whole nearshore 
(0.0--10.0 m MSL) 

Shore slope & breaker 
bar zone 

Deepwater slope 

1989 35.2 46.5 20.5 

1990 21.0 16.9 33.7 

1991 22.0 21.1 27.5 

1993 29.0 36.4 19.4 

1995 23.4 22.6 27.9 

Obtained results show that in intensive hydrodynamic conditions the shallow part 
of the nearshore zone and the breaker bar zone was being destroyed over 36 to 46 % 
of its surface. Stabilisation on the shore slope and breaker bars is connected with 
development of processes of erosion on the deepwater slope, indicating that in the 
erosion/accretion system proceed compensatory processes. 
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Summary 

The six years of artificial nourishment along the Hel Peninsula, due to the 
restoration of dunes and to the improvement of sediment balance in the coastal zone, 
resulted in higher safety of the coast and its hinterland. The total volumetric change 
in the strip from dunes to breaker bars inclusive was over the whole period 1.8 mln. 
m3, i.e. about 28% of the total volume of the nourishment in the period 1989-1994 
(Cieslak et al, 1995), in that about 12.5 % remained in the dunes and beach, and 15.5 
% remained in the shore terraces and breaker bar zone. The rest was transported 
outside of the investigated area. Significant amounts of fill material were 
accumulated in the developing shore terraces, which at the end of the analysed period 
covered 3/4 of the length of the observed coastline. Terraces improve the stability of 
beaches and dunes because they dissipate wave energy. 

Breaker bar height increased by 11.8%, and cross-section area by 22% in 
refrence to the 1989 state. Formerly present stretches with no breaker bars 
disappeared. A decisive change in the shape and volume of breaker bars took place. 
Participation of small breaker bar forms decreased. Massive breaker bar forms 
developed, especially after the fourth year of artificial nourishment. During the last 
two years of suppletion, when volumes of supplied fill material were reduced, the 
percentage of breaker bars of each of the volumetric classes began to stabilise at the 
levels of the period preceding the nourishment works, indicating a predominant 
influence of hydrodynamic processes. The grain size composition of fill material 
indicated that it may nourish especially zones with lower hydrodynamic activity. 
Gradual reduction of massive breaker bars caused by reducing the volume of annual 
artificial nourishment will result in the future in higher levels of danger to the coast. 
Development of shore terraces and breaker bars was connected with local changes in 
the erosion/accretion system, which appeared especially through the generation of U- 
shaped troughs and areas of scour downstream of the fill fields and terraces. 

Observed morpho- and lithodynamic changes of the coastal zone during artificial 
nourishment are of adaptative character and proceed within an existing, well 
established hydro-geomorphological system of the Hel Peninsula. Gradual reduction 
of the volume of artificially supplied to the erosion/accretion system material will 
result in a slow return of the shore and seabed forms to the state present before 
artificial nourishment began. In the conditions of prevailing winds from the west 
sector and of generated by them waves and currents, and of the system of 
macro formations of the outer part of the coastal zone and of the breaker bar zone, 
there is a natural predisposition to transport a part of the sediments of the dynamic 
layer to east and north. This requires repeated artificial nourishment in the west and 
central part of the peninsula, in order to ensure relative stability of permanently 
eroded stretches, especially when too fine fill material is used. In periods when 
prevail winds from the east, morphodynamic processes in the erosion/accretion 
system become stabilised. 

The basic recommendation, resulting from grain size and sediment transport 
analyses, is that borrow sites with grain sizes better fitted to open sea hydrodynamics 
should be seeked. Sand from the Puck Bay is very easily moved, and only for a short 
period supplement the areas with sediment defficit. Material with parameters 
ensuring 40-50% better stability in the whole strip from shore to outer bar than the 
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presently used sand should be used. Maintaining the present state of the coast 
requires annual nourishment of the order of 0.6-1.0 mln. m3. 

The presented results show that artificial nourishment, as any other method, has 
a limited range of application, and - as any other technical ingerence into the coastal 
zone - causes changes in the wave and current system which result in a development 
of negative morpho- and lithodynamic effects. 
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CHAPTER 230 

Dune Damage Curves and Their Use to Estimate Dune Maintenance Costs 

David R. Basco1 and Cheol S. Shin2 

Abstract 

A beach profile numerical model is employed to calculate the change in dune 
cross-section for a wide range of increased, water level events. The volume loss in 
dune cross-section increases with relative increase in storm surge elevation above the 
design water level. These "damage curves" for dunes are analogous to rubble mound 
damage curves created by excessive wave energy above the design wave height. 

The results are applied in the design of a protective, beach-dune structure (with 
buried seawall as a safety factor) at Dam Neck, Virginia for the US Navy. The 
damage curves are used to estimate annual dune maintenance costs and hence, total 
life-cycle costs for this "soft" alternative to shore protection. Interestingly, the dune- 
beach-buried seawall alternative costs less than a concrete structure using artifical 
units for armor. 

Construction is complete and a three year monitoring project begun so that actual 
versus theoretical dune damage curves can be determined in the future. 

1.0 Introduction 
Dunes are "soft" coastal structures that quickly lose cross-sectional volume during 

elevated, storm surge events. Cross-shore sediment transport, beach profile models 
permit the development of dune "damage" curves showing the percent dune cross- 
sectional change, AV (damage) versus the relative storm surge level, S compared with 
the design storm surge, SD. The dune damage curves can then be used in the classical, 
convolution integral method to compute annual dune maintenance costs.  Life-cycle 

1 Professor of Civil & Environmental Engineering and Director, the Coastal 
Engineering Centre, Old Dominion University, Norfolk, Virginia 23529 USA 

2 Instructor, Department of Civil Engineering, Dongshin University, Daeho-Dong, 
Naju-City, Jeonranam-Do, 520-714 Korea 
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costs of the "soft" solution for coastal protection (dune-beach alternative) can then be 
compared with the "hard" alternatives (seawalls, dikes, etc.) on an equal, total annual 
cost per unit shoreline length basis. 

The objective of this paper is to present the results of one analysis using the 
SBEACH model (Larsen and Kraus, 1989) for the design of a dune-beach restoration 
project to protect $95 million of structures and property at the US Navy's, Fleet 
Combat Training Center (FCTC), Dam Neck, Virginia. Section 2 briefly reviews the 
available models and key independent variables. The dune damage curves are 
summarized in Section 3 including safety factors used in dune design. Maintenance 
costs are determined in Section 4 and a cost comparison with an armored seawall 
design presented in Section 5. Construction of the entire project has recently been 
completed and a three year, beach profile monitoring project begun so that the 
theoretical versus actual dune damage curves can be determined in the future. 

2.0 Beach - Dune Erosion Models 
Recently, ten cross-shore sediment transport models have been evaluated by 

Schoonees and Theron (1995). The model developed by Larsen and Kraus, 1989 
called SBEACH was found to be "acceptable" on its theoretical basis and in the "best 
group" category based on the extent of verification with prototype data. It allows sand 
overwash during elevated water level events so that the total, cross-shore sectional 
volume is conserved. 

The probabilistic design of dunes with examples from the Netherlands are 
presented by van de Graaff (1989) as illustrated in Figure 1. It was learned (Table 1) 
that storm surge elevation accounted for about 83 percent of the total variance 
associated with dune erosion. Wave height, particle size, initial profile shape, storm 
duration and other factors were far less important. The change in dune cross-sectional 
area (per unit width) was primarily related to elevated water levels during storm surge 
events. 

Dune damage curves are thus analogous to rubble mound damage curves created 
by excessive wave energy above the design, wave height. 

3.0 Dune Damage Curves for Dam Neck, Virginia 
Figure 2 shows the location of the Navy's FCTC at Dam Neck, Virginia on the 

Atlantic Ocean below the City of Virginia Beach. 
Using a 50 ft. (15.2m) crest width at elevation +22ft (6.7m) above the City of 

Virginia Beach datum and 2:1 side slopes produces a unit volume of 30cy per foot 
(75m3/m) above the one percent chance, storm surge event (9.1 ft., 2.8m). This dune 
cross-sectional (Figure 3) is essentially that originally designed by Headland (1991) 
and contains fifty percent more sand than the minimum requirement of 540 ftVft 
(50m3/m) as established by the Federal Emergency Management Agency (FEMA) for 
breaching of natural dunes. 

A nearshore survey taken in May, 1990 was considered representative for the 
existing bathymetric conditions in the model. The SBEACH model was run with 
eleven successively higher water level events to cover the return periods between 1 
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The objective of this paper is to present the results of one analysis using the 
SBEACH model (Larsen and Kraus, 1989) for the design of a dune-beach restoration 
project to protect $95 million of structures and property at the US Navy's, Fleet 
Combat Training Center (FCTC), Dam Neck, Virginia. Section 2 briefly reviews the 
available models and key independent variables. The dune damage curves are 
summarized in Section 3 including safety factors used in dune design. Maintenance 
costs are determined in Section 4 and a cost comparison with an armored seawall 
design presented in Section 5. Construction of the entire project has recently been 
completed and a three year, beach profile monitoring project begun so that the 
theoretical versus actual dune damage curves can be determined in the future. 

2.0 Beach - Dune Erosion Models 
Recently, ten cross-shore sediment transport models have been evaluated by 

Schoonees and Theron (1995). The model developed by Larsen and Kraus, 1989 
called SBEACH was found to be "acceptable" on its theoretical basis and in the "best 
group" category based on the extent of verification with prototype data. It allows sand 
overwash during elevated water level events so that the total, cross-shore sectional 
volume is conserved. 

The probabilistic design of dunes with examples from the Netherlands are 
presented by van de Graaff (1989) as illustrated in Figure 1. It was learned (Table 1) 
that storm surge elevation accounted for about 83 percent of the total variance 
associated with dune erosion. Wave height, particle size, initial profile shape, storm 
duration and other factors were far less important. The change in dune cross-sectional 
area (per unit width) was primarily related to elevated water levels during storm surge 
events. 

Dune damage curves are thus analogous to rubble mound damage curves created 
by excessive wave energy above the design, wave height. 

before surge not to scale 

Figure 1   Schematic of Dune Erosion by Elevated Water Levels: Dutch Practice 
(from van de Graaff, 1986) 
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Table 1 Relative Importance of Independent Variables on Dune Erosion (from van de 
Graaff, 1986) 

Contribution parameters to variance reliability function 

Parameter Contribution variance 
reliability function 
(%) 

surge level 82.8 
wave height 0.9 
particle size 7.3 
initial profile 1.3 
surge duration 2.6 
gust bump 0.0 
accuracy computation 5.0 

3.0 Dune Damage Curves for Dam Neck, Virginia 
Figure 2 shows the location of the Navy's FCTC at Dam Neck, Virginia on the 

Atlantic Ocean below the City of Virginia Beach. 
Using a 50 ft. (15.2m) crest width at elevation +22ft (6.7m) above the City of 

Virginia Beach datum and 2:1 side slopes produces a unit volume of 30cy per foot 
(75m3/m) above the one percent chance, storm surge event (9.1 ft., 2.8m). This dune 
cross-sectional (Figure 3) is essentially that originally designed by Headland (1991) 
and contains fifty percent more sand than the minimum requirement of 540 ft3/ft 
(50m3/m) as established by the Federal Emergency Management Agency (FEMA) for 
breaching of natural dunes. 

A nearshore survey taken in May, 1990 was considered representative for the 
existing bathymetric conditions in the model. The SBEACH model was run with 
eleven successively higher water level events to cover the return periods between 1 
on Southeastern Coastline, Atlantic Ocean and 1000 years (Table 2). Wave heights 
associated with these water levels were established from measured and extrapolated 
values at the Corps' FRF, Duck, NC. As illustrated in Figure 3, the original dune 
section was modified by sand moving offshore AV3, sand overwash AVI, and the 
dune volume AV2. Dune damage is the volume change (loss) AV2 and here after 
simply AV as found in Table 2. The total volume change above mean low water 
(MLW) accounted for all but less than ley per foot which moved offshore. 

Dune Volume loss in cy/ft (AV in Table 2) and the percent loss (damage) are 
plotted against the S/SD ratio as shown in Figure 4a and 4b, respectively. These 
curves are conservative in that they do not include the renourished beach in front of 
the dune as discussed blow. 
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Figure 2   Location of US Navy, Fleet Combat Training Center, Dam Neck, Virginia 
on Southeastern Coastline, Atlantic Ocean 
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Figure 3   Dune Cross-Section Design for Dam Neck, Virginia and Definitions of 
Volume Change Regions, AVI, AV2 and AV3. 
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Table 2 Calculated AV Values for Various Water Elevations at Dam Neck, Virginia 

Return 
Period 

in 

Year 

Water 
Level, 

ft 

S/SD 

ft sec 
AV, 
cy/ft 

AVW, 
cy/ft 

P, 
% 

P., 
% 

1 4.50 0.52 8.99 8.72 2.31 2.3.1 7.7 7.7 

2 4.90 0.56 10.63 10.01 3.35 3.35' 11.2 11.2 

5 5.85 0.67 12.53 11.45 7.06 7.06 23.5 23.5 

10 6.50   , 0.75 13.45 12.11 11.82 11.82 39.4 39.4 

20 7.20 0.83 13.98 12.45 15.02 15.00 50.1 50.0 

50 .8.10 0.93 14.76 12.96 19.02 17.74 63.4 59.1 

75 8.35 0.96 15.26 13.32 20.27 18.58 67.6 61.9 

100 8.70 1.00 15.80 13.70 21.42 19.02 71.4 63.4 

'200 9.30 1.07 16.67 14.31 22.76 19.08 75.9 63.6 

500 10.10 1.16 17.45 14.78 23.32 19.60 77.7 65.3 

1000 10.70 1.23 18.18 15.25 23.40 19.68 78.0 65.6 

AV    = Volume Loss Without Seawall 
AVW  = Volume Loss With Seawall 
P     = Percent Damage Without Seawall 
P„   = Percent Damage With Seawall 

(P , PJ= 100*(AV , AVJ/V , V=TotaI Volume of the Dune , 30 cy/ft 

Dutch design practice for dunes (TAW, 1984) includes a safety factor or 
"remanent" dune volume remaining after a major storm event. Headland (1991) 
replaced this minimum remanent volume by an equivalent volume of rubble-mound 
seawall buried beneath the dune. Should a second major storm occur the same winter 
season, the buried seawall will be in place to protect the structures behind the dune. 
A similar buried seawall structure as shown in Figure 5 has been incorporated in the 
constructed project. Its effect on the damage curve is AVW in Table 2 as illustrated in 
Figure 4b. The buried seawall acts to reduce dune volume loss at high water level 
events. 
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Figure 5   Dune-Beach-Buried Seawall Design for Dam Neck, VA 

440 

However, as illustrated in Figure 6, a major reduction in dune volume loss 
(percent damage) occurs when the beach is also renourished seaward of the dune. As 
an example, when the constructed beach width is 75ft (23m) damage curves for a 
design width after equilibration of 40 ft (12m) and with one-half life remaining of 20 
ft (6m) are presented in Figure 6. Dune maintenance costs are obviously impacted by 
the volume of beach remaining over time to protect the dune system. The results of 
these computations are summarized in Table 3. 

4.0 Dune Maintenance Costs 
Simply stated, higher water elevations produce greater damage but have lower 

probabilities of occurrence each year. Annual dune maintenance costs are computed 
using the classical, convolution integral method of Kreeke and Paape, 1964 as 
illustrated in Figure 7. The dune damage curve was divided into eight subregions with 
damage greater than 70 percent requiring complete rebuilding of the dune structure, 
the storm surge probability curve was also divided into eight comparable subregions 
and then annual dune repair costs computed. As shown, subregion 2 for 10 - 20 
percent damage from storms in the 0.2 - 0.35 probability of occurrence range 
accounted for the highest increment of maintenance expense. The total annual repair 
costs per unit foot of dune summed to about $74 per foot (Table 4). 

Using a 25 year design life and 9.5 percent interest rate in the present worth 
method of economic analysis resulted in annual dune maintenance costs of $695 per 
foot. The value is conservative because the damage curve without the protective beach 
(Figure 4b) was used in the analysis. This can also be considered as a safety factor 
in the design and economic analysis. 

Monitoring of the entire dune system and beach to closure depth will provide the 
requisite feedback information over a three year period to insure that dune 
maintenance is performed at appropriate intervals. 
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Figure 6   Effect of Beach Renourishment on Dune Damage Curves (Example for 
design beach width of 40 feet) 

5.0 Cost Comparison With Armored Seawall 
The dune damage curves used to compute dune repair costs permitted total, life- 

cycle cost estimates to be made for the dune-beach-buried seawall system (DBBS). 

Initial, unit costs for the dune of $15/cy or $450 per foot together with the 
maintenance costs of $695 per foot produced a total cost of $1145 per foot for the 
dune system. Using an offshore borrow area (Sandbridge shoal) for beach 
renourishment, one renourishment after 10 -12 years and realistic, unit cost estimates 
for sand and rubble materials (buried seawall), the "soft" alternative system totalled 
about $1820 per foot on a annual, life-cycle cost basis. 

The original, engineering study (Cummings and Basco, 1995) also considered a 
conventional, large armor unit, revetment structure as the "hard" solution for storm 
damage mitigation. 
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Table 3 Summarized Computations of AV Values for Various Water Elevations at 
Dam Neck, Virginia 

3 Return 
iperiod in 

Water 
Level, 

ft 
s/s„ H„,ft 

Volume Loss, cy/ft Percent Damage, % 

AV AVM AVM AV,„ AV„ P PM P» P.. P« 

i 4.50 0.52 8.99 8.72 2.31 0.90 0.80 0.80 0.60 7.70 3.00 2.67 1.43 2.00 

2 4.90 0.56 10.63 10.01 3.35 1.10 1.00 1.00 0.90 11.20 3.67 3.33 3.33 3.00 1 
5 5.85 0.67 12.S3. 11.45 7.06 1.20 0.90 0.90 1.10 23.50 4.00 3.00 3.00 3.67 

•.   10 
6.50 0.75 13.45 12:11 11.82 2.00 1.60 1.50 1.30 39.40 6.67 5.33 5.00 4.33 

1    20 7.20 0.83 13.98 12.45 15.02 6.10 4.40 4.00 1.90 50.10 20.33 14.67 13.33 6.33 

50 8.10 0.93 14.76 12.96 19.02 5.20 4.20 3.80 2.60 63.40 17.33 14.00 12.67 8.67 

1     75 
8.35 0.96 15.26 13.32 20.27 11.00 7.40 5.40 2.90 67.60 36.67 24.67 18.00 9.67 

100 8.70 . 1.00 15.80 13.70 21.42 15.90 14.60 14.20 12.70 71.40 53.00 48.67 47.33 42.33 1 
[    200 9.30 1.07 16.67 14.31 22.76 18.50 17.60 17.40 16.10 75.90 61.67 58.67 58.00 53.67 

soo 10.10 1.16 17.45 14.78 23.32 21,20 20.80 20.80 20.00 77.70 70.67 69.33 69.33 66.67 I 

1 i.ooo 1 10.70 1.23 18.18 15.25 23.40 22.00 21.80 21.70 21.80 78.00 73.33 72.67 72.33 71.00 1 

Notes : 

1.1 

1.0 

0.9 

0.6 

0.5 

« Design Storm Surge Level, ft 
S/S0 » Relative Storm Surge Level 
H«. • Significant Wave Height, ft 
Tp - Spectral Peak Period, sec 
AV, P « Volume Loss and Percent Damage Without Any Beach Renourishment 
^v4j, ?„        - Volume Loss and Percent Damage on Design Beach Width, B-40 ft under 75 ft Construction Beach Width 
AV*,, ?„        - Volume Loss and Percent Damage on One-Half Life Width, B'»20 ft under 75 ft Construction Beach Width 
AV„, P„        - Volume Loss and Percent Damage on Design Beach Width, B-65 ft under 125 ft Construction Beach Width 
AVM, P„        - Volume Loss and Percent Damage on One-Half Life Width, B'=30 ft under 125 ft Construction Beach Width 
P-I00*AWV, V-Total Volume of the Dune, = 30 cy/ft 

TOTAL COSTS = IAS 
= $74/LF 

I = 9.5% 
T = 25 years 

pwf = 9.4376 
M.C. = S695/LF 

PERCENT- 
DAMAGE 

i 
? 
7 

Destroyed 

0       20      40      60      BO     100 
Percent Damage, n 

ANNUAL DUNE 
MAINTAINANCE 
COSTS 

0    0.1   0.2   0.3  0.4   0.5   0.6 
Probability of Storm 

Surge, Ap 

10 20 
Annual Costs, AS ($/LF) 

AS = AWAp = (nl-Z,)Ap 

Figure 7   Probabilistic Design Method for Dune Maintenance Costs 
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Table 4 Dune Maintenance Costs 

Region 
Storm Surge 
Elev.*, S feet 

Percent 
Damage 

(Average) n 

Storm 
Probability 

Difference Ap 

Dune Repair 
Costs 

AW = n.I.ZS 

Annual Dune 
Ma int. Costs, $ 
AS = Ap. AW 

1 4.57 5 0.42 22.50 9.45 

2 5.18 15 0.32 67.50 21.60 

3 5.83 25 0.125 112.50 14.06 

4 6.39 35 0.068 157.50 10.71 

5 7.00 45 0.030 202.50 6.08 

6 7.57 55 0.015 247.50 3.71 

7 8.27   ' 65 0.012 292.00 3.51 

8 >   8.7 > 100 
destroyed 0.010 

450.00 
rebuild 

4.50 

*ZERO DATUM (NGV D) IAS 73.62 

Z = repair cost factor (say 1) 

INITIAL COSTS, I.C. 
IC = S15/cy * 30 cy/LF = S450/LF 

MAINTENANCE COSTS, M.C. 
i     = 9.5% 
T = 25yrs 
pwf = 9.4376 
MC = $73.62 * 9.4376 = 5695/LF 

TOTAL COSTS, T.C. 
TC = IC + MC 

= S450/LF + S695/LF 
TC = S1145/LF 

For a proper design study, the water depths at the toe of the stone revetment were 
estimated as those at the end of the 25 year design life. The historic, long term 
erosion rate, seasonal beach variations and toe scour during storms were all 
considered to determine the design water depth. In effect, at the end of 25 years, the 
beach would be gone in front of the seawall and the design water depth would be far 
different than today's conditions. The SBEACH model and others were used to 
calculate the surf zone wave conditions and design wave height for the armor layer. 
Artificial armor units (core-loc) were selected and resulted in total costs (minimal 
maintenance) of about $2350 per foot. 

Interestingly, the dune-beach-buried seawall alternative costs less than a concrete 
structure using artificial units for armor. This was primarily because the lowered 
beach elevations at the end of the design life permitted in large waves to directly attack 
the armor units with no beach remaining. Full details can be found in Cummings and 
Basco, 1997. 
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Costs are only one criteria in the decision matrix for choosing the "soft" or "hard" 
alternative for shore protection. Table 5 summarizes these decision criteria at Dam 
Neck. The only advantage of the armored revetment is lower annual maintenance 
costs. All others favored the dune-beach-buried seawall system. The primary benefits 
of this design are also that: 

• a beach is present in the year 2020 at the end of the design life; 
• the new sand spreads north and south to benefit all Dam Neck; 
• the permitting agencies favor the "soft" alternative; 
• the general public favors the "soft" alternative; 
• the Navy's image will be enhanced by these efforts to protect/improve the 

environment. 

6.0 Recommendations 
Research is needed to develop generic damage curves and equations for use by 

coastal engineers for a wide range of practical applications. This dune design 
information could be developed through the systematic application of numerical 
models (e.g. SBEACH) plus confirmation of the results using large scale laboratory 
experiments and field data. The influence of the beach width should be quantified and 
design recommendations presented to aid the coastal engineer in dune design. 

More case studies are needed comparing the life-cycle, costs of "soft" versus 
"hard" solutions for shore protection. 

Table 5 "Soft" Versus "Hard" Alternatives for Storm Damage Mitigation 

• Shore Protection 
• Economics - Initial Costs 

Maintenance Costs 
Total Costs 

• Environmental Consequences 
• Recreation and Aesthetics 
• Permit Application 
• Public Perceptions 
• Navy's Image 

Combined Total 

ALTERNATIVE 
"SOFT" 

Beach/Dune 
Buried Seawall 

"HARD" 
Armored 

Revetment 
• • 
• 

• 
• 
• 
• 
• 
• 
• 
• 
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CHAPTER 231 

HURRICANE OPAL INDUCED CHANGES ON NATURAL 
AND NOURISHED BEACHES, WEST-CENTRAL FLORIDA 

Richard A. Davis, Jr.1 and Ping Wang2 

ABSTRACT 

Twenty-six beach profiles were surveyed immediately after the passage of storm 
conditions and were compared with pre-storm situations. They include 1) eleven 
locations spread throughout the entire 60 km reach of the Pinellas County coast 
including wide, narrow, natural and nourished sites, with and without seawalls; and 
2) 15 locations confined to three adjacent nourishment projects along 14 km of 
Sand Key. 

The overall behavior of the nourished and natural beaches along the 60 km 
reach of coast was similar, displaying a general trend of 1) shoreline erosion ranging 
from 2 to 10 m, 2) upward and landward migration of the nearshore bar, and 3) 
backbeach accumulation and increase in the berm height. Shoreline orientation and 
beach sand composition played no significant role in beach performance during the 
storm. The technique of dry beach replenishment using a dragline and conveyer 
belt may contribute to the more severe shoreline erosion at the Indian Shores 
nourishment project as compared to the traditional pumping technique used at 
Indian Rocks Beach and Redington Beach. 

Temporary berm accumulation and shoreline accretion were recorded at two 
chronically eroding locations downdrift of structures. The shoreline accretion was 
caused by the landward sand transport induced by the storm waves. The storm 
accumulation was eroded by the normal-weather longshore sediment transport 
within three months after the storm. 

The current version of SBEACH model (Larson and Kraus 1989) failed to 
reproduce the Opal-induced beach changes in the surf zone. The unsuccessful 
prediction was attributed to the uncertainties in offshore wave measurement, and 
morphological and computational complications caused by the exposure of hard 
bottom in the nearshore region. 

1) Director and Distinguished Research Professor, Coastal Research Laboratory, 
Department of Geology, University of South Florida, Tampa, FL 33620, USA; 

2) Research Associate, Coastal Research Laboratory, Department of Geology, 
University of South Florida, Tampa, FL 33620, USA. 
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INTRODUCTION 

Hurricane Opal passed about 250 km to the west of the west-central Florida 
coast in its northerly path toward the Florida panhandle in early October, 1995. The 
speed of the hurricane center (Fig. 1) in the central Gulf of Mexico was relatively 
slow. The slow speed generated abnormally long-period, high waves in the Gulf. A 
storm surge of about 1 m was measured in the study area along the west-central 
Florida coast (Fig. 2). The energetic conditions and the storm surge lasted for 
approximately two days during spring tide conditions. 
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Figure 1. Storm track of Hurricane Opal and NOAA's wave buoy and tide gage. 
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Figure 2. Measured significant wave height, average wave period, and storm surge 
by the NOAA buoy station 42036 and Clearwater tide station. 
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The significant wave height measured by the NOAA wave buoy (Fig. 1) reached 
a maximum over 9 m. Although the average wave period as shown in Figure 2 was 
less than 10 s, the dominant wave period reached 13 to 14 s during the peak of the 
storm. A storm surge of nearly 1 m was measured by the NOAA Clearwater tide 
station at the northern boundary of the study area (Fig. 2). 

Twenty-six beach profiles were surveyed immediately after the passage of storm 
conditions and were compared with pre-storm profiles which were surveyed 1 to 2 
months before the storm. Each profile was surveyed to a depth of 1.5 m below 
NGVD along a shore-normal transect. The 26 profiles are located along nearly 60 
km of coast in Pinellas County, Florida and are part of an ongoing, long-term study 
of beach dynamics. Both natural and nourished beaches were included with 
construction ranging from 2 years old to nearly 10 years. The study area has a 
coastal orientation that ranges over about 40 degrees with a broad headland in the 
middle (Fig. 3). The shoreface gradient ranges from about 1:400 to 1:700 with the 
steepest being at the headland. 

100 200        300 

SKW 

SandfCey 

0      5     10    15     20      / 
—=^—=    / 

kilometers        

Figure 3. Study area in Pinellas County, Floirda. The eleven sites are indicated by 
the lettered arrows. The 15 nourished locations are equally spaced at 300 m 
intervals on central Sand Key. 

The objective of this study was to examine the hurricane-induced beach 
morphology changes through the comparison of profiles surveyed before, 
immediately after, and 4 to 8 months after Hurricane Opal.   Different types of 
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beaches with different orientations and different degrees of human activities 
including natural and nourished, with and without seawalls, were examined and 
compared. Dominant direction of sediment transport during storm and normal- 
weather conditions is discussed. The application of the SBEACH model in 
predicting the storm induced beach changes along west-central Florida coast is also 
examined. 

STUDY AREA 

Two sets of profiles were surveyed: 1) eleven locations spread throughout the 
entire 60 km reach of coast including wide, narrow, natural and nourished beaches, 
with and without seawalls; and 2) 15 locations confined to three adjacent beach 
nourishment projects along 14 km of Sand Key (Fig. 3). The dominant longshore 
sediment transport along the entire coastal reach is toward the south, but there are 
local reversals. Two locations (SKW and UB), downdrift of structures, are 
experiencing severe beach erosion. SKW (Fig. 3) is currently protected by seawalls. 
The chronically eroding Upham Beach (UB in Fig. 3; Leonard et al. 1989, Dixon 
and Pilkey 1989) was protected by sand bags and renourished for the fifth time in 
the last 20 years in May, 1996. 

Three adjacent beach nourishment projects were constructed on Sand Key. Five 
locations, R74, R75, R78, R80, and R81, were surveyed on Indian Rocks Beach 
which was nourished in 1990. The middle project at Indian Shores (R86, R87, R89, 
R91, and R92) which is located on the protruding headland was nourished in 1992 
and the southern project at Redington Beach (R98, R99, R106, R107, and R108) 
was nourished in 1988. The nourishment at Indian Shores was constructed 
differently from the two adjacent projects. Instead of using the conventional 
pumping, the sand was replenished dry with a dragline and conveyer belt. The less 
expensive dry fill resulted in a looser packing than the wet pumping. The nearshore 
wave energy is usually higher at the Indian Shores headland due to the steeper 
shoreface gradient than at the adajcent Indian Rocks Beach and Redington Beach. 

Sediment properties on natural beaches are different from those on the 
nourished beaches. Natural beaches or beaches that have not been nourished for the 
last decade or so are typically composed of well-sorted fine sand with less than 10% 
shell gravel. Nourished beaches, especially the two recently constructed at Indian 
Rocks Beach and Indian Shores, have significant amount of shell gravel, generally 
more than 20 %, inherited from the borrow material. Sediments in the swash zone 
have even higher shell-gravel concentration. 

OPAL-INDUCED CHANGES ON NOURISHED BEACHES 

All the nourished sites showed shoreline erosion of 2 to 10 m (Fig. 4A). The 
protruding 4-year old Indian Shores suffered the most shoreline loss, ranging from 8 
m to over 10 m. The 8-year old Redington Beach lost the least shoreline, from 2 to 
8 m. The 6-year old Indian Rocks Beach lost between 5 to nearly 10 m. The severe 
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shoreline erosion at Indian Shores headland is believed to be caused by a 
combination of high wave energy and loose packing. 

The sand-volume change above the -1.5 m NGVD datum was generally small, 
ranging from 15 m3/m gain to 17 m3/m loss (Fig. 4B). Although most of the 
locations lost 2 to 17 m3/m sand, five of the 15 locations gained various amount of 
sand. The trend of volume change was not as apparent as the shoreline change. 
The reason for the less distinctive trend of volume change as compared to shoreline 
change was that the volume loss at the shoreline was compensated by the landward 
and upward migrations of the nearshore bar and the accumulation on the backbeach, 
forming a higher berm (Fig. 5). 

F* •A   '   R78   '   R81   '   Fib   '  R91   '   R98   ' Rl'o6 ' Rl'o8      "       R^4   '   R78   '   R81   '   R8; 
R75      R80      R86      R89      R92      R99     R107 R75       R80 

Profile ID. 

7       R91       R98      R106     R108 
R89       R92       R99      R107 

Profile ID. 

Figure 4. Shoreline (A) and volume (B) changes on the nourished beaches. 

R80: Indian Rocks Beach R106: Redington Beach 

Pre-Opal 

Post-Opal 

8 months 

Distance (m) Distance (m) 

Figure 5. Beach profile changes: before, immediately after, and 8 months after. 

It is generally assumed that large storm waves induce seaward migration of the 
breaker-point bar (e.g., Komar 1976, Dean 1995). This hypotheses which was 
developed from the original beach cycle study of Shepard (1950) has been used 
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broadly in shoreface-development studies (e.g., Pilkey et al. 1991). Larson and 
Kraus (1994) documented landward sediment transport during 3 of the 4 examined 
storms in 1989 and 1991 at Duck, North Carolina. Lardward and upward migration 
of the nearshore bar induced by Hurricane Opal was measured on all the barred 
locations in the present study along the 60 km study area (Fig. 5). This landward 
migration of nearshore bar was also observed by Stone et al. (1996) on the Florida 
panhandle. Shoreline recovery and seaward migration of the nearshore bar was 
measured 4 and 8 months after Opal, indicating a seaward transport during the 
normal-weather conditions. 

Seasonal beach cycles like those observed along the U.S. Pacific coast (e.g., 
Shepard 1950, Inman et al. 1993) are not observed along west-central Florida 
coasts. The landward migration of the nearshore bar observed in this study cannot 
be explained by the seaward shift of breaker point during high-energy storm wave 
conditions, which would result in seaward migration of the breaker-point bar. The 
unexpected upward and landward bar migration indicates that in addition to the 
wave steepness and the location of breaker point, the nearshore bar migration may 
be also controlled by other factors. Further study is needed to understand the 
mechanism of landward bar migration during storm conditions. 

Another morphological change that was observed at all the profile locations 
except the "hot spot", R106 (Fig. 5B), was the accumulation on the backbeach. A 
large amount of sand was deposited landward of the previous berm crest. The berm 
crest was shifted landward and higher than before. The thickness of the wedge- 
shaped accumulation decreased landward and terminated, at most of the nourished 
locations, before the accumulation reached the seawalls. The backbeach 
accumulation was the thickest, up to 1 m thick at the storm-berm crest, on the high- 
energy Indian Shores headland, and the thinnest on the relatively low-energy 
Redington Beach. 

Significant shoreline recovery and the seaward migration of the nearshore bar 
were observed 8 months after the storm (Fig. 5). The shoreline recovery resulted in 
more gentler beach than the storm beach, especially in the vicinity of the shoreline. 
The backbeach accumulation remained unchanged because the storm berm crest is 
beyond the reach of wave uprush under normal weather conditions. 

Natural beaches or those that have not been nourished in the last decade or so 
(CBI, MB, TI, LKNW, and PAG in Fig. 3) showed a similar general trend, i.e., 
shoreline erosion, landward migration of nearshore bar, and backbeach 
accumulation, across the entire 60 km study area. The amount of shoreline retreat, 
ranging from 2 to 10 m, was similar to that measured on Indian Rocks Beach and 
Redington Beach and was less that that on Indian Shores (Fig. 6A) headland. 
Volume change above -1.5 m NGVD was generally small, mostly less than 15 
m3/m, and showed similar trend (Fig. 6B) as that observed on nourished beaches in 
Sand Key. 
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Figure 6.  Shoreline (A) and volume (B) change of the 11 locations along Pinellas 
County, Florida. 

OPAL INDUCED CHANGES ON THE CHRONICALLY ERODING 
STRUCTURED BEACHES 

Two of the beaches that are historically erosional, SKW and UB (Fig. 3), are 
both downdrift of structures. Scour behind the seawall and damage to the adjacent 
residential buildings occurred due to storm wave over-topping at both locations. A 
significant amount of sand accumulation was measured in front of the seawall at 
SKW, and the sand bags at UB were buried by sand that was deposited on the beach 
(Figs. 6, 7). As much as 26 m of shoreline accretion with nearly 60 m3/m volume 
gain was measured at SKW immediately after the storm. Ten meters of shoreline 
accretion and 35 m3/m volume gain were measured at UB just south of the wave- 
dominated inlet, Blind Pass (Davis and Gibeaut 1990). Large carbonate rock 
fragments characteristic of the Tampa Limestone which is exposed offshore were 
found on the storm beach, indicating that the sediment was transported landward 
from offshore during the storm. It is believed that the seawalls and sand bags 
induced significant energy dissipation during the storm surge. The fast rate of 
energy dissipation resulted in backbeach accumulation above the normal wave 
uprush limit. 

The temporary sediment accumulation induced by Opal was eroded completely 
within four months after the storm (Fig. 7). The longshore transport under normal 
weather and the lack of updrift sediment supply are believed to be responsible for 
the erosion. The southward transport is evident at Upham Beach (UB) from the 
most recent beach nourishment. A profile, LKW (Fig. 3), about 150 m south of the 
UB location, was surveyed as part of a long-term beach monitoring program. A 
large amount of sediment was replenished on the Upham Beach about 7 months 
after the storm. The LKW location was about 80 m south of the nourishment 
project. Significant shoreline erosion was measured at UB only 3 months after the 
nourishment (Fig. 8). Remarkable accumulation was measured at the LKW location 
during the same period.   The shape and slope of the shoreface at Upham Beach 
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remained fairly constant, suggesting that the shoreline retreat was not caused by the 
cross-shore profile adjustment. It is evident that the southward longshore transport 
is the cause of the long-term beach erosion at Upham Beach as well as the erosion 
of the storm accumulation from Opal. 
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Figure 7.    Temporary accumulation induced by Hurricane Opal on structured 
beaches. 
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Figure 8.    Shoreline erosion at the recently nourished Upham Beach and sand 
accumulation at the downdrift beach. Note the differences in scale. 

The seawall and stablizing sand bags effectively protected the coast and 
dissipated a significant amount of wave energy during Hurricane Opal. The 
structures are not capable of controlling regional and long-term beach changes 
caused by longshore sediment transport.   Beach nourishment not only provides a 
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buffer for normal weather shoreline erosion caused mainly by longshore sediment 
transport but also protects the coasts against dramatic storm events. 

SBEACH MODELLING OF THE BEACH PROFILE CHANGES 

SBEACH, the numerical model for simulating storm-induced beach change 
(Larson and Kraus 1989), was applied to reproduce the Opal-induced beach profile 
changes along west-central Florida coast. The offshore wave condition measured at 
the NOAA's 42036 wave buoy and the water level measured at the NOAA's 
Clearwater tide station (Fig. 2) were used as the key hydrodynamic input data. The 
numerical modeling was applied to the 15 locations on Sand Key. An average grain 
size of 0.33 mm obtained from over 1100 samples was used to represent the 
sediment. The model was calibrated at two locations, one at the northern Indian 
Rocks Beach and one at the southern Redington Beach. 

Examples of SBEACH modeling are illustrated in Figure 9. The trend of 
shoreline erosion induced by Hurricane Opal was successfully reproduced by the 
SBEACH model, although the magnitude of the shoreline erosion was over 
predicted. The backbeach accumulation and the unexpected upward and landward 
migration of the nearshore bar were not predicted. The bar/trough features were 
basically absent from the predicted profiles. The increased berm height and the 
wedge-shaped sediment accumulation on the backbeach were not predicted, on the 
contrary, significant berm erosion and a much gentler beach slope near the 
shoreline, as compared to the pre-storm situations, were predicted. 

The unsatisfactory SBEACH modeling is believed to be caused by the 
uncertainties in input wave data and regional morphological and geological 
complications. A significant wave height of over 9 m with a relatively short wave 
period of less that 10 s was measured by the NOAA's 42036 wave buoy offshore 
west-central Florida. The 9 m significant wave height was much larger than that 
observed in the nearshore (3 to 4 m, as printed on the local newspaper). The over- 
predicted backbeach erosion is believed to be caused by the possibly exaggerated 
wave height. This assumption was proved by using an arbitrary smaller wave 
height of 3.5 m. Much less backbeach erosion was predicted with the smaller input 
wave height. 

The nearly horizontal hard bottom composed of Tampa Limestone violated the 
bottom boundary condition of movable sand assumed in the current version of 
SBEACH. The depth of the hard bottom decreases from north to south. At 
northern Indian Rocks Beach, the hard bottom is exposed at 7 m, the depth 
decreases to about 3 m at the southern Redington Beach. Based on the wave 
breaking criterion used in the SBEACH model (Larson and Kraus 1989), the nearly 
horizontal hard bottom is within the breaker zone during the peak of the storm 
conditions with over 9-m waves. The current version of SBEACH is not capable of 
incorporating the non-erosible hard bottom, especially when the hard bottom is 
within the breaker zone. The above situation will be an ideal field test for the 
updated   SBEACH   model   (N.C.   Kraus,   personal   communication;   available: 
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December 1996, Randy Wise, personal communication) which will incorporate the 
influences of non-erosible bottom. 
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Figure 9. Measured and predicted beach profiles; A) R74, Indian Rocks Beach; and 
B) R106, Redingtion Beach. 

SUMMARY AND CONCLUSIONS 

The overall behavior of the nourished and natural beaches during the passage of 
Hurricane Opal is similar. All surveyed beaches along the 60 km reach of coast 
displayed a general trend of shoreline erosion, upward and landward migration of 
the nearshore bar, and accumulation on the backbeach resulting a higher berm. This 
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trend was observed on beaches with different orientations and different sediment 
compositions, ranging from less than 10% shell gravel on natural beaches to greater 
than 30% shell gravel on nourished beaches. This indicates that shoreline 
orientation and sand composition played no significant role in beach performance 
under storm conditions. 

It is apparent from the data collected on the three adjacent and differently 
constructed nourishment projects on Sand Key that they behaved differently. The 
oldest showed least change and the most recent showed the most. The most recent 
project was also constructed without the benefit of dredging and pumping, thus 
creating a loosely compacted beach. The loose packing contributed to the greater 
rate of erosion. 

The two chronically eroding locations downdrift of structures behaved 
differently from the nourished and natural beaches. Significant shoreline accretion 
was measured at the two locations, with one protected by seawalls and the other 
protected by sand bags, immediately after the storm. A large amount of sand 
accumulated on the beach in front of the structure resulting from the storm-induced 
landward transport. The temporary storm accumulation was eroded by the normal- 
weather longshore sediment transport within 3 months after the storm. 

The current version of SBEACH model failed to reproduce the Opal-induced 
beach changes along west-central Florida coast. The unsuccessful prediction is 
attributed to uncertainties in input wave data and the model's limitation in 
incorporating the non-erosible hard bottom in the study area into the computation. 
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CHAPTER 232 

Modelling Sand Transport and Profile Evolution on Macrotidal Beaches 

PauLRFisher1 & TimJ.O'Hare2 

Abstract 

An empirical model is presented which simulates the effect of tidal 
translation of cross-shore sediment flux patterns, in support of a hypothesis that 
wave height and tidal range are the key influences in the formation of characteristic 
macrotidal beach profiles. The energetics-based model is based upon field 
observations of cross shore currents and sediment fluxes from three high-energy 
macrotidal (tide range>4m) locations around the U.K, chosen as representations of 
dissipative, intermediate and reflective environments (after Wright and Short, 1984). 
The observed depth-dependant flux patterns are translated across linear beach 
profiles, with gradients modelled from sediment characteristics (Dean 1977, Kriebel 
et al 1991), the evolution of characteristic macrotidal beach profiles and the 
development of attendant features such as break-point bars, low tide terraces, and 
steepened foreshores are observed. 

Introduction 

The morphological significance of tidal translation of the swash, surf and 
shoaling wave zones across the beachface has received increasing attention over the 
last fifteen years (Wright et al (1982), Short (1991), Masselink (1993), Masselink 
and Short (1993)). It has been suggested that the continual variation in water depth 
by the tidal signal in a macrotidal environment is responsible for temporal variations 
in 
local dynamics. Furthermore, the intermittence of swash and surf processes in the 
high-tidal zone modifies the dynamics of that zone, whereas the mid and low-tidal 
zone dynamics are more similar to nearshore and offshore zones on micro-tidal 
beaches (Wright et al, 1982). 

This contribution sets out to give some insight into the effects of asymmetric 
residence times of the water level on the beachface within macrotidal regimes. 

'Research student, 2Senior Lecturer, Institute of Marine Studies, University of 
Plymouth, Drake Circus, Plymouth, Devon, UK, PL4 8AA 
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According to the classification of Bird (1969) macrotidal regimes are those 
locations where the mean maximum tidal range during a month is greater than 4 
metres, mesotidal regimes experience a mean maximum tidal range between 2 and 4 
metres, and microtidal regimes are between 1 and 2 metres. While much work has 
been done relating the effects of a varying wave field on sediment transport 
processes in macrotidal regimes, (e.g. Wright et al (1982), Wright and Short 
(1984)), it is not clear how transport processes are modulated by a continual rise 
and fall of the water level by the tidal signal. This effect is pronounced within 
macrotidal environments where migration velocities and widths of swash, surf and 
wave shoaling zones are variant during the tidal cycle dependant on(a) the phase of 

0.00 ->• Tidal cycles      o.50 0.75 1.00 

offshore 

Figure 1. Tidal translation of swash, surf and shoaling zone processes across a 
beachface of exponential form. Because of the shoreward increasing beach gradient 

swash, surf and shoaling zones narrow significantly at high tide levels. 

the tide and (b) the local gradient of the beach. The tidal variation in magnitude and 
position of these zones is illustrated in Figure 1 for the case of an exponential 
beachface. The approach taken in this study is to oscillate simple empirical models 
of cross-shore sediment transport across a beachface, allowing the profile to 
respond to the resulting patterns of erosion and deposition. The empirical model 
used is constructed from field observations of water and sediment dynamics at a 
variety of high energy macrotidal locations around the U.K during the British Beach 
and Nearshore Dynamics (B-BAND) experiment. 

A useful overview of the B-BAND experiment is given by Davidson et al 
(1993).   This three-year experiment investigated surf zone processes at three high 
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energy macrotidal locations around the UK. The sites were chosen to represent 
dissipative, intermediate and reflective beaches following the morphodynamic 
classifications of Wright and Short (1984). The locations are illustrated in Figure 2 
along with typical beach profiles and are described briefly in turn. 

Llangennith: A dissipative high energy 
beach with a shallow beach gradient 
(0.014-0.020) with fine to medium quartz 
sands (D50=0.21mm). This beach is west 
facing, has a tide range up to 9 metres, 
and broad surf (up to 350m) and 
intertidal (~ 500m) zones. 

Spurn Head: An intermediate beach 
located near the end of a 5km long spit 
facing the North Sea. The beach profile 
comprises a steep high tide beach (tan(3 ~ 
0.0975) and a low tide terrace (tanP ~ 
0.023, and D5o=0.35mm). This beach has 
a tide range up to 6m and experiences 
strong longshore tidal currents which 
have a significant effect on surf zone 
dynamics. 

Teignmouth: A reflective beach site 
facing south-east into the English 
Channel sheltered from Atlantic swell. 
The beach is backed by a sea wall, and 
has a gradient of 0.067-0.142. Cross - 
shore variation of sediment size at this 
location is significant, with a D5o value of 
0.24mm. Tidal range is 6 metres. 

Figure 2. Location of B-BAND field sites around the UK, showing typical cross- 
sectional profiles. 

Shape Function Approach To Sediment Transport 

Foote (1994), Foote et al (1994), and Russell and Huntley (1996) examined 
field measurements of cross-shore sediment transport from these three locations. 
They calculated velocity moment contributions to sand transport, by assuming the 
instantaneous velocity field to be composed of the following contributions: 

u = u + us +uL (1) 
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where u is the mean flow, us is the incident wave component of velocity, and uL is 
the long wave component. Using Bagnold's (1963, 1966) unidirectional stream 
flow total load sediment transport model, modified by Bailard (1981, 1987) for 
cross shore sediment transport under bi-directional flow, Guza and Thornton (1985) 
used field measurements to examine the relative importance of the velocity moment 
terms in Bailards model, and found the transport significant terms to be (in 
normalised form): 

SWF 

HWF 

for bedload transport, and (2) 

for suspended load transport (3) 

Foote et al (1994) examined the cross-shore distribution of the significant 
moments for bedload and suspended load and found in both cases that the sum 
predicted a net onshore movement shoreward of the breakpoint and a net offshore 
movement seaward of the breakpoint. To clarify this pattern for each case they 
normalised the water depth by the depth of wave breaking. The position of wave 
breaking was determined from the position of maximum wave height from pressure 
transducer records and this was checked with visual observations in the field. 
Combining data from all three field sites they noted that not only was there a pattern 
of net onshore transport shoreward of wave breaking and a net offshore transport 
seaward of it, but that a curve could be reasonably fitted through the velocity 
moments calculated for the interim positions. 

They subsequently proposed the existence of quasi-universal, cross-shore 
sediment transport spatial distribution curves for bed load and suspended load on 
high energy beaches. These sediment 'shape functions' are illustrated in Figure 3. 
Third order polynomials are fitted through each data set, with one root at x=0, y=0 
(zero transport at the shoreline). O'Hare (1994) proposed that this 'shape function' 
approach be adopted to develop a tentative cross-shore sediment transport model, 
suggesting that the patterns observed in the B-BAND data are in fact required by the 
break-point bar hypothesis, and that characteristic macrotidal profiles may be 
constructed by the repeated tidal excursion of the shape function. This contribution 
presents the preliminary results from the development of such a model. 
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Figure 3. Sediment transport shape functions obtained from the B-BAND data. 

Model Description 

The simulation model migrates the proposed shape functions for bed and 
suspended load across a beachface. The input parameters for the model are breaker 
height H,, grain diameter <|>, tide range, wave period T, sediment and fluid densities 
ps and p, gravity, kinematic fluid viscosity u, bed drag coefficient Ca, and bed and 
suspended load efficiencies 8b and ss. Related parameters such as sediment repose 
angle, tan(j), and sediment porosity, n, are evaluated using an empirical model 
(Allen, 1970). 

The first stage for the simulation model is to evaluate the grain buoyancy 
and fall velocity of the beach sediment according to the CERC Shore Protection 
Manual procedures (US Army Corps of Coastal Engineers, 1984): 

Grain buoyancy (A): 
(ps-p)gD3 

(4) 
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Sediment fall velocity (w): 

W: 
1 (ps~p)gD2 

18      p        u 

(for A<39) 

f(p. ~ P)g 
0.7 

•D 1.1 

0.4 6u 

(for 39<A<104) 

f(ps-p)gP 
{    0.9 lp 

(forA>104) 

0.5 

(5) 

Breaking depth is then calculated iteratively according to the model of Le Mehaute 
(1961) using an initial estimated value for breaking depth (taken as 5m): 

Hb(gdbT2)   gT2 

0.12tanh27tdu 
(6) 

Next breaker coefficient (y) and breaking wavelength (Lb) are evaluated from: 

y = 5L (from Gab/in, 1972) (7) 

Lb=-y/gdbT2     (assuming shallow water) (8) 

The preliminary (linear) gradient of the profile is evaluated at closure depth, dc, (the 
outer root of the transport polynomial) from Dean (1977) and Kriebel et al (1991): 

( 

tan(3 = 
2.25 („,i 

\\ 

Where Xc is the offshore distance to closure.     (9) 

The model starts at high tide with a vertical increment of 0.1 metres. Water 
depth is simply calculated by subtracting the profile level (initially linear) from the 
still water level. Next a simple model of shoaling wave height is used to determine 
velocity scales to apply to the polynomial coefficients. The model, again using 
shallow water approximations is linear from the shore to the breakpoint (depth = 
0:gd), and offshore of the breakpoint, takes the form 

H: H, (10) 

The shoaling wave heights are used to calculate cross-shore varying maximum 
orbital velocities from: 
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(11) 

umax is used to evaluate u2 by assuming a sinusoidal variation in u within the wave 

period, u2 is then used to scale the transport coefficients. Normalised depth, i.e. 
depth over breaking depth, is calculated cross-shore, so that bedload and suspended 
load velocity terms may be calculated from the B-BAND derived coefficients giving 
the u2|u| term for bedload transport and u3|u| for suspended load transport. The 
transport coefficients from the B-Band field data are then: 

Ibed coeff 

f A\ 
-1.58 

.dJ 
+ 5.79 

A2 

-4.59 
fA> 

vac/ 
bed load (12) 

Isus, coeff 

u3u 

FT 
-4.15 + 14.17 suspended load   (13) 

The expression for bed and suspended load transport, i, from Bagnold (1966) and 
Bowen(1980)is: 

Jbed: 
sbCDpIbedc 

tanc|)- 
up (14) 

^suspended 
ssCDpIsusc, 

W-uP 
(15) 

where Sb is a bedload efficiency factor, C<j is the drag coefficient for the bed, p the 
density of fluid, tancj) is the angle of repose of sediment and tanp the beach slope. 
Similarly for suspended load transport ss is a suspended load efficiency factor, w is 
the sediment fall velocity and u is the instantaneous orbital velocity. Because our 
data provides a time averaged expression for u2|u| and u3|u| respectively, it is 
difficult to isolate the instantaneous orbital velocity to evaluate the slope terms in 
the denominator of the two expressions. In this contribution they are ignored (ie. 
uP is set to zero in the denominators). 

The total cross-shore immersed weight sediment transport rate is the sum of 
expressions (14) and (15), and the total volumetric transport rate, Q, is thus 
determined by: 
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l"l _       bed        suspended (Af%\ 

(Ps-Pw)g(l-n) 

where ps and pw are the sediment and fluid densities, g is gravity and (1-n) is the 
packing of settled grains (where n is the void ratio). 

The sediment is then moved across the profile on the basis of the gradient of 
the volumetric transport rate, and the submerged part of the new profile is smoothed 
so that each point on the new profile is elevated or lowered to the mean of the 
height of its two neighbours. Having completed all these calculations for a 
particular tide level, the tide is moved at intervals of l/100th of a tidal cycle through 
a simple sinusoid, and the process repeated. 

Clearly the model works on several underlying assumptions, which may be 
summarised as follows: 

1. The energetics model is valid. 
2. Downslope and upslope transport are equal. 
3. Airy wave theory is appropriate. 
4. There is transmission of wave energy through bars. 
5. Longshore transport is ignored. 
6. Swash zone transport is ignored. 
7. Sediment supply is unlimited. 
8. No avalanching can occur. 
9. There is a sinusoidal monochromatic tide signal. 

Model Results and Discussion 

Figure 4(a) shows the results of a model run with zero tidal range and a 2m 
breaking wave. Sediment is continually eroded at the shoreline and deposited 
offshore. The transport convergence point gradually moves offshore, the rate of 
movement being governed by the asymmetry of the transport profile in the surf 
zone, and the magnitude and asymmetry of the transport profile in the shoaling wave 
zone. As the profile evolves what started initially as an area of onshore erosion in 
the shoaling wave zone gets filled in by the offshore movement of sediment due to 
broadening of the surf zone. The plateau corresponds to the level of peak offshore 
transport, as modified by the wave energy profile. The onshore transport region 
quickly narrows into a spike as the beach gradient in the shoaling zone becomes 
steeper and steeper. Profile changes from cycle to cycle get smaller, suggesting that 
the model is approaching an equilibrium state. 

Figure 4(b) shows what happens in the model when a tide range is 
introduced, so that the water surface is continually fluctuating and the transport 
zones migrate up and down the beachface. A pronounced high water bar forms, but 
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Figure 4. (a) Profile evolution through four tidal cycles with no tidal range and 2m 
wave height, (b) With 4m tidal range and 2m wave height, (c) Model sensitivity to 

tidal range 2, 4 and 6m tides (all with 2m waves), (d) Model sensitivity to wave 
height: 1, 2 and 3m breaking waves (all with 4m tide range). 
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the low water bar, corresponding to a depth from high water of approximately 6 
metres, appears to be suppressed as a result of residence in both offshore and 
onshore transport zones. The area shoreward of the high water bar only ever 
resides in a zone of offshore erosion. Again the pattern of erosion and deposition is 
determined by the total effect of the transport profile, as modified by the shoaling 
wave energy profile. As the profile develops it appears to be approaching an 
equilibrium, and changes through time become progressively smaller. Because of 
the smoothing technique used, what is happening at the shoreline and in the offshore 
regions is that the elevation of cells outside of the transport zone is being modified 
by those inside, simulating a slumping effect. This model will only run for 
approximately 4 tidal cycles before it demands sediment from the very top, or very 
bottom of the profile, and fails a volume continuity test. 

Figure 4(c) shows the evolution of the model profile under different tidal 
regimes after 4 tidal cycles, with 2 metre waves. The figure demonstrates the 
suppressing effect of larger tide ranges, with morphological change being the least 
for the 6m tidal range. In addition with the 6m range the high and low water bars 
become separated from each other. The position of the high water bar is similar for 
all cases except for the case of no tide range, where the amount of erosion has 
pushed it slightly further offshore. 

Figure 4(d) shows the sensitivity of the model to wave height, it can be seen 
that the effect of increasing the wave height is similar to a reduction in tidal range - 
an increase in the magnitude of wave height leads to tendency for the profile to 
resemble the non-tidal case, lm waves have a negligible effect on the profile even 
after 4 tidal cycles, while with 3m waves the erosion is so substantial, that, as with 
the zero tide case, the bar is moved offshore by the erosion, to the extent that it 
becomes indistinct from onshore accretion at low water. 

Conclusion 

At this stage in its development the model is not able to quantitatively 
simulate the cross-shore profile evolution on 2-dimensional beaches from a 
knowledge of the wave and tide regimes and sediment characteristics, although that 
is a possibility with further development. What has been shown is that, using 
quantitatively accurate flux profiles, the model produces realistic beach profiles 
within reasonable time-scales. Also, as has been observed by researchers examining 
field data from macrotidal beach sites (e.g. Wright et al (1982), Jago & Hardisty 
(1984), Short (1991), Masselink (1993), Masselink and Short (1993)), the model is 
able to confirm that wave height and tide range are the key influences on the form of 
the cross-shore profile. 

The qualitative appearance of realistic features (offshore bar, intertidal 
terrace) indicates that the scale of macrotidal beach profile features can be predicted 
by the tidal translation of a transport shape function across the beachface.   The 
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model will now be used to explore more complex scenarios such as profile response 
to tide & wave field variations, and examine the effect of spring/neap variations 
within the tidal cycle. 
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CHAPTER 233 

BEACH EVOLUTION UNDER RANDOM WAVES. 

Patrick Holmes1, Thomas E. Baldock2, Ray T. C. Chan3 and M. Ahmad L. 
Neshaei3 

ABSTRACT 

This paper considers the evolution of steep mobile sediment beaches 
under random waves and results from a new experimental investigation are 
presented. Both hydrodynamic data obtained over fixed beds and the resulting 
profile evolution of fine, coarse and bimodal sediment beaches are discussed. 
Wave heights and undertow in the inner surf zone are found to be poorly predicted 
by commonly used numerical solutions. In addition, the undertow appears to be 
strongly influenced by wave grouping in the nearshore. The behaviour of the fine, 
coarse and bimodal sediment beaches are compared and contrasted. The fine sand 
beaches tend to erode in the inner surf and swash zones, with the sediment moving 
predominantly offshore to form a bar. In contrast, onshore sediment transport 
dominates over the coarse sand beaches, resulting in the formation of a berm 
above the initial still water level. The bimodal beaches show a similar evolution to 
the fine sand beaches. However, considerable sediment sorting occurs, with the 
swash zone largely denuded of fines and the coarser sediment deposited between 
the still water line and the bar. The data suggests that the stability of the coarse 
material is significantly reduced by the presence of fines, with little evidence of 
armouring effects under high incident energy conditions. 

1) INTRODUCTION 

The hydrodynamics within the nearshore region and the subsequent 
evolution of beaches under wave attack are important elements governing the 
stability of the coastal zone. However, numerical modelling of these processes has 
yet to result in consistent and realistic predictions of beach behaviour. The present 
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study addresses this issue and considers two key aspects of the problem; the 
undertow and the sediment particle size. The time mean flow, or undertow, is 
considered one of the dominant mechanisms in the erosion of beaches (Svendsen, 
1984). However, particularly under random waves, significant difficulties remain 
in the modelling of the undertow. This may in part be due to the difficulties in 
successfully predicting the wave motion in the inner surf zone (Hamm et al., 
1993). In the present study, a comprehensive series of measurements of both the 
wave heights and near bed horizontal velocity are compared to a deterministic 
numerical model of nearshore processes (Southgate and Nairn, 1993). 

Sediment size has a significant effect on both the magnitude and direction 
of sediment transport under wave action but the mechanics of the process are still 
poorly understood. Recent work by Work and Dean (1991) considered the effects 
of varying grain size on equilibrium beach profiles and showed that steeper 
profiles were found on beaches with larger grain sizes. However, most beaches 
exhibit a range of grain sizes, with frequent cross-shore sorting of sediment sizes. 
Moutzouris (1991) found that the coarsest sediments on a beach were generally 
found just seaward of the shoreline, while the finest sediments tended to be 
deposited on offshore bars. Mechanisms for this process have been considered by 
a number of authors (see Horn, 1991), but numerical models have so far resulted 
in little success. 

Bimodal sediment transport under unbroken waves over a flat bed was 
considered by Mansell (1992). This work indicated a transient process, whereby 
the winnowing of fine grains from the bed surface led to the formation of a coarse 
armour layer. Using model beaches, Quick and Dyksterhuis (1994) found some 
evidence of an armouring process at low energy conditions. In contrast, at higher 
energy conditions the coarser sediment had little effect on the profile evolution 
and the fines controlled the beach steepness. The beach permeability therefore 
appeared to have a controlling influence on the beach behaviour. However, 
previous experimental work has not considered the sediment sorting process on 
beaches and, in particular, the cross-shore distribution of sediment sizes. The 
present study considers this process and identifies key features that appear 
consistent with field observations. 

2) HYDRODYNAMICS 

The experiments were carried out in a large wave flume in the Civil 
Engineering Department at Imperial College. This flume is 60m long, 3m wide 
and was used with a working depth of 0.9m. Waves are generated by a 
hydraulically driven bottom hinged paddle with the facility to absorb wave 
components reflected from the far end of the flume. The end of the flume is 
subdivided into three sections to minimise cross-tank motions and consists of a 
composite beach, with an initial slope of approximately 1/20, rising to 1/10 at the 
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shoreline. Jonswap spectra with three different significant wave heights and wave 
periods were used (table 1). Data was collected over 330s at 25Hz, giving 8192 
points in each run. The water surface elevation was measured with standard 
surface piercing resistance type wave gauges and the wave heights calculated form 
the zeroth spectral moment Qirms^(8m^. The horizontal velocity 6mm above 
the fixed bed was measured using LDA and an acoustic Doppler velocitymeter 
(ADV). The ADV was less sensitive than the LDA to noise from air bubbles 
generated by breaking waves, and allowed velocity data to be obtained in very 
shallow water. 

Spectrum Hrms (mm) /,(Hz) T,(s) 
L 90 0.68 1.47 
P 70 0.68 1.47 
K 45 1.0 1.0 

Table 1. Random wave spectral characteristics. 

Wave heights 

Figures la&b shows the Hrms wave height across the surf zone for cases P 
and K respectively. In the outer surf zone, the numerical solution (based on the 
Battjes and Janssen (1978) approach) gives good results. However, in the inner 
surf zone the variance and, consequently the wave height, does not decrease to 
zero at the shoreline. Indeed, the wave height only reduces to about half that of the 
initial offshore wave height. This is because the steep beach slope allows waves to 
travel close inshore before breaking and forming bores. The set-up just shoreward 
of the initial shoreline position is found to be small (of order 5mm) and this is 
therefore not the reason for the observed increase in wave height in the inner surf 
zone. It is interesting to note that calculations of the wave height based on the 
spectral approach and a zero crossing analysis give very similar results in the inner 
surf zone. This is despite the fact that the wave heights frequently exceed the 
water depth. 

The measured spectra for case P are shown on figure 2, together with the 
smoothing interval and 95% confidence limits. Offshore of the breaker zone there 
is little energy in either the lower or higher harmonics, while just seaward of the 
initial shoreline the energy in the lower harmonics increases significantly. This is 
expected due to the generation of non-linearities by the shoaling process and the 
amplification of low frequency waves in shallow water. There is also a small 
frequency downshift of the spectral peak. However, the spectrum close to the 
shoreline is still dominated by energy close to the initial spectral peak frequency. 
The inner surf zone spectra are therefore significantly different from those 
observed on low slope beaches, where low frequency energy often dominates (e.g. 
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Holland et al., 1995). The present data are consistent with both the measured wave 
heights and the formation of bores with a frequency close tofp. 
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Figure la. RMS wave height across the surf zone, case P. 
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Figure lb. RMS wave height across the surf zone, case K. 
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Figure 2. Wave spectra for case P outside the surf zone and close to the shoreline. 
 x=-2m (d=200mm), x=-0.05m (d==10mm). 
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Undertow 

The time-mean flow, or undertow, averaged over the total run time is 
shown in figures 3a&b. For both cases P and K, the undertow in the outer surf 
zone is very well predicted. However, for case P, the maximum value of the 
undertow is over-estimated but the undertow close to the shoreline is under- 
predicted. The over-estimation of the maximum is probably due to the difficulty in 
determining the depth over which the forward mass flux should be averaged and 
the less well defined breakpoint (see figure la). In shallow water, and particularly 
with a significant degree of turbulence, it may be more realistic to average the 
mass flux over the mean water depth, rather than just below trough level as is 
usual (e.g. Svendsen, 1984). The under-estimation of the undertow in the inner 
surf zone is consistent with the presence of larger waves than predicted by the 
numerical solution. A similar effect may be observed for case K (figure 3b), 
where, in addition, the principal breakpoint is also closer to the shore than 
predicted (figure lb). This is likely to increase both the maximum value of the 
undertow and the undertow close to the shoreline. It therefore appears that a more 
realistic model for the nearshore wave heights is required for beach slopes of this 
steepness. 

Recent field measurements have suggested that suspended sand 
concentrations are strongly correlated with the occurrence of wave groups (e.g. 
Hay and Bowen, 1994). This prompted a closer examination of the velocity field 
beneath the random waves used in the present investigation. The measured 
Eulerian horizontal velocity, averaged over either one or three wave periods, 
shows significant variations in the "local mean" flow, which may be an order of 
magnitude greater than the long term mean. Figure 4 shows the velocity averaged 
over three wave periods, the wave height averaged over the same time period and 
the long term mean velocity. 
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Figure 3a. Undertow. Case P. 
 Depth, - • - data points, —0—Numerical solution. 
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Figure 3b. Undertow. Case K. 
 Depth, - • - data points, —0—Numerical solution. 

The variation in the "local mean" flow is strongly correlated with the 
occurrence of incident wave groups, which suggests that the groupiness of the 
wave field may be an important feature in suspended sediment transport. Note that 
the sign of the mean velocity has been inverted to show the correlation with wave 
height more clearly. The data show that large onshore mean velocities generally 
occur during the passage of smaller waves, while offshore mean velocities are 
found under the largest waves. If these variations in the mean flow are combined 
with coherent fluctuations in the concentration of suspended sediment, then a 
much large volume of sediment may be moved in suspension than a volume based 
on the product of the mean velocity and mean sediment concentration. 
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Figure 4. Temporal variations in the "local mean" flow. Case P. 
  Wave height, "local mean" flow (inverted), 
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3) Beach evolution 

Beach evolution experiments were carried out under random waves for a 
fine sand beach, a coarse sand beach and a bimodal sediment beach. In order to 
facilitate the experimental study, the sediment sizes needed to satisfy three 
criteria: 

1.   Both sediment sizes should be mobilised by the maximum velocity in the 
inner part of the surf zone. 
The ratio of the two sizes should be large enough to result in significantly 
different profile evolution as well as allowing them to be readily separated 
from the bimodal mixture. 
Each sediment should be well-sorted so as to produce the bimodal 
characteristics in the resulting grain size distribution of the mixture. 

2. 

3. 

Using these criteria, the sediment size for the coarse and fine sand 
respectively were chosen to be Dc= 1.5 mm and Df= 0.5 mm. The grading curves 
for the two sands and a 50:50 mix are shown in figure 5. Sediment beds with a 
thickness of 100 mm were laid over the existing solid beach and the water level in 
the flume raised by the same amount, resulting in the same initial beach profile as 
used while collecting the hydrodynamic data. The profile evolution experiments 
were conducted for a total duration of 240 minutes, using repeated 30 minute runs 
of the spectra shown in table 1. The flume was allowed to settle after each 30 
minute run and there was no evidence of the build up of significant seiching due 
to wave reflections. The experiments were carried out on the coarse and fine 
grained beaches separately to serve as controls and to provide comparison with the 
evolution of the bimodal beach. 
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Figure 5. Grading curves. 
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Profile evolution with uniform sediment size 

Several general observations apply to the beach profile evolution for each 
of the three spectra. Firstly, the coarse sand beaches tend to form a distinct berm 
shorewards of the initial SWL. The berm appears steepest for case P, which has 
the lowest deep water wave steepness. For the fine sand beaches, the formation a 
bar flattens the beach slope in the surf zone. Seaward migration of the bar was 
evident and the bar moves further offshore as the wave height increases. The SWL 
recedes shoreward in all cases, except for the coarse beach using case P. Examples 
of the cross-shore changes in bed level are shown on figures 6&7. A predominant 
onshore transport is observed in the case of coarse sand while the fine sand bed 
suffered much erosion around the shoreline, with sediment transported offshore to 
form a bar. 
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Figure 6. Change in bed elevation from original profile, case K. 
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Figure 7. Change in bed elevation from original profile, case P. 

Bimodal sediment sampling methods 

A 50:50 mix of coarse and fine sand was chosen for the bimodal beach. Two 
sampling devices were used to determine the changes in the composition of the 
bimodal beach after wave action. The first was a 25mm square spot sampler, 
which was used to take sediment samples along the centre line of the bed. The 
second was an in-situ section sampler, placed in position before laying the beach 
and used to lift whole sections of the bed material from the beach. The section 
sampler allowed a section of the bed to removed with minimal disturbance of the 
sample and enabled the vertical section of sediment sample to be analysed layer 
by layer (with layers as small as 5 mm). A calibrated fall tube was employed to 
sort the sampled material, allowing the change with depth in the mix ratio of the 
beach material to be ascertained. Further details of the sampling method will be 
available shortly in the Ph.D. thesis of R. T. C. Chan. In order to establish the 
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variability of initial bed composition a trial experiment was performed to sample 
the bimodal beach after it was laid. The sampling procedure included taking a 
section of the bed out (using the section sampler) at six different locations on the 
beach and 10 layers, each of 5 mm thick, were analysed at each location. The 
mean in-situ initial mix ratio was found to be 0.515 (coarse/total), with variations 
of less than 1% by volume between the different locations. 

Profile evolution with bimodal sediment 

Comparisons of the final beach profiles (after 240 minutes of wave action) 
for the fine, coarse and bimodal beaches are shown on figures 8a&9a for cases K 
and P respectively. The original profile in each case is also shown as a reference. 
The numbered circles at the top of each graph indicate the locations of the section 
samplers. Figures 8b&9b show the change in bed level from the original profile, 
where the positions of the section samplers are shown by the numbered triangles. 
The variation of the mix ratio (coarse/total) with depth at different sections of the 
beach is shown on figures 8c&9c. The experimental data show several features of 
particular interest. 

In the inner surf zone and swash zone, the final profiles for the bimodal 
beach resemble the fine sand profiles much more closely than those for the coarse 
sand. This is the case for all three wave spectra and is confirmed by the bed level 
changes (figures 8b&9b). The bar positions on the bimodal beach are shoreward 
of those found in the fine sand beach. Recalling that a seaward migration of the 
bar was observed on the fine sand beach, it is apparent that there is a tendency for 
the coarse sand to curb the bar from migrating offshore. On the bimodal beach, the 
surface of the shoreward slope of the bar is dominated by coarse sediment (refer to 
section 4a on figures 8c and sections 4,5 and 6 on figure 9c). This is in marked 
contrast to the higher proportion of fines found on the seaward slope of the bar 
(section 4b on figure 8c, section 7 on figure 9c). Finally, the foreshore (just above 
the SWL in the lower swash zone) of the bimodal beach tends to be denuded of 
coarse sand (sections 2 and 3 on figures 8c&9c). 

In summary, the results show that, although the bimodal sediment beach 
behaves in a similar fashion to the fine sand beach, in agreement with Quick and 
Dyksterhuis (1994), considerable sediment sorting has also been observed. The 
present data show that the region between the shoreline and the bar tends to be 
dominated by the coarse sediment. This appears consistent with the field data of 
Moutzouris (1990), which showed that the largest grain size often occurred just 
seaward of the shoreline. Within the swash zone, the fine sand within the mixture 
seems to destabilise the coarser sand. This facilitates the erosion of coarse sand on 
the foreshore, and is most conspicuous at the position of the steepest slope. A 
similar process is also evident on the seaward slope of the bar. This suggests that 
the mobility of the coarse sand in the mixture is substantially increased due to a 
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greater exposure and a reduction in friction in the presence of fines. This appears 
consistent with the results of Miller & Byrne (1966), who found that there is a 
reduction of the angle of repose when large grains sit on a bed of smaller grains. 

The difference in the evolution of the fine and coarse sand beds may be 
due to a combination of factors. The most dominant are probably a different 
threshold condition and a difference in the permeability of the beach material. A 
higher threshold condition for the coarse sand will tend to result in a greater net 
shoreward transport of sediment. The high permeability of the coarse sediment is 
also likely to lead to greater infiltration within the swash zone, reducing the 
backwash and leading to or increasing the asymmetry in the swash zone velocities. 
This hypothesis is consistent with the much larger berm formation observed on the 
coarse beaches. In contrast, the bimodal beach permeability will be largely 
controlled by the finest 10% of sediment within the mix (e.g. Hazen, 1892). 
Consequently, both the fine sand beaches and the bimodal beaches have a similar 
permeability. Since both beaches evolve similarly, the permeability appears to be 
the dominant controlling factor, as suggested by Quick and Dyksterhuis (1994). 
This has important implications for both numerical modelling of swash processes 
and beach recharge schemes. For example, if the fines control the beach 
permeability, and as a consequence the beach behaviour, the addition of coarser 
supposedly more stable sediment may have little effect on the overall stability of 
the beach. On the other hand, if the permeability is a controlling factor, beach 
drainage should be an effective method of beach stabilisation, although some 
questions remain as to its effectiveness. 
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Figure 8a. Profile evolution after 240 minutes, case K. 
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CONCLUSIONS 

The results of a new experimental investigation have been presented. 
Hydrodynamic data obtained over a steep fixed beach show that the wave heights 
and undertow in the inner surf zone are under-estimated by the numerical solution. 
In particular, the wave heights in the inner surf zone are not depth limited to the 
expected degree. This is a consequence of the steep beach slope, with insufficient 
time for wave breaking fully to establish. Significant wave grouping is evident in 
the nearshore. This leads to large local fluctuations in the "mean flow", which are 
strongly correlated with the wave groups. The profile evolutions of fine and coarse 
sediment beaches were found to be very different, with the fine sand beaches 
tending to erode to form a bar, while the coarser beaches generally accreted, 
resulting in the formation of a berm. The profile evolution of bimodal beaches 
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was found to be similar to that of fine sand beaches, although considerable 
sorting was observed. The data suggest that the permeability of beaches is of 
particular importance, in agreement with some previous studies. The presence of 
fines appeared to destabilise the coarser material within the bimodal beach, with 
little coarse material present on the bed surface in the swash zone and on the bar 
crest. In contrast, the coarse material appeared to have little effect on the 
movement of the fine sediment, with little evidence of armouring. Clearly there is 
a need further to investigate the influence of the fine/coarse ratio in bimodal 
sediments and to consider continuously-graded sediments. 
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CHAPTER 234 

BEACH PROFILE SURVEYS ALONG THE U.S. PACIFIC COAST 
1945-1947 

Nicholas C. Kraus1, M. ASCE, Robert L. Wiegel2, Hon. M. ASCE, Willard N. Bascom3 

ABSTRACT: The Wave Project at the University of California at Berkeley was 
established in 1944 to develop a relationship between nearshore waves and the 
underlying topography for supporting amphibious military landings. The project was 
continued for scientific purposes until 1952 under the more general name of "Wave 
Observation and Beach Surveys," including the Amphibious Oceanography Project. 
These early field observations are a central part of the genesis of coastal engineering 
in the United States. Beach profiles were surveyed by stadia and by amphibious 
vehicle along the coasts of Washington, Oregon, and California, and the results were 
documented in University of California, Fluid Mechanics Laboratory, reports in the 
HE-116 series. The profile survey measurements, now 50 years old, are still the only 
such data available for many beaches along the U.S. Pacific Coast. The data set thus 
comprises a valuable baseline for documenting change in the coast, and it is a 
resource on the morphology and grain size for high-energy beaches that are 
extremely difficult to survey. The profile survey plots in the limited-circulation 
reports have been digitized and are available for general access in the present study. 
This paper reviews the early measurement program and the available data set. 

INTRODUCTION 
The Wave Project of the University of California at Berkeley, sponsored by the Navy 

Department, was established in 1944 to develop a relationship between nearshore waves and 
the underlying topography for aiding in WWII beach landings. The project was continued 
for scientific purposes until 1952 under the more general name of "Wave Observation and 
Beach Surveys (WOBS)," including the Amphibious Oceanography Project. These early 
field observations are the genesis of coastal engineering in the United States, and a typical 
objective was "... to relate wave characteristics to beach changes and to collect sufficient data 
on surf, beach, and meteorological conditions to make a comparison with the results of 

1) Research Physical Scientist, U.S. Army Engineer Waterways Experiment Station, 
Coastal and Hydraulics Laboratory, 3909 Halls Ferry Road, Vicksburg, MS 39180. 

2) Professor Emeritus, Department of Civil Engineering, University of California, Berkeley, 
412 O'Brien Hall, Berkeley, CA 94720. 

3) Scientist-Explorer (geophysics and underwater archeology), 5137 Vista Hermosa, Long 
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existing forecasting procedures and general wave theory" (Stump and Bascom 1947). Beach 
profiles were surveyed by stadia and by amphibious vehicle (Dukw - pronounced "duck") 
along the coasts of Washington, Oregon, and California, supplemented by measurement of 
numerous types of coastal processes. The Wave Project and WOBS are believed to have 
made the first systematic and comprehensive field measurements of the beach profile, 
sediment, waves, and water level. The results were documented in the HE-116 series of 
Laboratory Memorandums of the Fluid Mechanics Laboratory, Department of Civil 
Engineering, U. of California, Berkeley. In the early years, this pioneering program was 
planned, financed, and directed by Dean Morrough P. O'Brien (U. of California, Berkeley) 
and by John Isaacs (U. of California, San Diego). Isaacs (1947) made all the surveys in 
1945, when he invented the system, and Willard Bascom made virtually all the rest, many at 
the risk of life. The profile survey measurements have been described authoritatively by 
Bascom (1964, 1980). The principals responsible for the work were M. P. O'Brien, 
J. D. Isaacs, W. N. Bascom, D. McAdam, D. Patrick, and R. L. Wiegel. 

Surprisingly, the profile survey measurements, now 50 years old, are still the only data 
available for many beaches along North Pacific coast. In fact, Dean O'Brien had insisted 
that the northern beaches be surveyed in the winter when there was violent surf (see Bascom 
1987 for further discussion), and it remains a challenge to repeat such measurements. The 
data set thus comprises a valuable baseline for documenting change in the beach that has 
occurred since that time, and it also serves as a rare resource on the morphology of high- 
energy beaches that are extremely difficult to survey. The data exist in limited circulation 
HE-116 reports as distance-elevation plots and have been little accessed, one exception being 
an article by Komar (1978), who discussed data from HE-116-229 (Isaacs 1947) and HE- 
116-247 (Bascom and McAdam 1947) for the Washington and Oregon coasts. 

The objective of the present work was to capture and preserve the profile data taken on 
the U.S. West Coast over the period 1945-1952. However, only data for the period 1945- 
1947 could be recovered in the present effort. For our study, the available profile survey data 
were digitized manually from the original drawings and the information transferred to 
magnetic media. This paper presents an overview of the data set, including the institutions 
and personalities behind the WOBS projects. The paper was prepared as a contribution for 
the celebratory theme "Coastal Engineering Heritage" (Kraus 1996) of the Twenty-fifth 
International Coastal Engineering Conference. Further information about the history of 
coastal engineering in the United States can be found in Wiegel and Saville, Jr. (1996). 

RESOURCES CONSULTED 
For this study, the originals of ten HE-116 reports were borrowed from the Water 

Resources Center Library, Department of Civil Engineering, University of California, 
Berkeley. Of these, five reports contained beach profile survey data. Table A1 of the 
appendix lists by report the beaches, years, and ranges for which profile data are available 
from these reports. The data set developed in the present study contains 216 profile surveys 
from nine beaches in Washington, six in Oregon, and 16 in California. 

Many of the reports contain black and white photographs, most taken from the ground, 
but with some from the air by military planes. HE-116-223 (Fluid Mechanics Laboratory 
1946) includes pictures and captions with the location and date for"...various beaches which 
were not at the time subjects of intensive study." In order to preserve the photographic 
record of west-coast beaches in the late 1940s and early 1950s, for the present project more 
than 100 photographs compiled from the different reports were scanned to create digital files. 
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After making three sets of copies of the reports, including the oversize plots of the profile 
plots, the originals were returned to the Water Resources Center Library. A complete set was 
sent to the Coastal Engineering Archive at the University of Florida, Gainesville, Florida; the 
University Library at Oregon State University, Corvallis, Oregon; and the Technical Library 
at the U.S. Army Engineer Waterways Experiment Station, Vicksburg, Mississippi. 

Many of the profile surveys extended from the upper beach to a depth of approximately 
10 m, although surveys to wading depth were also made. Bascom (1980) gives a vivid first- 
hand account of the surveys made by amphibious vehicle (Dukw, Fig. 1). Horizontal 
position was measured by triangulation, and measurement points were marked through radio 
communication when a lead-line was heaved overboard. The sum of the water depth 
measured beneath the trough of a wave and one-third of the estimated wave height were 
reported by radio to a recorder on shore as an estimate of total water depth. The depths were 
converted to mean lower low water tidal datum by reference to either a tide gauge or 
predictions. Komar (1978) has summarized the measurement procedures and cites primary 
documents and reports not discussed here. 

Other measurements or observations routinely made by the field parties included visual 
"surf observations" of the wave height and period, breaking wave type, and the nearshore 
current - both the longshore and rip currents. Measurements were sometimes made of the 
water table. Sediment samples were taken, but the authors were not able to locate the 
substantial information that should have been compiled. Other interested parties should 
continue in that search. An interesting aspect was documentation of the depth of tire 
impressions in the beach sediment made by the field-reconnaissance vehicles. Both military 
applications and relation of compaction to beach change were of interest, as was operation of 
the Dukws in future data collection. 

In remainder of this paper, we focus on the beach profile survey data. 

DIGITIZATION PROCEDURE 
The original reports were unbound to mount the individual plots of the beach profiles on 

a digitization table. At first, it was planned to trace the profile lines by cross hair sighting on 
a high-resolution electronic digitization tablet. However, most of the pages containing the 
plots had become warped, making standard digitization mapping on to electronic axes 
inaccurate. 

As an alternative to rubber sheeting through software, which would have introduced or 
distributed errors, distance-elevation pairs on the plotted profiles were located manually by 
placing a straight edge parallel to the grid lines on the plots and reading corresponding 
intersection values on the two axes. The locations of actual survey points on the plots were 
almost always unambiguously evident by discontinuities in the lines joining the points. 
Because of the presence of the grid lines on the plots, errors that might have been introduced 
by warping of the paper are believed to be minimal. 

After manual digitization of the profile survey data, the distance-elevation pairs were 
entered into the computer and plotted to the same scale as the original drawings. Plots of the 
digitized data drawn on transparent paper were laid on top of the original drawings and 
visually compared for discrepancies, which were corrected. The resultant quality-controlled 
data set is believed to be an accurate representation of the original measurements. These data 
are available as ASCII files. The data are in the original American customary units (feet), 
but in this paper results are presented in metric units for the international audience. 
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12845 
0*00 at Halfmoon Bay Municipal Beach 
April 29, 1947 - 0930 
Halfmoon Bay, California 

1 
12846 
0*00 at Halfmoon Bay Municipal Beach 
April 29, 1947 - 0835 
Halfmoon Bay, California 

Fig. 1. Survey preparations (from Wiegel 1947). 
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EXAMPLE RESULTS 
In this section we give examples from Washington, Oregon, and California, from the 

data set compiled. Locations of many of the sites encompassed by the total data set are 
shown in Fig. 2. Appendix A gives the locations of all the beaches for which survey data 
were compiled. 
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SANTA BARBARA 

ALISO, OCEANSIDE 

CORONADO     

MEXICO 

Fig. 2. Location of Pacific Coast beaches investigated (after Bascom 1951a). 
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Comparison to Echo Sounder 
Depth soundings were typically made by lead line as described above, because echo 

sounders blanked out in the surf zone where air bubbles are present. Patrick and Bascom 
(1950) discuss technical details of the lead-line method and echo sounder measurement 
methods as applied in the Wave Project and subsequent studies. Many of the considerations 
are still valid today for making beach-profile surveys. As an example, we quote "After the 
ground control is established, the remaining field work is accomplished in two parts: water 
soundings during high tide and beach land profiles during low tide. The method gives an 
overlap (emphasis added here) of the data obtained and provides a check on the accuracy of 
the work." Lack of appreciation for the necessity of overlap of land and water surveys is 
found in some works today, which introduces ambiguity in collection of expensive data. 

Patrick and Bascom (1950) compare the two methods "...made at Carmel (California, in 
1947) and the results for one range line...," which is reproduced in Fig. 3 here. Although the 
lead-line method did not pick up detail of the bars on the profile, the comparison indicates 
remarkable skill in the lead-line survey that was consistent to almost 10-m depth, giving 
confidence in the reliability of the overall data set. The maximum difference in readings 
between the two methods is on the order of 1 m beyond the 6-m contour (MLLW). 

200 300 

Distance Offshore, m 

500 

Fig. 3. Comparison of sounding methods (adapted from Patrick and Bascom 1950). 



3026 COASTAL ENGINEERING 1996 

Point Grenville, Washington 
This beach is located north of the mouth of the Columbia River and north of Grays 

Harbor, Washington. The two profiles plotted in Fig. 4 were surveyed approximately 1 year 
apart, with the 1945 survey made by a party led by Isaacs (1947) and the 1946 survey made 
by a party led by Bascom and McAdam (1947). Quoting from Isaacs: "(Between August 27 
and September 27, 1945) ...the field party of the University of California Wave Investigation 
Project made surveys of the beach and surf characteristics at a number of beaches of the 
Pacific Northwest. These beaches are noted for their gentle slopes and fine grained 
materials." Further in the report, it is stated for the Point Grenville, South Station: "About 
2 miles (3.2 km) south of the Cape (Cape Grenville) a section of the beach existed where the 
beach face was comparatively steep. No berm existed and it was apparent that high water 
reached the low clay banks in this region. The profile there showed a slope of beach face of 
about 1:20. The breaker zone was quite irregular but the bottom offshore was smooth and of 
gentle slope." This description fits Fig. 4 well. Wave breaker heights tabulated by Bascom 
and McAdam (1947) at the approximate time of the 1946 survey were approximately 1.5, 2, 
and 3 m for the inner, middle, and outer bars, respectively. 

Grain-size information is not given for Point Grenville in the two aforementioned 
reports. However, Bascom (1951a) indicates that a representative median grain size might be 
on the order of 0.17 mm. As an example of a possible use of the profile data, we fit an 
equilibrium profile following a "distance to the 2/3 power law" (Dean 1991) to the 1945 
profile survey. The grain size of 0.14 mm was inferred from the shape parameter (Moore 
1982) of the equilibrium profile, which is seen to describe the survey measurements well 
from MLLW shoreline to the survey limit (7-m depth). This small exercise confirms the 
concept that profile shape is governed primarily by sediment grain size on an open-coast 
beach (see Bascom (1951a) for a conclusions about a wave-sheltered beach). 
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Fig. 4. Profile surveys approximately 1 year apart, Pt. Grenville, South Station, Washington. 
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Clatsop Spit Beach, Oregon 
This beach is located south of the Columbia River, Oregon. The two profile surveys 

shown in Fig. 5 were taken only 3 days apart and within approximately 300 m of each other. 
A substantial bar-and-trough topography existed on the profiles. Komar (1978) speculated 
on mechanisms that might be responsible for the substantial trough. Clatsop Spit is presently 
experiencing moderate erosion, and data such as shown below will be useful for under- 
standing the coastal processes acting at the site. 

400 600 800 

Distance Offshore, m 

Fig. 5. Profile surveys on two range lines, Clatsop Spit Beach, Oregon. 

1200 

Carmel Beach, California 
The beach at Carmel, California, was studied intensively while the surveying parties 

"...would rest in the spring to recover from winter encounters with the northern surf 
(Bascom 1980). Fig. 73 in Bascom (1980) illustrates seasonal shifts in the berm at Carmel, 
which were measured to be more than 60 m. Figs. 6 and 7, taken from data given by 
McAdam and Bascom (1947), reproduce some of the profiles in Bascom (1980) and display 
the remarkable seasonal changes at Carmel Beach. Bascom (1951a) indicates that a 
representative grain size for Carmel Beach is about 0.35 mm. This beach was one of those 
analyzed by Bascom (1951a) in a seminal paper on the relation between beach slope, grain 
size, and exposure to waves. In Fig. 6, it is interesting to note that little profile change occurs 
below approximately 4-m depth (MLLW) as compared to the elevation changes above that 
depth. 
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Miramar Beach, California 
Discussion of the survey range lines along Halfmoon Bay, California, including Miramar 

Beach (Fig. 8) is given by Wiegel (1947). In the present study, it was originally intended to 
recover the locations of such range lines and reestablish survey monumentation. However, 
lack of funding prevented us from undertaking this task. Fig. 8 is provided to inform others 
that the HW-116 reports do contain information with which to reoccupy many of the survey 
ranges. Although recovery of the vertical datum may be impossible because of loss of 
benchmarks, location of many of the range lines along the beach will be straightforward 
because of the excellent photographic documentation. 

CONCLUDING DISCUSSION 
This study has attempted to capture and preserve, in digital form, beach profile survey 

data obtained on the Pacific Coast of the United States during the inception of the discipline 
of coastal engineering, the mid-1940s through mid-1950s. Ten original reports from that era 
were consulted, of which five contained plots of the survey data, which were digitized and 
quality checked. Approximately 100 photographs were also scanned to create digital copies. 
The basic product is a data base consisting of 216 profile surveys for 31 beaches in 
Washington, Oregon, and California, taken during the years 1945-1947. 

The data set is expected to be valuable for coastal engineers, planners, and researchers 
because of its uniqueness- profile surveys extending to 10-m depth on high-energy beaches 
of various grain sizes. The data set allows study of fundamental aspects of beach morpho- 
logy, including summer-winter profile change, time scales of profile change, bar size and 
movement, and beach slope versus grain size. Early analysis of the data (Bascom 1951a, 
1951b) has yielded now-classic results on beach behavior. Many more insights and uses of 
the data can be expected. 

The quest should not end for additional data from the WOBS project. Bascom (1951a) 
reports that approximately 500 beach profile surveys were made on some 40 beaches, so that 
the present study has located less than half of the available surveys. In addition, in this 
unfunded project we were not able to find much of the data for the approximately 600 
sediment samples taken (see Bascom 1951a, 1951b for some data). Our goal of recovering 
all the beach profile survey ranges was not achieved, and we hope that this paper will serve 
as a stimulus for researchers to locate and preserve the remaining data, and for Federal, state, 
and local agencies in Washington, Oregon, and California, responsible for the coast to locate 
and reestablish the range lines. 
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Miramar Be'ioh Sortie 21, Rur. 8, Exp. 5 

Fig. 8. Range lines at Miramar Beach, California (circa April 1947). 
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APPENDIX A: DATA FOUND IN THIS STUDY 

Table Al lists profile data by source and state that was available for digitization in this 

study. 
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Table A1.   Source and locations of available data 

Report No. Surveyed Beaches Range Date 

Washington 

HE-116-229 Grays Harbor to Columbia 

HE-116-229 Copalis to Cape Grenville 

HE-116-229 Longbeach to Leadbetter 

HE-116-229 
HE-116-247 

Point Grenville 
0+00; 

5+OOS 

10+OOS 

8/27/45, 10/8/46 

8/28/45 

8/31/45 

HE-116-229 
HE-116-247 

Point Grenville, South St. 0+00 8/31/45, 10/8/46 

HE-116-229 
HE-116-247 

Copalis Beach 0+00, 1O+00N,10+00S 8/28/45, 10/9/46 

HE-116-229 
HE-116-247 

Ocean City 0+00 8/31/45, 10/11/46 

HE-116-229 
HE-116-247 

Leadbetter Point 
10+OOS 

20+00S 

0+00 

30+00S 

8/31/45, 10/16/46 

9/7/45, 10/16/46 

9/8/45, 10/16/46 

9/10/45, 10/16/46 

HE-116-229 
HE-116-247 

Solando Wreck 
0+00; 

1O+00N,20+00N, 
3O+0ON 

10/16/46; 

9/10/45, 10/16/46 

HE-116-229 
HE-116-247 

Oysterville Beach 10+00S 

0+00; 

10+00N 

9/14/45, 10/14/46, 10/17/46; 

9/14/45, 10/17-11/18/46; 

9/14/45, 10/14/46, 10/17/46 

HE-116-229 Ocean Park 
1O+0ON; 

0+00; 

10+00S 

9/12/45; 

9/14/45; 

9/14/45 

HE-116-229 Long Beach Portal 0+00 8/31/45 

Oregon 

HE-116-229 
HE-116-247 

Clatsop Spit Beach 
0+00; 

10+00N; 

10+00S 

9/24/45, 11/7/46; 

9/24/45, 11/4/46; 

9/24/45, 11/7/46 

HE-116-247 Manzanita 0+00, 8+00N, 8+00S 10/18/46,11/6/46 

HE-116-229 
HE-116-247 

Cape Lookout Station 
(Lookout Beach) 

0+00, 10+00S 9/27/45, 10/28/46 

HE-116-229 
HE-116-247 

Cape Merriweather Station 0+00 9/27/45,10/26/46,11/12/46 

HE-116-229 
HE-116-247 

Sand Lake Station 
0+00; 

10+00S; 

10+00N 

9/27/45, 10/26/46, 11/5/46, 
11/12/46; 

9/27/45,11/12/46; 

10/26/46 

HE-116-247 Coos Bay (Empire Beach) 0+00, 10+0OS&N 11/15/46 
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California 
HE-116-205 Table Bluff 10/27/45-2/10/46 

3/24/46 - 3/30/46 

HE-116-224 Seabright Beach 
0+00; 
4+47N; 

6/5/46, 7/30/46, 2/4/47; 
6/12/46, 7/30/46, 2/4/47; 

1+50N 6/21/46 

HE-116-224 Seacliff Beach 
0+00; 
5+00N; 

6/5/46, 7/30/46, 2/4/47; 
6/13/46,7/30/46,2/4/47; 

2+85N 6/21/46 

HE-116-224 Moss Landing Beach, North 0+00, 5+00N 6/6/46, 6/12/46, 8/14/46, 
3/6/47 

HE-116-224 Moss Landing Beach, South 0+00, 5+OON, 5+00S 8/14/46, 8/15/46, 3/6/47 

HE-116-256 Halfmoon Bay Municipal Beach 0+00, 10+00N 4/29/47 

HE-116-256 Coast Guard Beach 0+00 4/28/47& 4/29/47 

HE-116-256 Princeton Beach 0+00, 10+00S 4/28/47& 4/29/47 

HE-116-256 Miramar Beach 
0+00, 6+00S, 6+00N; 
0+00; 

4/28/47& 4/29/47; 
7/17&18/45, 4/28 & 29/47; 

6+00S; 7/17&18/45, 4/28 & 29/47; 
6+00N 7/17&18/45, 4/28 & 29/47 

HE-116-224 Fort Ord (Soldier's Club) 0+00, 5+00S, 5+OON 6/13/46 

HE-116-224 Fort Ord (Concrete Block) 0+00, 5+00S, 10+00S 6/13/46 

HE-116-224 Fort Ord (Landing Barge) 0+00, 5+00S 6/13/46, 8/2/46, 2/24/47 

HE-116-224 Spanish Bay 2+75N 5/24/46, 7/24/46 
HE-116-224 Spanish Bay, South St. 2+75N 5/24/46, 7/24/46 

1-S; 4/27/46, 6/26/46, 7/23/46, 
9/4/46,9/14/46, 12/11/46, 
2/25/47; 

15+00S; 5/15/46,6/7/46,6/24/46, 
7/23/46, 8/20/46, 12/10/46, 
2/21/47; 

HE-116-224 Carmel 

5+00S, 10+00S; 5/15/46, 6/7/46, 6/24/46, 
7/23/46,8/20/46, 12/11/46, 
2/21/47 

0+00 4/24/46, 5/22/46, 6/24/46, 
7/23/46,8/21/46, 12/11/46, 
2/21/47 

5+00N 5/15/46,6/7/46,6/24/46, 
7/23/46, 8/21/46, 2/21/47 

10+00N 4/24/46, 5/15/46, 6/7/46, 
7/23/46, 8/20/46, 2/21/47 

15+00N 5/15/46,6/7/46,6/26/46, 
7/23/46,8/20/46,2/21/47 

2+50N 6/11/46,7/23/46,2/25/47 

HE-116-224 Carmel River Bight 
0+00 
2+50S 

6/11/46,7/23/46,2/25/47 
6/11/46,7/23/46,2/25/47 

5+00S 6/11/46,7/23/46,2/25/47 

HE-116-22 Point Sur 
3+50S 
0+00 

6/18/46,7/31/46 
6/18/46, 7/31/46 

5+OON 6/18/46, 7/31/46 
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MECHANISM AND CALCULATION OF SAND DUNE EROSION 
BY STORMS 

Ryuichiro Nishi1 and Nicholas C. Kraus2 

ABSTRACT: Dunes constitute a central element in shore-protection designs aimed 
at preventing inundation and erosion of the upland by storms. In the present study, 
the dune-erosion mechanism is investigated through field observations of the 
performance of sand dunes under storm action in Japan and in the United States. 
The observations are quantified by analysis of three test series carried out in the 
SUPERTANK project. The SUPERTANK data set includes tests on erosion of an 
uncompacted and a compacted near-vertical dune by random waves. The SBEACH 
numerical model of dune erosion and profile change is modified to erode dunes by 
the force of incident waves. This sediment can then supply the profile change model 
that demands offshore movement of sand in response to the occurrence of storm 
waves and elevated water level. The simulations show good agreement with the 
erosion measured at SUPERTANK for the uncompacted and the compacted dunes. 

INTRODUCTION 
Dune design is a central element in shore-protection projects aimed at preventing 

inundation and erosion of the upland by storms. In the United States and some other 
countries, the performance of protective dunes is often estimated with the Kriebel and Dean 
(1985) model or the Larson and Kraus (1989) (SBEACH) model of storm-induced beach 
erosion. These models operate under the assumption that erosion of the beach and dune 
complex is controlled by the demand for sand in the surf zone to satisfy establishment of an 
equilibrium profile under the impressed storm water level and waves. The demand, or, cross- 
shore sediment transport capacity, is estimated from the difference in wave energy 
dissipation between the existing profile and an assumed equilibrium profile shape. 
Conceptually, in such a demand-and-supply model (demand model), if a dune exists on an 
equilibrium beach profile for a given storm condition, little dune erosion is expected to occur. 
Clearly, however, a dune will erode if it is subjected to violent wave action almost 
independently of the equilibrium profile dynamics occurring offshore. Resolution of this 
problem is discussed here. 

1. Assistant Professor, Department of Ocean Civil Engineering, Kagoshima University, 1-20-40 
Korimoto, Kagoshima-shi 890, Japan. 

2. Research Physical Scientist, US Army Engineer Waterways Experiment Station, Coastal and 
Hydraulics Laboratory, 3909 Halls Ferry Road, Vickburg, Mississippi 39180-6199, USA. 
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In the present study, the dune-erosion mechanism is investigated through field 
observations of the performance of sand dunes under storm action in Japan and the United 
States. These observations are quantified by analysis of test series from the SUPERTANK 
Data-Collection Project (Kraus et al. 1992, Kraus and Smith 1995, Smith and Kraus 1996). 
The data set includes two tests involving erosion by random waves of 0.8-m high, nearly 
vertical dunes composed of 0.23-mm median-diameter sand. One test involved an 
uncompacted dune (SUPERTANK Test ST_50) and the other a compacted dune (ST_60). 
Complete time series of the water-surface elevation are available from the offshore to the 
face of the dune, although only breaking waves were employed here to compute the impact 
parameter and related volume of dune erosion. 

Dune erosion is calculated as a function of a wave-force parameter (Sunamura 1977, 
Fisher and Overton 1984). Material eroded from the dune is supplied to the nearshore where 
profile change is calculated through equilibrium-profile concepts. Therefore, we call the 
methodology a supply-and-demand dune erosion and profile change model. This paper 
describes different mechanisms of dune erosion and the new supply-and-demand model. The 
model is then tested to simulate dune erosion measured at SUPERTANK. 

MECHANISM OF SAND DUNE EROSION BY STORMS 
In this paper, we consider dune erosion produced by impact forces of waves incident 

nearly normal to the shore, a cross-shore transport process that is assumed to be two 
dimensional. This assumption is supported by the uniform dune recession commonly 
observed after large storms along kilometers of shore despite longshore variations in coastal 
structures and offshore bathymetry. However, we note the possibility of the action of 
shearing forces exerted on dunes by waves and associated currents passing tangentially to the 
shore. Such a situation occurs by waves generated by ships passing dunes in narrow 
channels. Shearing erosion is not considered further here. 

Field Observations 
Sunamura (1992) has described basal erosion and mass movement (failure or erosion) of 

cliffs on rocky coasts as four types: falls, topples, slides, and flows. In the present study, the 
authors have documented three types of erosion mechanisms of sand dunes by wave impacts 
during storms or strong wave action. The cross-shore dune-erosion mechanisms, 
schematized in Fig. 1, are classified as (a) layer separation, including layer separation and 
overturning, (b) notching and slumping, and (c) sliding and flowing. 

Layer separation. Layer separation typically occurs if a near-vertical dune face is 
subjected to wave impact. Over the duration of a certain number of impacts, a vertical fault 
line (crack) develops, and this outer layer gradually separates (typically 30 to 50 cm thick) 
from the landward portion of the dune. As it separates, the outer layer detaches from the 
main body of the dune, becomes unstable, and either collapses suddenly (Fig. la) or tilts 
forward and overturns (Fig. la'). 

Notching and slumping. Severe notching tends to occur if a dune slope is nearly 
vertical, permeated by roots, highly compacted, or composed of rocks such as a rocky cliff. 
Notching is limited to the elevation of wave attack and, after the notch is cut sufficiently deep 
into the base of the dune, the overlying sand column collapses. (Some notching may also 
occur during layer separation, but it is not the dominant factor in the collapse of the separated 
layer.) The material from the collapsed dune face is deposited in front of the new dune face. 
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The width of sand deposition at the foot of the dune face is less than that of layer separation, 
which involves the overturning and sliding of a layer. 

Sliding and flowing. Sliding and flowing occur on uncompacted gently sloping dunes 
that have a face slope close to the angle of repose of the sediments forming them. In this 
situation, modest wave impact at the base of the dune or even pelting by rain or exposure to 
strong wind can cause a thin layer of sand to run down the slope. It is expected that this 
mode of dune erosion does not cause severe dune recession in a short period of time; 
however, this mechanism tends to steepen the dune face and a resultant steeper dune slope 
will probably trigger layer separation or notching and slumping under storm conditions. 

Dune 

(a) Layer separation (a1) Layer separation and overturning 

(b) Notching and slumping (c) Sliding and flowing 

Fig. 1. Dune erosion mechanisms by cross-shore processes. 

SUPERTANK Dune-Erosion Tests 
The erosion mechanism was quantified by using profile response measurements made at 

the SUPERTANK project. The particular tests analyzed here concern profile steepening and 
dune erosion. These test series involved random wave incident to a near-equilibrium profile, 
and to uncompacted (loose sand) and compacted near-vertically faced dunes. Complete time 
series of the water surface elevation are available from the offshore to the dune face (Smith 
and Kraus 1995); however, in this study, as a preliminary and less calculationally intensive 
step, only wave-related quantities calculated at the breaker line were used. 
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The three SUPERTANK tests discussed in the present study were ST_10 (erosion of an 
equilibrium profile), ST50 (uncompacted dune), and ST_60 (compacted dune). The waves 
were run in bursts of 10-40 min, and conditions were sometimes changed between bursts, for 
which representative waves are as follows: 

Significant Wave Peak Spectral 

Test Number Height, m Period, sec 

ST_10 0.8 3.0 

ST50 0.5-0.8 6.0-3.0 

ST_60 0.5 - 0.7 6.0 - 3.0 

Erosion above a near-equilibrium profile. For SUPERTANK Test ST_10, random 
waves and monochromatic waves were generated to act on an initial idealized sub-aqueous 
equilibrium beach profile. Evolution of the beach profile is shown in Fig. 2. Four series of 
slope steepening (scarping) events occurred in the test. The profile in the swash zone 
steepened and maintained a constant angle at the second through fourth wave-burst events, 
while the upper beach face receded. The slope of the upper beach face is tanP« 0.89, 
slightly less than that of a one-to-one slope (45 deg) typically specified in the Kriebel and 
Dean (1985) model. The slope of the upper beach face appears to exert control on the speed 
and volume of upper beach erosion. 

Fig. 3 shows the process of profile steepening and scarp generation at the first and 
second wave-burst events of the erosion processes shown in Fig. 2. The beach-face slope 
steepened, and the swash waves carried the sediment offshore while lowering the beach face. 
Once the slope of the upper beach face approached the angle of failure (avalanching), the 
upper portion of beach face collapsed and the sediment was deposited in front of the scarp. 
Thereafter, successive swash waves transported the sediment seaward that was supplied from 
the upper beach face. As the beach face was lowered by erosive swash waves, swash uprush 
intensely impacted the steep beach face, again causing avalanching. These erosion processes 
in the swash zone continued until the upper beach face was no longer vulnerable to swash 
waves. This test series demonstrates that the upper beach face behind a sub-aqueous near- 
equilibrium beach profile can be eroded by swash wave activity until it also achieves 
equilibrium with the water level and swash. 

Dune erosion tests. Two dune-erosion tests were conducted at SUPERTANK, one for a 
dune formed of sand without compaction (ST50) and the other for an artificially compacted 
dune (ST60). The dune was compacted by applying a pavement vibrator for approximately 
2 hr. Both dunes were subjected to short-period high waves. The water level was lower at 
the beginning of the tests and higher at the end of the tests (Kraus and Smith 1995, Smith and 
Kraus 1996). In the dune-erosion tests, the dune face tended to recede in parallel to itself, as 
shown in Fig. 4. Video records made during SUPERTANK indicate both the uncompacted 
and compacted dunes eroded primarily by layer separation. In all situations observed in the 
field and at SUPERTANK, dune faces tended to recede in parallel to themselves. 

This coherent behavior of dune evolution illustrates the consistency and reproducibility 
of the dune-erosion mechanism. The sediment supply from the dune to the swash zone by 
either the layer-separation or notching-and-slumping erosion mechanisms was injected 
virtually instantaneously (order of one wave period) when a wave or backwash swept the 
eroded sediment toward the swash zone. 
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Fig. 2. Profile change on a near-equilibrium beach (ST_10). 
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Fig. 4. Erosion of uncompacted (ST_50) and compacted (ST_60) dunes. 

The volume of erosion of the compacted dune was less than that of the uncompacted 
dune, despite the slope of the compacted dune being steeper than that of the uncompacted 
dune during the erosion, as shown in Fig. 4. Compaction altered the strength of the dune and 
the volume of eroded material, thickness of layer separation, and angle of slope failure. It is 
clear that a compaction coefficient should be introduced in future studies of profile evolution. 

DUNE EROSION MODEL 
A numerical model of dune erosion was developed in the present study that simulates the 

impact force of individual waves on the dune face. Research conducted at Tuskuba 
University, Japan, for cliff erosion (see Sunamura 1977, 1992) and at North Carolina State 
University for sand dunes (see Fisher and Overton 1984, Fisher et al. 1986, and Overton 
etal. 1994) has advanced this approach. The impact-force and dune-erosion model was 
incorporated as a sub-model of SBEACH (Larson and Kraus 1989, Nishi et al. 1991) and 
employs the wave model of SBEACH supplemented by a swash model that includes bore 
velocity and height to estimate the impact parameter. The total model consists of a wave 
transformation model, cross-shore sediment transport model in the surf zone, and a sediment 
supply model from the dune. 
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In SBEACH, wave transformation in the surf zone is computed based on the Dally et al. 
(1985) model. For describing random wave incidence, it was assumed that the heights of 
individual waves follow a Rayleigh distribution and the wave period for an individual wave 
corresponds to an average wave period. The wave height of individual waves was computed 
by a Monte Carlo method (Larson and Kraus 1991). 

Profile Zonation 
Because the model computes the sediment transport in the surf zone and sediment supply 

and transport from the dune by different mechanisms, the beach and dune systems were 
divided into three zones as the (a) dune, (b) swash zone, and (c) surf zone (Fig. 5). This 
profile zonation modifies that of the original SBEACH model at the dune. The maximum 
runup or swash elevation Zr is defined as a function of the surf-similarity parameter as given 
by Eq. (1) (Larson and Kraus 1989) 

H. 
= 1.47 

tanP 

W#./4 
(i) 

where H0 = deep-water wave height, and L0 = deep-water wavelength by linear-wave theory. 

V 

Sediment Transport 

by  Energy   Flux 

Surf Zone 

Sediment Supply 

by Swash Wave 

Swash Zone 

Dune 

Fig. 5. Schematic diagram of dune and beach system. 

Calculation of Sediment Supply from Dune 
As storm waves approach the beach, bores impact the dune face and cause erosion. 

Thus, the volume of dune erosion during a storm or by waves that reach the dune face during 
times of elevated water level should be related to the force of wave impact. Sunamura 
(1977) parameterized this impact wave force by the incident wave height in study of rocky 
cliff erosion. A strong correlation between wave impact force and sand dune erosion was 
found by Fisher et al. (1986) for artificially constructed sand dunes in the field and by 
Overton et al. (1994), who obtained a correlation between the force of impacting waves and 
volume of dune erosion for the compacted dune at SUPERTANK. 
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The wave-force impact parameter is derived heuristically by considering the situation 
shown in Fig. 6 and the rate of change of wave momentum. The mass m of water per unit 
length of crest in a bore of height H and length L moving in shallow water of average depth h 
over the length of the wave is given by 

m*±pwHL = ^PtrHTj& (2) 

where pw = density of water, T= wave period, g = gravitational acceleration, and (g/01/2 is 
the celerity of the wave. The wave impact force per unit length of dune is estimated by 
multiplying the mass m by the deceleration (g/*)1/2/T resulting from the wave striking the 
dune and stopping in the time interval of the wave period T. This derivation suggests 
consideration of a cumulative wave-force impact parameter / defined by 

I = P„ gh H 
At 

(3) 

where At is the time interval or duration over which the waves impact, and the ratioAr/r is 
the number of waves. The ratio AtlT can be easily modified to describe random waves by 
summing the contributions of the individual waves of different height, period, and speed. 
The impact parameter has the dimensions of Newtons per unit wave crest or dune width. 

net Eroded    /= 

Dune 
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—1.,   . . • . •   • 
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^  "A 

L 
^         '•' • — 
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-hi v V 

Fig. 6. Schematic diagram for the wave impact parameter. 

For dimensional homogeneity it is convenient to work with the weight per unit width 
alongshore of the eroded material WE= PS (1 - p) g Vg, where ps = density of the sand 
comprising the dune, p is the porosity of the sand (0.4 for uncompacted sand, 0.2 estimated 
for the compacted sand dune), and VE is the volume of material eroded from the dune. The 
density and, therefore, the porosity, of the uncompacted and compacted dunes should be 
different. 



3042 COASTAL ENGINEERING 1996 

Analysis of the data computed from the average of the impact forces indicated a linear 
relationship as shown in Fig. 7 and resulted in the empirical equation for the weightper unit 
width (WE)U 

{WE)V= 0.81(7-4,) 

for the uncompacted dune, and the weight (Wg)c 

(4) 

(WE)C = 0.50(7- 4„) (5) 

for the compacted dune.   In the above, the critical wave impact parameter for inception of 
erosion Icrj( is set to zero at the present time because of uncertainty in its value. 

These equations and Fig. 7 show that waves with the same impact parameter erode a 
compacted dune less than a uncompacted or unconsolidated dune. An engineering lesson 
from this result indicates that greater erosion protection would be gained through 
construction of dunes by wetting the sand for consolidation and compacting them with 
vibrating compactors, rollers, and other heavy equipment. The above result was obtained 
from a limited number of tests available from the SUPERTANK project, and further 
verification needs to be done to refine the result. 
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Fig. 7. Impact parameters for uncompacted and compacted dunes at SUPERTANK. 
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NUMERICAL MODEL OF DUNE EROSION 
From the above discussion, the volume of sand eroded from a dune can be calculated as a 

function of time through knowledge of the incident waves and the wave-force impact 
parameter. Thus, the amount of sand supplied to the profile by the dune is known. As the 
next step, an assumption must be made as to how the sediment enters the swash zone or surf 
zone where other transporting mechanisms are operating. Here, it is assumed that sediment 
is introduced to the swash zone at a uniform rate within each time step of the model 
according to the supply available from the dune at that time step. A typical calculation time 
step in the model is 1 min, and the grid cell size on the foreshore is 0.1 m. Uniform 
distribution of sediment supply agrees with visual observations made at SUPERTANK and 
inferences from field observations, and it is also reasonable in a time-average sense. The 
structure of the numerical model does not preclude a more detailed description of the 
sediment-supply procedure to the swash zone and can be modified as understanding 
improves. 

Dune Erosion Model (Supply) 
We found above that a dune face recedes with a certain angle in accordance with the 

amount of compaction. Nearly vertical dune faces produced by erosion during storms are 
commonly observed in the field, in particular for well-established dunes presumably 
compacted by natural settling and wetting. In the SUPERTANK project, the angles of the 
dune face were approximately 68 deg for the uncompacted dune and 87 deg for the 
artificially compacted dune, as shown in Fig. 8. The irregularity in dune-face angle through 
time for the compacted dune may have been caused by uneven compaction close to the initial 
dune face. In the model simulations described below, it is assumed that the slope of the dune 
face is 68 or 87 deg depending on the amount of compaction. 
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Fig. 8. Angle of dune face for uncompacted and compacted dunes at SUPERTANK. 
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As determined from the SUPERTANK data, the volume of dune erosion can be 
estimated by the duration and intensity of wave impact, which yields an eroded volumeAF£ 
per unit longshore width of dune. A corresponding recession distance can be computed by 
assuming the dune face retreats a certain distance and at a certain angle to a baseline. The 
baseline is a vertical datum located at the toe of the dune. In the model, the volume of sand 
eroded from the dune is distributed uniformly as a thicknessAhs over a distance^ which is 
taken to be an effective distance of the swash zone extending from the toe of the dune at the 
present time step to some depth defining the seaward limit of the swash zone, arbitrarily set 
to 0.3 m or a comparable value (Larson and Kraus 1989). Then we have 

AV 
Ahx = ^JL (6) 

Xs 

for the thickness of the sand layer. 

Profile Change Model (Demand) 
In the SBEACH model, sediment demand or the potential transport rate in the surf zone 

is calculated based on the dissipation of wave energy flux originally derived by Dean (1977) 
and implemented by Kriebel and Dean (1985) in dune-erosion modeling. In the surf zone, 
SBEACH computes the cross-shore sediment transport rate as 

8 dh 

~K~dx 
q = K\D-De<l + ^—\ (7) 

where K - empirical transport rate coefficient, 8 = empirical coefficient controlling the 
strength of the slope-dependent transport rate term, and the energy dissipation per unit water 
volume D is 

D=1-^- (8) 
h 8x 

in which F is the wave-energy flux. The dissipation for a profile in equilibrium with the 
existing waves and water level Deq is given by (Dean 1977) 

Deq=—Pwg
m 'H? 

\nhj 
Am (9) 

where A is an empirical "shape" parameter related to the form of the equilibrium profile and 
the grain size of the beach (Moore 1982). 

In SBEACH, the transport rate in the surf zone as given by Eq. (7) is only calculated if 
D > De„ - s/K dh/dx, and the transport direction as onshore or offshore is determined by a 
separate function (Kraus et al. 1991). As originally developed (Larson and Kraus 1989), 
SBEACH calculates cross-shore transport rates in four zones, with a linear rate employed in 
the swash zone and a magnitude as determined by matching with Eq. (7) at the swash zone 
and surf zone interface. Material moved from the dune to the swash zone by the supply 
dune-erosion model is then moved offshore by the swash and surf zone transport. 
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Numerical Simulation of Dune Erosion at SUPERTANK 
A numerical simulation was conducted to calculate dune erosion for Test ST_60 

(compacted dune). The empirical dune-erosion predictor incorporated in the model was 
developed based on the SUPERTANK data and impact parameter, as described above. 
Therefore, the simulation is not a verification of the model; rather, it demonstrates the 
validity of the numerical scheme and behavior of the supply-and-demand procedure that 
connects the dune to the profile. 

Fig. 9 shows the profile change simulated by applying the (standard) demand model, 
which can be compared to the profile change simulated by applying the supply-and-demand 
model, Fig. 10. The demand model underestimates the dune erosion for which the 
compacted dune is located on a beach profile in near equilibrium with the impressed waves. 

We note in this paragraph independent contemporaneous work involving SUPERTANK 
Tests STJO, ST50, and ST_60. Wise et al. (1996) report comparisons of SUPERTANK 
measurements (and field measurements) and calculations performed with the most recent 
version of SBEACH operated by the US Army Engineer Waterways Experiment Station 
(WES), for which default calibration parameters (K and e) were specified (the calibration 
parameters were not optimized for the individual tests). The most recent WES version of 
SBEACH incorporates sophisticated random-wave and cross-shore sediment transport 
models not applied in the version used in the present study. The WES version is still a 
demand model. For equilibrium Test ST__10, erosion of the foreshore was obtained by Wise 
et al. for random waves with the new WES version of SBEACH. For the dune erosion tests, 
the WES version well reproduced erosion of the uncompacted dune (ST_50) and 
overpredicted dune erosion for the compacted dune (ST_60). Wise et al. comment that"The 
difference in model predictions between the two dune cases might be expected due to greater 
erosion resistance associated with the compacted sediment which is not accounted for in 
SBEACH," This comment was verified in the present work. 

CONCLUDING DISCUSSION 
Three types of dune erosion mechanisms were identified through field observations as: 

(a) layer separation, (b) notching and slumping, and (c) sliding and flowing. The layer- 
separation mechanism was quantified by analysis of the SUPERTANK dune erosion tests by 
which the eroded volume could be related to the cumulative wave impact force. The degree 
of compaction was found to be a significant parameter that decreases the potential for dunes 
to erode. Therefore, an economic benefit might be gained by compacting artificially placed 
dunes to improve their performance as shore protection. The supply-and-demand model 
developed can simulate dune erosion and beach profile change based on representations of 
the hydrodynamics and sediment transport acting in each region and provides, in principle, a 
more accurate representation than existing demand models, especially in applications where 
the beach profile is approximately in equilibrium with the impressed storm waves and water 
level. The present study suggests ways through which geotechnical considerations might be 
incorporated in dune erosion modeling to both account for compaction and introduce supply 
and demand considerations. 
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CHAPTER 236 

SIMULATION OF COASTAL PROFILE DEVELOPMENT USING A 
BOUSSINESQ WAVE MODEL 

K.A. Rakha1, R. Deigaard2, P.A. Madsen1,1. Broker3, and J.K. Ronberg3 

ABSTRACT 
A phase-resolving wave transformation module is combined with an intra-wave sediment 

transport module to calculate the on/offshore sediment transport rates. The wave module is based 
on the Boussinesq equations extended into the surf zone. The vertical variation of the 
instantaneous currents and concentrations are calculated. The net sediment transport rates are 
calculated, and the equation for conservation of sediment is solved to predict the beach profile 
evolution. The results of the present paper showed that the undertow contribution to the sediment 
transport rates dominated only at local areas even for eroding beaches, suggesting that other 
contributions should not be neglected. 

1. INTRODUCTION 
The study of beach profile evolution includes a large range of time and space scales. 

Process based morphology models (Roelvink and Broker, 1993) usually include some averaging 
of the different space and time scales. This averaging is applied to either the hydrodynamic or the 
sediment transport calculations or both. The sediment transport calculations used in most of the 
present morphology models are based on phase-averaged calculations of the sediment 
concentrations or on the 'energetics approach'. Although models based on the energetics approach 
account for the intra-wave sediment transport rates, the intra-wave variation of the eddy viscosities 
and sediment concentrations are not calculated. Such models may be classified as semi-intra-wave 
sediment transport models. The model developed-by Fredsoe et al. (1985) represents an example 
of a detailed intra-wave model for the sediment concentrations. Watanabe (1994) combined a wave 
model based on the Boussinesq equations with a semi-intra-wave sediment transport model. Such 
a model neglects a large part of the information provided by the wave module, and will require some 
approximations for irregular waves. The model described by Broker et al. (1991) combines a 
detailed intra-wave sediment transport module with a phase-averaged wave module, where a wave 
theory is required to describe the intra-wave water motion. The extension of such a model to 
irregular waves will also require some approximations. In the present study a phase-resolving wave 
module is combined with a detailed intra-wave sediment transport module to study in more detail 
the process of sediment transport and morphological evolution. 

'International Research Center for Computational Hydrodynamics (ICCH) 
Danish Hydraulic Institute (DHI), Agern AIM 5, DK-2970 Horsholm, Denmark. 
* Currently at Department of Irrigation and Hydraulics, Faculty of Eng., Cairo University, Egypt. 
institute of Hydrodynamics and Hydraulic Eng. (ISVA).Technical University of Denmark, 
DK-2800 Lyngby, Denmark. 
3Danish Hydraulic Institute (DHI), Agern Alle 5, DK-2970 Horsholm, Denmark. 
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2. MODEL DESCRIPTION 
The morphological calculations are performed by updating the beach profile over the 

morphological time step At^. For each morphological update the simulations are performed by 
four modules; a wave module, a hydrodynamic module, a sediment transport module and a 
bathymetry updating module. 

2.1 Wave Module 
The wave module simulates the wave conditions across the beach profile by a phase- 

resolving model based on the Boussinesq equations, with improved linear dispersion characteristics 
as explained in Madsen et al. (1991), and Madsen and Sarensen (1992). The effect of wave 
breaking is included by using the surface roller concept (Schaffer et al., 1993). Figure (1A) shows 
a sketch of the assumed velocity field under a wave with a surface roller. An extra term is included 
in the momentum equation to represent the momentum flux due to the rollers. This term extracts 
energy from the wave motion. Breaking is initiated when the local water surface slope exceeds the 
initial value of 4>b. The roller is defined as the water above the tangent slope tan(<|)). Initially (J> is 
equal to <j)b for each roller, which then decreases exponentially to (f>0, and breaking is assumed to 
cease when the maximum of the local slope becomes less than tan(<|>). The resulting roller thickness 
8 is finally multiplied by the roller shape factor f8 to compensate for the simple method of 
separating the roller from the rest of the flow. 

The calculation proceeds into the swash zone using the slot-technique (Madsen et al. 1994), 
by extending the computational domain into an artificial permeable beach. Near the moving 
shoreline the water surface will intersect with the sea bed and continue into the porous beach. The 
instantaneous position of the shoreline is simply determined by this intersection. 

2.2 Hydrodynamic Module 
The hydrodynamic module consists of two parts, an oscillatory boundary layer model 

(Figure, IB) and an undertow model (Figure, 1C). The boundary layer model calculates the vertical 
velocity distribution for the oscillatory wave motion u0 inside the boundary layer. The undertow 
model determines the vertical distribution of the mean undertow U0. 
2.2.1 Boundary Layer Calculations 

The oscillatory flow near the bottom is modelled by the momentum integral method 
developed by Fredsoe (1984). The shear stress is assumed to be zero at the top of the boundary 
layer, and the velocity distribution u inside the boundary layer is assumed to follow a logarithmic 
distribution. The boundary layer thickness is assumed to develop from zero at every zero-crossing 
of u„ outside the boundary layer. The values of the shear velocity U and the boundary layer 
thickness £ are calculated for each time step. The streaming in the boundary layer and the wave 
asymmetry causes the time averaged bed shear stress to deviate from zero. To obtain this mean 
shear stress a constant drift velocity Vst is added to the near bed orbital velocity. The magnitude of 
Vst is found by iteration requiring that the time averaged bed shear stress in the boundary layer 
model is equal to the shear stress determined by the streaming. 
2.2.2 Eddy Viscosity Calculations 

The eddy viscosities are calculated by assuming that the total kinetic energy can be 
determined as the sum of three contributions (Broker et al., 1991), 

fe»+e„ (1) 

where, em eb, and e,, are the eddy viscosities due to the bottom boundary layer, wave breaking, and 
the undertow, respectively. The eddy viscosity ew is calculated based on the variables calculated in 
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the boundary layer, assuming a parabolic distribution inside the bottom boundary layer (Fredsoe 
et al., 1985). The eddy viscosity ev is calculated from the undertow velocity profile using a simple 
mixing length formulation. The eddy viscosity eb is calculated from the turbulent kinetic energy 
induced by wave breaking calculated from a one-equation turbulence model (Deigaard et al. 1991). 
The instantaneous production of turbulence due to wave breaking is calculated from the following 
equation proposed by Deigaard (1989), 

Pr = apiss = appgc& tand>o (2) 
p p 

where, Diss is the instantaneous energy dissipation due to wave breaking, and ap is the fraction of 
the energy that is not dissipated immediately in the shear layer beneath the roller. ap is assumed to 
be 0.33 as suggested by Deigaard et al. (1991). The production of turbulence is assumed to have 
a parabolic distribution over a distance of half the wave height (H/2) below the mean water depth 
as shown in Figure (2). 
2.2.3 Undertow Calculation 

The undertow is calculated by the following approximate equation, 

dUc        i - 

17 = ~=X (3) 

where an overbar denotes time averaging over a single wave. The time averaged shear stress 
distribution is assumed to vary linearly over the water depth as shown in Figure (2). The shear 
stress at the surface (mean water level, MWL) is calculated from the following formula, 

—      Diss 
^s =   (4) 

Eqn. (3) is solved with the no slip condition imposed at the bed, and the condition that the total flux 
compensates the wave drift (determined from the Boussinesq model) and the velocity V„ determined 
by the boundary layer model. 

2.3 Sediment Transport Module 
2.3.1 Bed Load and Sediment Concentrations 

The instantaneous near bed concentration Cb is calculated from the formulation suggested 
by Zyserman and Fredsae (1994). The value of Cb depends on the instantaneous value of the 
Shield's parameter. The instantaneous bed load qb is calculated using the formulation by Engelund 
and Fredsae (1976). 

Neglecting the convective terms, the distribution of the sediment concentration C can be 
calculated from the diffusion equation, 

9C dC        d(^dC) 
— = w,— + — e— (5) 
8t        fty      dy{  sdy) W 

where, es is the sediment diffusion coefficient assumed to be the same as the flow eddy viscosity 
e, and wf is the fall velocity. Eqn. (5) is solved with the boundary conditions C = Cb at the bed (y 
= 2D50), and zero sediment flux through the water surface. 
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2.3.2 Lagrangian Drift 
For an Eulerian calculation a contribution due to the Lagrangian drift should be added as 

an approximation for the wave drift of suspended sediment (Broker et al., 1991). This 
approximation is required because the convective terms were not included in the calculations for 
the sediment concentrations. The Lagrangian drift velocity U, results from the fact that the water 
particles do not follow a closed path, but a net forward displacement exists. As an approximation 
it is assumed that the sediment on average follows the fluid motion. The drift current for each wave 
is calculated from, 

£/,   =   !  („*-(„)>) ((;) 

where an overbar again denotes time averaging over a single wave. 
2.3.3 Total Sediment Transport Rates 

The total instantaneous sediment transport rates are obtained from, 

y's = % + <t„ + ?* + id (7) 

where the sediment transport rates due to the oscillatory motion qsw are evaluated by integrating uC 
over the water depth. The contributions due to the undertow qsu and the Lagrangian drift q, are 
evaluated by integrating UCC and U[ C over the water depth respectively. The swash zone was 
included in an approximate manner by assuming that q's varies linearly from the last grid point to 
the location of the water line for each time step. Time averaging of q's over the time series provides 
the time averaged sediment transport rates q,. Figure (3) shows the instantaneous sediment transport 
rates calculated for a regular and irregular wave of the same deep water rms wave height for Test 
lc explained later. As shown in Figure (3) the time variation of the sediment transport rates under 
an irregular wave are quite different from a" representative" regular wave. 

2.4 MORPHOLOGY MODULE 
The bathymetry is updated by solving the conservation of sediment equation, 

dt       (i-/i) dx v' 

where 7^ is the bed level, and n is the porosity of the sediment assumed to be 0.4. A Forward in 
Time Central in Space (FTCS) finite difference scheme was used to solve Eqn. (8), with an 
additional diffusive term for the numerical stability (Abbott and Basco, 1989). The resulting finite 
difference equation would correspond to the following differential equation, 

dZ. 1       dq,   8Zh d2Z, 
—± + _J It _*  = K  b- (9) 
dt       (l-n)  BZb   8x dx2 y 

where, K is a diffusion coefficient assumed to be proportional to qs, 

K = £
s kl (io) 

which is similar to the additional gravitational term included by De Vriend et al. (1993) and 
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Horikawa (1988). es is an empirical coefficient. The following constraint on the morphological time 
step At must be satisfied (Abbott and Basco, 1989), 

D    i 
1 

D. 
KAi 

Ax2 (11) 

where, Ax is the spatial grid spacing. In the present study two time steps are used; the first is called 
the inner time step At; and the second the outer time step At^. The maximum value of At, is chosen 
to satisfy Eqn. (11). Eqn. (8) is solved over the duration At,^ with the values of fl assumed 
constant (Horikawa, 1988, and Rakha and Kamphuis, 1996). The value of A^ was specified to 
the model together with a criterion limiting the maximum change in bed level to 10% of the deep 
water average wave height (Rakha et al., 1996). A modified Lax-Scheme (Abbott, 1979) with no 
inner times steps was also tested. 

Figure (4) shows a long term simulation for a highly erosive beach with a specified outer 
time step At^ = 0.2 hr. The actual time step was less than 0.1 hr resulting in nearly 80 wave field 
updates. As shown in Figure (4) the bars tended to move offshore with the depth over their crests 
increasing with time. Onshore of the previous bar, new bars also developed with time. 

> 

•o 
CD 

Regular  Wave: 
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T  =  5  sec 
D50  =   0.1   mm 

-5.00 
0.00 40.00 80.00 120.00 160.00       200.00 

Distance   (m) 

Figure (4): Long term morphology simulation for a regular wave. 
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3. MODEL VALIDATION 
3.1 LIP 11D Delta Flume Tests 

The Delta Flume '93 tests were performed at the Delft Hydraulics large-scale wave flume. 
These tests were supported by the "Large Installations Plan" (LIP) of the European Union. The 
main purpose of the tests was to provide high quality data to validate/calibrate numerical beach 
profile models. The details of the tests performed can be found in Arcilla et al. (1993) and Roelvink 
and Reniers (1995). Two tests (Tests lb and lc) were selected for the model verification. Test lb 
represents a highly erosive wave condition, and Test lea strongly accretive wave condition. Table 
(1) provides a summary of the test conditions used in this paper. 

Table (1): Summary of Test Conditions. 

Test Hmo(m) Tp (sec) Dso(nun) Type 

LIP 1 ID: Test lc 0.60 8.0 0.2 Irregular 

LIP 1 ID: Test lb 1.40 5.0 0.2 Irregular 

Shimizu et al. (1985): Test 3-2 1.05 6.0 0.27 Regular 

The prediction of the characteristic wave height Hmo variation over the initial bathymetry 
for Tests lc and lb is shown in Figures (5) and (6) respectively. The Boussinesq model predicted 
the wave heights well for both Tests. It appears that the wave heights are slightly overpredicted 
inside the surf zone for Test lc (Figure, 5). The results obtained using a phase-averaged wave 
model based on the Battjes and Janssen (1978) model are also shown in both figures, which shows 
that such a model provides a good estimate for Hmo. 

Figures (7) and (8) show the time-averaged undertow for Tests lc and lb. At some 
locations measurements were performed twice at different hours of the test. Figures (7) and (8) 
show that the undertow is predicted well for most sections. The undertow however is overpredicted 
just before the bar (x = 138) for Test lc and underpredicted in the trough of the bar (x = 145) for 
both Tests lb and lc. 

The predicted on/offshore sediment transport rates for Test lc are shown in Figure (5). 
Very good results are obtained outside the surf zone showing that the calculation of the sediment 
transport rates due to the oscillatory current is well predicted. Over the bar, the overestimation of 
the undertow (Figure, 8) results in the underestimation of the onshore sediment transport rates. 
Good predictions of the sediment transport rates for Test lb are also shown in Figure (6), where 
the model follows the measured sediment transport rates well. The onshore sediment transport rates 
are overestimated inside the trough of the bar (x = 145) due to the underestimation of the undertow 
as explained earlier (Figure, 8). The use of the Boussinesq model provided much better results than 
the use of a phase-averaged wave model (Figures,5 & 6). Linear wave theory was used with the rms 
wave height assumed to be the representative wave for the phase-averaged wave model calculations. 

Figure (9) shows a decomposition of the time averaged sediment transport rates into three 
of the four calculated components. The three contributions plotted are the Lagrangian drift, the 
integral of uC, and the contribution due to the undertow. The bed load was not included since it 
gives only a small contribution for these tests. From Figure (9) it can be seen that for Test lc just 
before the bar where some of the waves start breaking, the undertow contribution increases rapidly. 
The measurements suggest that the drop in the sediment transport rates is delayed and occurs on 
the top of the bar. Figure (9) shows that for eroding beaches (Test lb) the contributions due to the 
oscillatory current and the Lagrangian drift are important. The undertow contribution dominates 
only at the locations where a high percentage of waves are breaking. 
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Figure (5): Model results for Hmo and qs of Test lc (LIP 1 ID). 
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Figure (10): Model results for Test 3-2 (Shimizu et al., 1985). 
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3.2 Validation of Morphology Model 
Figure (10) shows the morphology model predictions for Test 3-2 of Shimizu et al. (1985) 

with the test conditions provided in Table (1). Good results were obtained for the bar formation as 
shown in Figure (10) although the numerical model underpredicted the bar development due to the 
underprediction of the sediment transport rates outside the surf zone. Figure (10) shows that the 
Boussinesq model underpredicts the shoaling of the waves outside the surf zone. This 
underprediction of the wave shoaling could be responsible for the underprediction of the sediment 
transport rates. As shown in Figure (10) the modified Lax-scheme and the FTCS scheme with €s 

= 0.2 gave similar results. A sensitivity analysis on the effect of using a value of es = 2.0 (as 
suggested by Watanabe, 1994) showed that the model was not sensitive to the value of es for this 
case. 

CONCLUSIONS 
A phase-resolving wave transformation module was combined with an intra-wave sediment 

transport module to predict the on/offshore sediment transport rates and the resulting beach 
evolution. The roller geometry was used to determine the instantaneous production of turbulence 
and a mean shear stress at the water surface. The instantaneous sediment transport rates due to the 
oscillatory wave induced currents (bed load and suspended load), the undertow, and the Lagrangian 
drift were calculated. 

The present model was verified against a few test conditions. The model predicted the 
undertow and the sediment transport rates well for both erosive and accretive conditions. The 
onshore sediment transport rates for accretive beaches were underpredicted before the bar due to 
the overprediction of the undertow, and the underprediction of wave shoaling. 

The results of the present paper showed that even for eroding beaches the undertow 
contribution to the sediment transport rates dominated only at local areas, suggesting that other 
contributions should not be neglected for eroding beaches. 
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CHAPTER 237 

Cross-shore Sediment Transport 
and Beach Deformation Model 

Rattanapitikon Winyu' 
Tomoya Shibayama 2 

Abstract 
Based on a large amount of published laboratory results, reliable model is 

developed for computing beach profiles under regular wave actions. The sediment 
transport is separated into suspended load and bed load. The suspended load is 
computed as the product of the time-averaged suspended concentration and the time- 
averaged velocity. The bed load is developed following the similar step as Watanabe 
(1983) but the applied area is different. The wave model of Dally et al. (1985) is 
modified and used to compute wave height transformation. The beach profile change 
is computed from the conservation of sediment mass. The beach deformation model 
is verified with small scale and large scale experiments. Reasonably good agreement 
is obtained between measured and computed beach profiles. 

I. Introduction 
In the previous research works, most of the models were developed based on 

data with the limited experimental conditions. Therefore their validity is limited 
according to the range of experimental conditions which were employed in the 
calibration or examination. The evidence is that there are so many models exist. At 
this moment, the experimental results obtained by many researchers have been 
accumulated and a large number of experimental results have become available. It is 
a good time to develop a model based on the large amount and wide range of 
experimental results. The present model is developed based on 1138 data sets of 24 
sources of published experimental results covering both small and large scale 
experiments, as shown in table 1. 

1 D. Eng., Dept. of Civil Engineering, Sripatum University, 61 Phahonyothin Rd., 
Jatujak, Bangkok, 10900, Thailand. 
2 D. Eng., Assoc. Prof, Dept. of Civil Engineering, Yokohama National University, 
Hodogaya-ku, 240, Yokahama, Japan. 
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Table 1. Sources and number of collected data for present sediment transport study. 
Sources c(z) u(z) H h(x,f Others Exper 

iment 

Bosman and Steetzel (1986) 3 SE 
Deigaard et al. (1986) 6 SE 
Dette and Uliczka (1986) 11 LE 
Duncan (1981) A,12 SE 
Hansen and Svendsen (1984) 4 1 SE 
Hayakawa et al. (1983) 4 SE 
Horikawa and Kuo (1966) 213 SE 
Horikawa et al. (1982) 7 SE 
Irie et al. (1985) 27 SE 
Kajimaetal. (1983) 149 219 79 91 LE 
Kraus and Larson (1988) 69 LE 
Nadaokaetal. (1982) 11 2 K2 SE 
Nagayama(1983) 12 SE 
Nakato et al. (1977) 3 SE 
Nielsen (1979) 44 SE 
Okayasu et al.(1988) 44 9 K2 SE 
Okayasuetal.(1989) K& SE 

Satoetal. (1988,1989) 5 SE 
Sato et al. (1990) 14 SE 
Sawamoto et al. (1981) 4 SE 
Shibayama and Horikawa (1985) 10 11 SE 
Skafel and Krishnappan (1984) 8 SE 
Sleath(1982) 4 SE 
Vongvisessomjai (1986) 4 SE 
Total 288 278 331 171 70 

where c(z) is the time-averaged sediment concentration, w(z) is the time-averaged 
fluid velocity, H is the wave height, h(x,t) is the beach profile, A is the cross 
section area of surface roller, hol is the still water depth at transition point, SE is the 
small scale experiment, and LE is the large scale experiment. 
1.1 Governing equation 

The cross-shore change in local water depth, h, can be calculated by solving 
the conservation of sediment mass as the following 
dh 1      dqt 

77 = (i) (l-A) dx       
where t is the time, x is the horizontal coordinate in cross-shore direction, A is the 
porosity, and qt is the total transport rate per unit width. 
The sediment transport rate is usually expressed as 

rh 
q, = Jc(z)u(z)dz     (2) 
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where 8 is the level above which there is no effective movement of sand particles, 
z is the vertical coordinate measured upward from the bed, c{z) is the time-averaged 
sediment concentration, and u(z) is the time-averaged fluid velocity. 

In order to compute the transport rate, qt, the sediment concentration and fluid 
velocity should be known first. The sediment concentration profile was described in 
Shibayama and Rattanapitikon (1993). The following sections will describe about 
velocity profile, sediment transport, wave model, and beach deformation model, 
respectively. 

II. Time-Averaged Velocity Profiles 
Following Okayasu et al. (1988, pp. 93-94), the vertical distribution of time- 

averaged velocity profile is calculated based on the assumption of eddy viscosity 
model. By considering time-averaged values, the eddy viscosity model can be 
expressed as 

du 
T = pv, 

dz (3) 

where r is the time averaged shear stress, p is the fluid density, v, is the time- 
averaged eddy viscosity coefficient, u is the time-averaged velocity, and z is the 
upward vertical coordinate from the bed. 

To solve the eddy viscosity model, one boundary condition of velocity should 
be given and the expression of r I v, should also be known. In this study, the 
vertical-averaged value of velocity, um, is used as the boundary condition for Eq. 3 
and will be described in the following subsection. 
2.1 Vertically averaged velocity 

Using the concept of Svendsen (1984), the vertically averaged velocity, from 
bed to wave trough, um, consists of two components. One is caused by the wave 
motion, uw, and the other is caused by the surface roller, ur. 
Um=K+"r       (4) 

Various formulas for computing uK and ur have been suggested by the 
previous researchers. From the previous studies, of Duncan (1981), Svendsen 
(1984), Stive and Wind (1986), Deigaard et al. (1991), and Fredsoe and Deigaard 
(1992), we can conclude that there are three formulas for computing uw and three 
formulas for computing ur (see in table 2). 

Table 2. Formulas for computing um and ur 

Formula 1 Formula 2 Formula 3 
u w B0aH2 coth(M) 

h 

B0cwH
2 

h2 h 

u r H' 0.9H2 

(Th) 

0.lcwH 

h (Q.TTh1) 
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where B0 = (l/7jj {%/Hjclt, cw is the phase velocity, H is the wave height, h is 

the mean water depth, T is the wave period, and £, is the water surface elevation 
measured from mean water level. 

The general form of um may be written as 
um = auw +bur      (5) 
where a and b are the constants. 

The proper combination of uw and ur and the constants a,b  can be found 
from multi-regression analysis with the observed um. 

After the regression analysis and include the effect of transition zone, the final 
equation for computing um can be written as 

BaH2coth{kh)           cwH 
u   =0.77— ; — + 6,0.1-*-     (6) 

where bx is the constant and expressed as 

0 offshore zone 

bx=\{\l«fH-\l ^jHb)/{1 / 4^t ~114^h)   transition zone 
1 inner zone 

where Hb and H, is the wave height at breaking point and transition point. 
Example of examination results of um along the cross-shore direction are 

shown in Fig. 1. 
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Figure 1. Example of cross-shore variations of measured and computed vertical 
averaged velocity, um. 
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2.2 Vertical distribution of shear stress and eddy viscosity coefficient 
Based on dimensional analysis, Okayasu (1989, pp. 93-94) proposed a 

formulas for computing x I vt as follows 

„i/3 n 1/3 
P     DB 

ft-j KA 

a,     z (7) 

where k3 and k4 are the constants, d, is the water depth at wave trough, and DB is 
the energy dissipation. From the bore model (Thornton and Guza, 1983), 

pgH3 

DB = 
ATh (8) 

By inserting Eq. 7 into Eq. 3 and then, after an integration of Eq. 3 and use um 

as the boundary condition, the analytical solution of u can be expressed as 

„ i/3 n >/3 u = p   DB M f-\)-K^f-i) + «_. (9) 

As mentioned in previous research works, the energy dissipation process at the 
breaking point is not in the same manner as in the inner zone (e.g., Okayasu, 1989). 
To incorporate this process, Eq. 9 may be written as follows 

1 
KP    DB Ki-r- 2) + Mln~ 1) + W„ (10) 

where ks is the constant and equal to 1 at the inner zone. 
From the multi-regression analysis and assume linear distribution of energy 

dissipation in the transition zone, Eq. 10 become 

z 
u       1/3 r>  1/3 u = b2p    DB *,( z-^-a22(lnf •1) + u (11) 

where b2 and b3 are the constants and expressed as, 

j 0.3 + 0.7(xb - xj/\xb —xtf transition zone 

I 1.0 inner zone 

\\xb— x\/\xb —xt)       transition zone 
3  —   i 11.0 inner zone 

where x is the position in cross-shore direction, xb is the position at the breaking 
point, and x, is the position of the transition point. 

The comparison between measured u and computed u fromEq. 11, using 
measured um, are shown in Fig. 2. From Fig. 2 we can judge that the form of r / v, 
in Eq. 7 are accurate enough to be used for computing the velocity profiles. 
Examples of measured and computed velocity are shown in Fig. 3. 
2.3 Formula verification 

The prototype scale experiment of Kajima et al. (1983) is used to examine the 
validity of present formula. By using the same formula as that used for small scale 
wave flume (Eq. 11), Fig. 4 shows examples of verification results in the term of 
averaged velocity of each section along the cross-shore direction. 
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Figure 2. Comparison between measured and computed u (using measured um). 
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Figure 3. Comparison between measured and computed velocity profiles (laboratory 
data from Okayasu et al., 1988, case 6). 
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III. Sediment Transport Rate 
The sediment transport rate is separated into bed load and suspended load. The 

suspended load is expressed as the product of sediment concentration and fluid 
velocity. The bed load formula is derived in the similar procedure as Watanabe 
(1983) but the assumption on the time level and region of application are not the 
same. After calibrate the coefficient of bed load, the total load can be written as 

9t = l'c(z)u(z)dz + 2.0(it/-vc)yfvwsd    (12) 

where y/ is the Shields parameter, y/c is the critical Shields parameter, ws is the 
falling velocity, andSs is the bottom boundary layer which computed from Jonsson 
(1966) formula. 

The comparison of computed suspended load, bed load and total load and the 
measured total load are shown in Fig. 5. It should be note that the separated equation 
for computing transport direction is not necessary in the present model. The transport 
direction is depended on the combination of bed load and suspended load. In the 
present model, bed load is the dominant transport for accretion beach (on-shore 
directed transport), and suspended load is the dominant transport for erosion beach 
(off-shore directed transport). These transport directions correspond well with the 
measured total load transport as shown in Fig. 5. 

Figure 5. Comparisons between measured and computed sediment transport 
(laboratory data from Kajima et al., 1983, case 2.2, and 4.3). 
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IV. Wave Model 
For computing beach transformation, the wave model should be kept as simple 

as possible because of the frequent updating of wave field for accounting the 
variability of mean water surface and the change of bottom profiles. In the present 
study, wave height transformation in cross-shore direction will be computed from the 
energy flux conservation. 
dEcg 

-jf = ~D°     (13) 

where E is the wave energy density, cg is the group velocity, and DB is the energy 

dissipation rate which is zero outside the surf zone. 
4.1 Energy dissipation rate 

Widely used formulas for computing energy dissipation rate are Bore model 
and Dally et al. (1985) model. The Bore model is shown in Eq. 8, and Dally model is 

*.-^V-<r»'l   (14, 
The advantage of Dally model is that it is able to reproduce the pause (or stop 

breaking) in the wave breaking process at a finite wave height on a horizontal bed or 
in the recovery zone while the Bore model gives a continuous dissipation due to 
wave breaking. However, for the condition when waves continuously break both two 
models give nearly the same result of energy dissipation rates (for example see Fig. 
6). Based on the above considerations, Dally model is selected for calculation in the 
present research. 

The published experimental results of wave height transformation inside the 
surf zone have been collected to test the ability of Dally model as shown in the first 
column of table 3. Total 9 sources of published experimental results, covering 331 
data sets, are used in this section. The experiments cover wide range of wave and 
bottom topography conditions, including both small scale and large scale wave flume 
experiments. Most of the experiments were performed under fixed bed conditions, 
except data of Kajima et al. (1983) and Shibayama and Horikawa (1985) which were 
performed under movable bed conditions. 

The verification results are presented in term of error function, ER, as used by 
Dally et al. (1985), which is defined as 

ER = 100 -     (15) 
IX 

where / is the wave height number, Hci is the computed wave height of number i, 
Hmi is the measured wave height of number /, and tn is the total number of 
measured wave height. Small value of ER expresses a good prediction. 

The verification results of Dally model are shown in the third column of table 
3. From the third column of table 3, we can see that Dally model gives quite good 
estimation of wave height inside the surf zone. 
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Although, Dally model gives good estimation to the experimental results, it 
still has some error. We may be able to improve Dally model. 

Considering Dally model, the measured T can be computed from the measured 
wave height and water depth by using the following formula (rewriting Eq. 14). 

d\ K) 8h 
(16) 

dx    0.15cgpg 

The right hand side term of Eq. 16, RS, can be computed if we have the profile 
of wave height transformation. If we plot RS with any wave parameters, it will show 
a horizontal line (since T is constant). 

Fig. 7 shows the relation between RS and the various dimensionless 

parameters, i.e., h/L0 , h/L, h/^LH. From Fig. 7 we can see that the parameter T 
is not a constant. Comparison among Fig. 7a-7c, the relation between F and 

hj-4LH, in Fig. 7c, shows more consistent results than the others. A formula for 
parameter T, from Fig. 7c, can be expressed as 

h 
(17) r = exp -0.36-1.25 

The next question is how much difference of computed wave height is resulted 
when we compare the results calculated by using constant F and calculated by using 
F from Eq. 17. Table 3 shows the error function, ER, when wave height is 
computed from Dally model by using either constant r or T fromEq. 17. 

From table 3 we can see that the computed results show not much difference, 
but for most cases the results of computed wave height are improved. The selection 
of any type of model depends on each researcher. In the present study, the better 
estimation formula (Eq. 17) will be used. 

Table 3. Verification results in term of error function parameter, ER. 
Sources No. of 

data sets 
r = o.4 T fromEq. 17 

Hansen and Svendsen (1984) 1 16.12 6.95 
Horikawa and Kuo (1966),slope=0 101 13.30 11.65 
Horikawa and Kuo (1966),slope=l/80-l/20 112 20.58 17.67 
Nagayama(1983) 12 9.19 8.62 
Kajimaetal. (1983) 79 18.36 16.37 
Nadaokaetal. (1982) 2 11.97 10.81 
Okayasu et al. (1988) 10 14.18 11.3 
Sato etal. (1988) 3 11.36 7.74 
Sato et al. (1989) 2 31.83 19.78 
Shibayama and Horikawa (1986) 10 16.23 17.69 
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Figure 6. Comparison between measured and computed energy dissipation rate from 
a: Bore model, b: Dally model (laboratory data from Hansen and Svendsen, 
1984, Okayasu et al., 1988, and Sato et al, 1988 and 1989). 
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V. Beach Deformation Model 
Wave model is used to compute wave transformation from offshore boundary 

to shoreline boundary. From the computed wave height, sediment transport rate can 
be computed. Then new beach profile can be computed from the mass conservation 
equation (Eq. 1). The new beach profile will feed-back into the wave model and 
causes wave height changes. This yields the loop of dynamic beach deformation and 
the beach profile at any desired time can be computed. 

The shoreward boundary is defined at the wave runup height. Following Larson 
and Kraus (1989, pp. 170-172), the sediment transport inside the swash zone is 
assumed to decrease linearly from the end of surf zone to zero at the runup limit. If 
the local beach slope exceeded the repose angle, avalanching concept will be used. 
5.1 Model verification 

A number of simulations are performed in order to examine the capability of 
the present model. All coefficients in the model are kept to be constant for all cases 
in the verification. Model results are compared with laboratory data of small scale 
experiment of Shibayama and Horikawa (1985) and large scale experiment of Kajima 
et al. (1983) and Kraus and Larson (1988). 

The verification is performed for all cases, total 45 cases. The verification of 
these independent data sources and wide range of experiment conditions are expected 
to clearly demonstrate the accuracy, and stability of present model. The main input 
data of the model is the incident wave dimensions and initial beach profile. The 
model was run on workstations (HP 9000 series 700 computers); the total CPU time 
for simulation about 1000 hr (45 cases) is about 6 min. Examples of examination 
results are shown in Figs. 8-10. The examination results of all cases, including four 
profiles per case, are shown in Rattanapitikon (1995, pp. 173-196). Interesting points 
of the comparison results are described as follows 

1. The global shapes of measured profiles are generally well predicted by the 
model. The predicted profiles are smoother than the measured ones. Small fluctuation 
of measured profiles can not be predicted by the present model (see Kajima, case 3.1 
and Kraus, case 510 in Fig. 8). 

2. The agreements of predicted beach profiles of the prototype scale are better 
than those of small scale wave flume. The fluctuation of measured beach profiles in 
small scale experiment are more than the prototype scale experiment and the present 
model can not predict those fluctuations. 

3. The model is able to simulate a breaker bar of either the growth of breaker 
bar (see case 5.2 in Fig. 10) or the reduction of breaker bar (see case 1.2 in Fig. 9). 

VI. Conclusions 
Cross-shore beach deformation model is developed based on a large amount of 

published laboratory results. The model contains description of time-averaged 
concentration profile, velocity profile, sediment transport, wave height, and beach 
deformation. The validity of model is confirmed by small scale and large scale 
experiments. The main merit of this model is that it requires very short CPU time and 
the results are reasonably well. 
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Figure 10. Comparison between measured and computed beach deformation 
(laboratory data from Kajima et al., 1983, case 5.2). 
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CHAPTER 238 

Experimental Study on Sediment Transport 
in Surf and Swash Zones Using Large Wave Flume 

Takao Shimizu1, Masaaki Ikeno2 

Abstract 
In the present study, experiments were conducted using CRIEPI's Large Wave 

Flume (205m long, 3.4m wide and 6m deep) to investigate cross-shore hydrodynamics, 
sediment transport and beach change processes. On the experiments, suspended 
sediment transport in the surf and swash zones was directly measured under the 
condition of random waves. Moreover, the long wave effect to sediment transport 
was also investigated. 

Introduction 
Suspended sediment transport rate must be evaluated accurately to predict beach 

change, especially in a calm basin behind an artificial island, because suspended 
sediment in a surf zone is transported into the calm basin by circulating nearshore 
current. Recently, it was mentioned that low frequency component in a wave group 
influences remarkably suspended sediment transport( Sato et al.;1993). Sediment 
transport rate in a swash zone has to be estimated correctly to expect shoreline 
change, because erosion and accretion in a swash zone causes shoreline change 
directly. Ogawa et al.(1981) and Katori(1983) observed sediment transport in a 
swash zone by using sand traps. 

In this study, large scale experiments on beach profile changes due to irregular 
waves were performed in the Large Wave Flume. Suspended sediment transport 
and sediment transport rate in a swash zone were measured directly. Effects of 
irregularity of waves on a sediment transport and influences of low frequency 
component in a wave group were discussed. 

Experimental method 
Uniform slopes of sand were piled up in the Large Wave Flume( Kajima et al; 

1982) as shown in Fig.l. The bottom of offshore side 90m length of the flume is 
1/15 slope. Horizontal coordinate X was defined as an seaward distance from the 
onshore side end of the flume. An origin of a vertical coordinate Z was defined on 
a still water level. Still water depth was 4m in cases of 1/10 and 1/20 slope of sand 
and 3.2m in a case of 1/50 slope of sand. A toe of the sand slope of 1/50 was cut 

1) Research Fellow, Central Research Institute of Electric Power Industry, 1646 
Abiko, Abiko-city, Chiba 270-11, JAPAN. 

2) Senior Research Engineer, Central Research Institute of Electric Power Industry, 
1646 Abiko, Abiko-city, Chiba 270-11, JAPAN. 
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off by a 1/10 slope, because the still water level can't be smaller than 3.2m for wave 
generating and the sand volume was limited. 

A measuring vehicle that runs on the flume onshore-offshore was used for 
measurement in a surf zone. The measuring vehicle is equipped with a capacitance 
type wave gauge(W) and an installing arm going up and down just beside each 
other. Two sets of an electromagnetic current meter(C), an optical turbidity meter(T) 
and a pumping tube(P) for water sampling were assembled to the installing arm. 
Vertical distance between two sets is 40cm. Water sample including suspended 
sediment was sucked up by an engine pump, and a volume of sampled water was 
measured by a water counter. Between the pump and the counter, the suspended 
sediment was filtered out by a 97// mesh plankton net and weighed. Median 
diameter of the sand was 1mm, and the grain size distributed from 0.2mm to 1.3mm 
as shown in Figure 2. Output of turbidity meter was calibrated individually by the 
time averaged sediment concentration based on the water sampling data. A wheel 
type sand surface profiler was loaded on a trolly dragged by the measuring vehicle. 
The profiler can trace the beach profile under the still water and in the air continuously, 
accurately and speedy. 

In some cases, sediment transport due to uprush and sediment transport due to 
downrush of individual waves were measured respectively by sand traps(S) in a 
swash zone. The sand traps are original hand made with metal frame and 97 fx 
mesh plankton net as shown in Photo 1. A mouth of the trap is 5cm wide and 20cm 
high. The length of the trap is lm. Fifty traps were prepared and numbered. Two 
footings was built up in a swash zone, and sediment transport was trapped by three 
persons on the footings as shown in Photo 2. Right one of this side in the photo is 
trapping sediment transport due to downrush pressing the under edge of the mouth 
of the trap against the sand surface. Right one of back side is taking a trap away 
from the one of this side and going to stack it in a bucket. Left one is preparing the 
next trap. Trappings of sediment transport due to uprush were continued for fifty 
waves, and after the collection of trapped sand, sediment transport due to fifty 
downrushs were trapped. A trapping of sediment transport due to uprush was 
started when a front edge of an uprush reached the trapping point, and was finished 
when the water started to flow down. But if the front edge of the next uprush 
reached the trapping point before the water started to flow down, the trap was 
changed quickly to the next trap. A trapping of sediment transport due to downrush 

installing arm going up and down 
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generator 

w 
c 
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current meter 
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pumping tube 
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Figure 1. Arrangement of experiments 
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was started when the water started to flow down, and was finished when the front 
edge of the next uprush reached the trapping point or the down flow of the water 
sank into the sand. A wave gauge and a current meter was set up just beside the 
sand trapping. Bottom end of the wave gauge was stuck in a sand. Head of the 
current meter was set 1 or 2cm above the sand surface. The wave gauge on the 
measuring vehicle was set 8m offshore the trapping point. Outputs of wave gauges 
and a current meter were recorded in a memory of a personal computer and on a 
chart of linear-corder with trap numbers called by the trapper. 

Irregular waves were generated by piston type wave generator. The wave train 
was repeated every hundred waves. Sampling of outputs of a wave gauge, current 
meters, turbidity meters and sampling water were continued for one hundred waves 
at every measuring points in a surf zone. Trappings of sediment transport in a 
swash zone was performed in the first half of the wave train and in the second half 
separately. In some cases, the free long wave generated at the paddle of the wave 
generator was canceled by the method after Ikeno et al.(1996). 

Experimental cases and conditions 
Table 1 shows experimental cases and conditions. In the case LI, sand slope "tan- 

/?" was 1/20 and regular waves were generated. Offshore wave height "Ho" was 
lm and wave period "To" was 5s. In the case L2, irregular waves were generated 
using JONSWAP spectrum. Significant wave height and significant wave period 
was same to the case LI. Sharpness parameter "y " is 1 according to the wind 
wave condition. Conditions of the case 13 were same to the case L2 except for the 
sharpness parameter is 7 according to the swell condition. In the case L4, free long 
wave cancel method was adopted to the condition of the case L2, but the significant 
wave height had to be reduced to 0.6m because the stroke of the paddle of wave 
generator is limited up to 2.1m. Conditions of the case L5 were same to the case L3 
except for the sand slope and the wave was steeper than the case L3. Condition of 
the case L6 was same to the case L5 except for the free long wave was canceled. 
Conditions of the case L7 was same to the case L3 except for the sand slope and the 
wave was more gentle than the case L3. 

Photo 1.   Sand trap Photo 2.   Observation in the swash zone 
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Sand particle diameter distribution 

case tan p H„ T„ Y wave 

(m) («) generation 

LI 1/20 1.0 m 5.0 s r.w. p.m. 

L2 1/20 1.0 m 5.0 s 1 p.m. 

L3 1/20 1.0 m 5.0 s 7 p.m. 
L4 1/20 0.6 m 5.0 s 1 f.l.w.c.m. 
L5 1/10 1.2 m 3.0 s 7 p.m. 
L6 1/10 1.2 m 3.0 s 7 f.l.w.c.m. 
L7 1/50 0.5 m 8.0 s 7 p.m. 

Y : sharpness parameter of JONSWAP spectrum 
r.w.: regular wave 
p.m.: previous method 
f.l.w.c.m.: free long wave cancel method 

Experimental results 
Figure 3 shows the initial beach profiles of each cases as dotted lines and final 

profiles as solid lines. Profile changes of the cases LI, L2 and L3 are bar and berm 
system. Profile change pattern is decided by significant wave characteristics, not by 
sharpness of spectrum or irregularity. Profile change due to swell is more rapid 
than due to wind waves of the same significant wave characteristics. Profile changes 
of the cases L5 and L6 are typical erosional pattern with remarkably developed bar. 
Profile change in the case L7 is accretional pattern with sediment transport from 
offshore zone to surf zone. 

Figure 4 shows fluctuation of suspended sand concentration "c" due to wave 
motion near the breaking point in the cases LI and L6 together with horizontal 
velocity "u" and water surface elevation " y ". Suspension of sediment due to 
regular wave motion takes place at the phase when the horizontal velocity changes 
from onshore to offshore. Sediment is suspended due to irregular wave motion at 
the phase when horizontal velocity changes not only from onshore to offshore, but 
also from offshore to onshore. 

Figure 5 to 8 show vertical distributions of suspended sediment transport flux in 
the cases. The graph at the top is cross-shore distribution of significant wave height 
and beach profiles. The graphs in the second row are vertical distributions of time 
averaged suspended sediment concentration. The graphs in the third row are vertical 
distributions of time averaged horizontal velocity. The graphs at the bottom is 
vertical distributions of time averaged product of suspended sediment concentration 
and horizontal velocity namely suspended sediment transport flux. In the cases L5 
and L6, suspended sediment concentrations are higher than the other cases. In the 
almost cases, suspended sediment transport fluxes near the bottom are directed 
offshore, even in the accretional case L7. 

Figure 9 shows low and high frequency components of suspended sediment 
transport flux in the cases L5 and L6. In the case L6 where the free long wave is 
canceled, long wave components of suspended sediment transport fluxes are directed 
offshore when the sort wave components are directed onshore. In the case L5, the 
above mentioned property is not clear. 

Figure 10 shows synchronized data observed at the point A in a swash zone and 
at the point B in a surf zone of the case L5. The graph at the top of four is volume 
of sand par unit width trapped at the point A. Length of right side of each triangle 
is trapped volume.   Left vertex points to the starting moment of trapping.   Right 
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Figure 3.  Beach profile change 
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vertices point to the finishing moment of trapping. For convenience' sake, sediment 
transport due to uprush and downrush are shown in one graph. The second graph is 
horizontal velocity 1 or 2cm above the sand surface at the point A. The curve is 
interrupted in the middle of downrush, because the head of current meter is exposed 
in the air. The third and the bottom graphs are water surface elevation at the points 
A and B. The waves corresponding to each other are connected by dotted lines. 
Number of waves reduces by half propagating from the point A to B. Waves in a 
swash zone are apt to be grouped and uprush velocity due to the first wave of the 
group is strong and uprush sediment transport is remarkable under the action of the 
first wave. Crest level of the last wave of the group in a swash zone is highest and 
downrush velocity due to the last wave is strong and the downrush sediment transport 
due to the last wave is striking and drags on. 

Table 2 shows the uprush and downrush data of individual waves in a surf zone 
of the case L5. "H" is crest height measured from the trough just before the crest, 
"h" is water depth under the trough. "Uu" is horizontal velocity under the crest. 
Positive data is onshore velocity. Three data are negative, because the bottom 
velocity remains offshore when the front of the next uprush reached the trapping 
point. "Qu" is trapped volume of sediment transport due to uprush par unit width. 
"Ud" is trapped volume of sediment transport due to downrush par unit width. 
Total volume of Qu is 65.7 litter par meter and total volume of Qd is -84.4 litter par 
meter. Net volume of sediment transport during one hundred waves is -18.7 litter 
par meter. It is converted to the net sediment transport rate -6.2 X 10"sm3/m/s. 

Figure 11 shows sand transport rate counted back from profile change in the case 
L5.  The net sediment transport rate at the trapping point -6.3 X 10"sm3/m/s is read 
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from the figure. Good agreement of two independent values indicates high accuracy 
of the sand trapping method. 

Figure 12 shows relationship between nondimensional sediment transport rate $' 
due to individual downrush and nondimensional bottom friction W. <£' and NP' is 
defined by the following equations; 

$'=Q/(wD) (1) 

•*"=U2/(s'gD) (2) 

where Q is sediment transport rate in the half period of wave, w is settling velocity 
of sand particle, D is median diameter of sand, U is amplitude of bottom velocity, s' 
is submerged specific gravity of sand and g is gravity acceleration. Sediment 
transport rate due to downrush is modeled by following equation; 

$ '=-0.037 *'129 
(3) 

Figure 13 shows relationship between nondimensional sediment transport rate $' 
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due to individual uprush and nondimensional bottom friction W. Relationship 
between 0' and M^ is bad, because uprushing bore involves suspended sediment 
according to not only bottom friction but also thickness of the bore. 

Figure 14 shows relationship between nondimensional sediment transport rate <J>' 
due to individual uprush and 
product of nondimensional bottom friction Nf' and nondimensional thickness of the 
front bore of uprush. Sediment transport rate due to uprush is modeled by following 
equation; 

<J>'=1.38X10-5{^'(H+h)/D}143 (4) 

Conclusions 
©Beach profile change due to swells is more rapidly than that due to wind waves. 
©Around the breaking point, there is the case that low frequency component of 

suspended sediment transport due to long waves is offshore, and high frequency 
one is onshore. 

©The number of waves decreases immediately in the swash zone, because a downrush 
prevents runup of the next wave in trough phases of long wave. 

©Waves in a swash zone are apt to be grouped and uprushing bottom flow due to 
the first wave of the group is strong.    Hence,    uprush sediment transport is 
remarkable under the action of the first wave. 

©Crest level of the last wave of the group in the swash zone is highest and 
downrush bottom flow due to the last wave is strong.   So, downrush sediment 
transport due to the last wave is striking and drags on. 

©Sediment transport rate due to uprush and downrush in a swash zone was modeled 
relating to bottom friction and thickness of uprushing bore. 
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CHAPTER 239 

The Influence of Long Waves on Macrotidal Beach Morphology 

David J. Simmonds1, Tim J. O'Hare2 & David A. Huntley3 

Abstract 

The aim of the following paper is to demonstrate that standing long waves 
can generate intertidal morphological features in a dissipative macrotidal setting. In 
this environment the tidal excursion can exceed the length scales associated with long 
waves. This extends the work of Simmonds et al (1995) in which it was shown that 
monochromatic long waves could generate sediment convergence patterns that bore 
a good similarity to observed topographic features, namely ridges and runnels from a 
field site on the Belgian coast. The simulation is modified to include a band of long 
waves and it is found that a good correspondence with real topography can still be 
achieved on a tidally averaged basis by allowing for a degree of uncertainty in the 
breaking criterion. It is also argued why the observed scales are more likely to 
correspond with the shorter end of the long wave spectrum. The simulation helps to 
shed light on the conditions in which such features are known to form. 

Introduction 

This paper examines the question "can a spectrum of long waves be capable 
of creating intertidal bedforms on a macrotidal beach?" 

Despite the abundance of macrotidal coastlines Short (1991) has been led to 
remark that the "study of macro-tidal beaches has lagged considerably" in relation to 
the published material on micro- and meso-tidal coasts. Whilst numerical modellers 
are beginning to recognise the importance of long wave processes in the modeling of 
coastal morphology (Roeb/ink & Broker, 1993) very few of these models, even 
though applied to macrotidal coastal regions, appear to consider the further 
complication of a tidally modulated boundary. Although the concept of an 
equilibrium cross-shore profile is useful in a microtidal setting, the interpretation of 
equilibrium profile is questionable in the macrotidal setting when considered with 

1 Res. Fellow, School Civil Eng., Univ. Plymouth, Palace Court, Plymouth, UK PL1 2DE 
2 Senior Lecturer, Inst. Marine Studies, Univ. Plymouth, Drake Circus, Plymouth, UK PL4 8AA 
3 Reader, Inst. Marine Studies, Univ. Plymouth, Drake Circus, Plymouth, UK PL4 8AA 
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respect to timescales of the order of days, even when tidally averaged quantities are 
considered. The cross shore tidal excursion on a dissipative macrotidal beach is 
measured in hundreds of meters and is further modulated by the Spring-Neap cycle. 
The boundary is neither steady nor varying by the same amount from day to day. It 
seems more appropriate to speak of a dynamic equilibrium whereby the profile is 
constantly adjusting from minute to minute within limits determined by the tidal level 
and variations in the wave climate. 

Standing long wave motion at the shoreline is often associated with the 
formation of submerged bars (Short, 1991, Sallenger & Holman, 1987) and support 
for this has been provided by field observations (e.g. Bauer & Greenwood, 1990). 
But what of the intertidal bedforms such as the bar-like features, referred to as ridges 
and runnels, that are evident on some macrotidal coastlines? 

Wright et al (1982) suggested that macrotidal beach profiles are due to the 
combination of swash, surf and deeper water processes that operate over different 
regions of the beach face for different periods of time. It was also suggested that 
some wave-lain features may survive swash & surf zone excursion in low energy 
conditions — but that in high energy conditions any bedforms are erased by the more 
energetic processes. 

These studies have been predominantly based on high energy exposed 
shorelines. In the European context, many dissipative macrotidal shorelines are to be 
found sheltering in fetch limited environments well away from the continental shelf 
breaks. In these situations, more subtle, lower energy mechanisms might be more 
evident. 

It is tempting to suggest that standing long waves might be somehow 
responsible for the development of intertidal features such as ridges and runnels as 
the length scales of both are comparable. In addition it is widely recognised by field 
workers that long wave energy is present, to some degree, on all shorelines. In the 
simplest analysis, topographic features are believed to be generated under a 
stationary standing long wave. However on a macrotidal dissipative coast the 
reflection point of the long waves (whether considered at the shoreline or in the 
surfzone) can move cross-shore by several long wave wavelengths. 

Simmonds et al (1995) showed how standing long waves might form bar-like 
features in the intertidal zone of a linear beach dominated by cross-shore long wave 
processes. They based their analysis upon a simple transport mechanism resulting 
from the correlation of the long waves with the incoming wave groups to 
demonstrate how intertidal bedform development might be initiated through a "tidal 
bar hypothesis". Using a monochromatic long wave envelope, a pattern for the 
potential for erosion across the beach face was shown to correspond well with 
observed scales of ridge and runnel morphology even around the mid-tide region, 
despite the inclusion of tidal modulation of the transport envelope across the beach 
face. 
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However, long waves observed in the field are generally broad-banded in 
nature (Huntley et al, 1993) and it might be predicted that the result of including of a 
realistic bandwidth of long waves would smear over the effect of the individual 
waves. This effect combined with tidal modulation of the reflection point would 
surely destroy any "memory" that the beach retains of the long wave structure - 
although Bowen and Huntley (1983) suggested that feedback, in the form of erosion 
of the bed and subsequent modification of long wave structure might result in a 
narrowing of the effective spectrum that shapes the beach through resonance. 

A further criticism of the hypothesis is that given that there is a band of long 
waves why does there appear to be a stronger correlation at the shorter wavelength 
end of the measured band than at the longer scales? 

We will investigate these criticisms by reference to an improved version of the 
original simulation outlined in Simmonds et al. (1995). It will be shown that under 
conditions recognised as precursory to ridge and runnel formation, rhythmic intertidal 
features are indeed predicted. We draw upon the geometry and field measurements 
of a particular example of ridge and runnel morphology. The aim is not to present a 
full sediment and hydrodynamic coupled model, but instead to show that the 
mechanism for forming intertidal bedforms involving standing long waves is feasible. 

A Field Example of Rhythmic Intertidal Morphology 

First of all it is useful to reintroduce the field example of ridge and runnel 
features (Simmonds et al, 1995). The macrotidal beach profile is shown in Figure 1 
and is taken from a field site at Nieuwpoort on the Belgian coastline which was the 

HW 

100 200     300     400     500 
X-shore Distance (m) 

600 

Figure 1. Ridge & Runnel profile at Nieuwpoort, Belgium 

focus of the recent MAST project Circulation and Sediment Transport Around Banks 
(CSTAB —O'Connor et al, 1996). This illustrates the kind of intertidal features that 
are expected to be associated with long waves by virtue of their length scales. These 
ridges exist as low lying, shore-parallel bodies of sand with cross-shore scales of the 
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order of 50m separated by runnels. Their longshore extent is interrupted by shore- 
normal channels spaced every 500m or so, down which water is drained from the 
runnels on the ebb of the tide. They are exclusive to dissipative macrotidal beaches 
of medium sand sized material and fetch limited wave climate. 

It is hard to justify that these particular features are merely swash bars formed 
at low and high still stands at Spring and Neap tide levels (King & Williams, 1949). 
Five bars are clearly visible. Other documented cases of ridge and runnel beaches 
exhibit even greater numbers of ridges (Mulrennan et al, 1992). Indeed the number 
and spacing of these particular features on low energy beaches is reported to be 
strongly related to the beach slope and this is more reminiscent of long wave 
structure where the node-anti-node spacings are also dictated by the beach slope J3. 
Therefore this swash bar hypothesis should be rejected. 

The scales involved are certainly too large for comparison with gravity 
wavelengths. So the question "Could long waves be responsible?" arises. Simmonds 
et al (1995) previously reported the identification of standing long wave activity, 
even during low energy conditions at this particular beach in the frequency band of 
0.01-0.04ffz (1005 to 25s wave period). The scale of the features was shown to be 
consistent with shortest of these long wave scales (O.OAHz) measured at the beach 
which had a slope of around 1%. It therefore seems likely that long waves are indeed 
responsible. 

Long Wave Transport Mechanisms 

The mechanism by which a memory of the structure of a standing long wave 
can come to be imprinted upon a beach is now discussed. The cartoon (Figure 2) 
illustrates two mechanisms that can be considered. 

Mass Transport 

LW-SW Correlation 

Figure 2 Transport mechanisms 

The first involves sediment movement in response to the mass transport 
induced under a standing wave. This has been investigated in associated with sub- 
tidal bar formation (e.g. Carter et al. 1973). In this, the sediment is assumed to move 
in response to the drift velocities induced by the standing long wave structure. 
Sediment accumulates either at the nodes or anti-nodes according to different 
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investigators though there is no general agreement as to which, although the answer 
is thought to depend upon the sediment grain size. 

The second is a mechanism based upon the correlation of short-wave groups 
with a bound long wave. O'Hare & Huntley (1994) have discussed a model that 
furthers the concept of short waves acting as sediment stirrers and correlated long 
waves acting as transporters (pseudo-steady currents). In the case of a bound long 
wave the long wave is generated through the radiation stress variation under wave 
groups so that the largest short waves occur around the long wave troughs and the 
smaller at the long wave crests. Such a correlation creates a net offshore transport 
when integrated over a long wave cycle. 

If a planar beach face is considered, in the absence of any other processes, 
this offshore sediment flux would be predominantly modulated by the simple depth 
dependence of the short wave orbital velocity. The inclusion of a phase-locked 
reflected long wave, however, introduces a rhythmic cross-shore spatial variability in 
the sediment flux. The function which is the gradient of this can be interpreted as 
regions of net erosion or accretion. 

Both of these two mechanisms would produce an erosion pattern that would 
predict features of the same scale. However, the efficiencies of the two in 
transporting sediment will have different magnitudes. We argue here that the 
correlation mechanism is likely to be more important. 

In the first case the transport mechanism is related through a power law to 
the "drift velocity". This second order parameter arises from the non-linearity in 
orbital motion under the standing waves. In the case of long waves this is likely to be 
very small in relation to the orbital velocity of the long waves. 

In the second, the net transport is the result of averaging the correlation 
between the square of the heights of the (stirring) short wave and the velocity of the 
(transporting) long waves. Again, it is difficult to estimate the relative importance of 
this quantity since the resulting transport over a long wave cycle will depend upon, 
amongst other factors, the amplitude of the long wave orbital velocity and the 
groupiness of the short waves — that is, the net effect depends upon the difference 
between the onshore and offshore directed correlation's. 

However, the magnitudes of the latter velocities are much greater than those 
of the drift velocities, and so the second mechanism has the potential to be 
significantly greater. 

Bias to Shorter Scales 

If it is accepted that there is a process for the imprinting of long wave scales 
on the beach face the next question to address is "why is a stronger correspondence 
with the shorter end of long wave spectrum observed in the field?" As we stated 
earlier, the observed correlation between the measured long wave spectrum and the 
observed morphological scales at Nieuwpoort indicated a good agreement but only at 
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the shorter (0.04/fe) end of the long wave spectrum. This bias can be understood by 
considering the following arguments. 

First, we should define what we understand by the description "broad 
banded" in relation to the long wave spectrum. If we take the narve interpretation of 
"broad-bandedness" as implying equal wave heights at all frequencies in the 
spectrum, quite clearly the velocity (transporting) spectrum will be biased towards 
higher frequencies. This is because the velocity is obtained as the gradient of the 
time series. Put another way, a "white" amplitude spectrum corresponds to a "blue" 
velocity spectrum (predominance of higher frequencies). 

We can also argue, on a geometric basis, that shorter long wave scales grow 
more rapidly. This is because the work done on the bed in changing from a flat to an 
undular bed is less if the undulations are of shorter wavelength (Figure 3). The 
distance that the centroid of sand has to move in order to create a depression and an 
adjacent hole is less for the shorter wavelength feature than the longer, although the 

Sea bed response 

X-shore Distance 

Figure 3 Geometric argument: mass centroid in (a) 
moves further than in (b) 

amount of material that has moved is the same. It is therefore likely that the shorter 
scales are quicker to develop upon the beach and can be concluded that there is an 
inherent bias to short scales forming. This is especially important for a system in a 
state of dynamic equilibrium where features that require longer timescales in order to 
establish themselves will be discriminated against. 

Simulation 

Attention is now turned to the simulation reported in Simmonds et al. (1995). 
The simulation is used to predict the spatial cross-shore profile development. The 
basis for this is the assumption that the sediment transport is everywhere offshore 
directed due to the correlation mechanism outlined above. Obviously this is 
unrealistic— beaches do not simply disappear off-shore, (at least, in the short term), 
but this assumption is made so that the potential of this mechanism can be 
investigated in isolation. As such, other processes such as surf-zone and swash 
processes are not represented. 
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A bound long wave is assumed to interfere with a reflected free long wave to 
give a shallow water standing long wave. The sediment transport rate is assumed to 
be proportional to the product of the magnitude of the standing long wave orbital 
velocity and of the square of the short-wave envelope. 

It is further assumed that the short wave envelope that stirs the sediment can 
be described by simple shoaling waves which break with a linear decrease in 
waveheight to the shoreline. The standing long wave envelope, calculated from the 
bessel function solutions of Lamb (op cite Kirby et al, 1981) defines the magnitude of 
the offshore flow. The product of these two represents an expression of the 
uncalibrated offshore sediment flux whose spatial representation is the sediment flux 
function. The gradient of this is the quantity that is of interest, and is referred to here 
as the sediment flux convergence (SFC). This is interpreted as an indication of 
zones of sediment accretion or erosion across the profile. 

The bias to higher frequencies is incorporated in the model in terms of a "blue 
shift" of the velocity spectrum. This is generated by assuming uniform amplitude 
spectrum and hence a velocity spectrum biased linearly towards the high end of the 
frequency band. 

Simulation 
HW-0 

1% Profile r ^"~--~ LW=-6m 

Short Wave Stirring Function 

Long Wave Transport 

Sediment Flux Function 
Alt 

Sediment Flux Convergence ^jV^"-~~L— 
(SFC) v 

0 500 1000 
X-shore distance (m) 

Figure 4. Components of the simulation 

Taking parameters similar to those observed at the site at Nieuwpoort beach, 
a Spring tidal modulation of 6m height is introduced over a planar beach of 1% slope. 
Figure 4 shows how the simulation is constructed. This was implemented in the 
MATLAB language on a PC. 
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The simulation is also represented by the flow diagram (Figure 5). The model 
parameters specified include the short-wave height, the breaking depth, the long 
wave spectral amplitudes and the beach slope. From this information the standing 
long wave envelope (SLW env) is calculated and the short wave envelope (SW env). 
Multiplied together, these give the sediment flux function for a particular long wave 
frequency and reflection point on the profile. 

The simulation has then been adapted to permit the summation of the 
sediment flux functions over a suitable spectrum of standing long waves at each 
position of the tide. The summation of the calculated sediment flux convergence 
functions is then performed to calculate the tidal average. 

It is also possible to modify the short-wave envelope to allow for a degree of 
uncertainty in the short wave height and breaking criterion. This is desirable because, 
firstly, groupy waves do not all break at the same position, and, secondly, breaking is 
believed to be influenced by instabilities which determine that the nature of this 
process is chaotic (Longuet-Higgins, 1994). 

SW env.(h) 

103 steps 

J_ 
SLW env.(h,f) 

-102 steps 

Sum over 
freq band 

V.(SED. FLUX) =Sediment 
Flux 
Convergence 

Sum over 
tidal cycle 

PredictecT 
Erosion 

Figure 5 Flow-chart for improved simulation 

As mentioned, the simulation involves two summations. Summation over 
frequency band and summation over all tidal amplitudes. An appropriate indication 
of the magnitude of the number of steps for these two summations is indicated in the 
figure. These have been selected to optimise processing time against numerical 
"noise". 
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It should also be pointed out that at each position of the tide the sum of the 
superimposed velocities is being calculated. It is therefore being assumed that all the 
different standing long wave modes occur simultaneously and, further, that then- 
respective correlation's with the short waves also all occur together. Whether this is 
realistic is a matter for debate. Usually the statistical analysis of a wave record is 
interpreted to mean that the spectrum of frequencies is stationary. It may be that, in 
reality, there is a "wandering" of the peak band of frequencies from long wave to 
long wave. 

The present simulation is not sensitive to the order in which the two 
summations are calculated. However to develop the model further, feedback, in the 
form of bed evolution, is to be introduced before summing over the next tidal 

SHW NHW MWL NLW 

200 300 400 
X-shore distance (m) 

Figure 6(a) Ridge & runnel profile. Monochromatic 
calculations of the SFC for (b) 6m tide & (c) 2m tide. 

amplitude after the summation over frequency bandwidth. 

Tidally averaged runs for Spring & Neap tides using values for these 
parameters obtained from the Nieuwpoort beach produces the results in figure 6(b) & 
(c) for monochromatic long waves (0.04Hz). As can be seen the predicted SFC 
shows good correspondence with the actual topography, Figure 6(a), in terms of 
scale. 

A Realistic Bandwidth of Long waves 

The main query regarding the above simulation is: "what effect does a 
realistic, broad long wave bandwidth have on these predictions?" This question will 
now be addressed and the sensitivity of this simple model to other parameters will 
also be discussed. 

At first sight, Figure 7 indicates that calculating the SFC for a band of long 
waves destroys the intertidal undulations, except in the case of a very narrow 
bandwidth indeed.   However this can be shown to be misleading by studying the 
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sediment flux functions. Figure 8(a) indicates that the flux function (the offshore 
transport) is dominated by the position of the breakpoint. This creates two relatively 
sharp peaks in the SFC near high and low water throwing the remaining details in to 
the shadows. The convergence here is emphasised by the fact that the breakpoint 
dwells at these two positions for the longest. As mentioned above, in reality the 
breaking of the short waves has a statistical variation caused by variations in the 
waveheight due to groupiness, return flows, interactions with preceding waves and 
an inherent chaotic instability in the breaking process. 

To study the effect of this, an uncertainty in the breakpoint was modeled 
assuming a gaussian description of wave height and the breaking criterion. This was 
included in the description of the short wave envelope or "stirring function". The 
effect in the sediment flux function is evident in Figure 8(b). The breakpoint is 
rounded off and de-emphasised, allowing detail of the long wave structure to emerge. 
Figure 9(b) shows the effect of this in the predicted SFC which displays once again 
some undular detail across the profile, more obviously than in Figure 9(a). Again the 
scales correspond well with those observed in the field. 

0.01-0.04Hz 

0.02-0.04HZ 

0.03-0.04HZ 

0.04Hz 

200 400 600 
X-shore Distance 

800 1000 

Figure 7 SFC calculated for different long wave bandwidths 

The uncertainty in the breakpoint acts to widen the surf zone. Another way 
this can be achieved is to consider short waves with larger waveheight. As can be 
seen in Figures 8(c) and 9(c), the effect of this is to smooth off the breakpoint further 
and to bring out more intertidal profile detail. This remarkable result shows that 
despite summing over a band of long waves and averaging over a tide, the predicted 
SFC still shows details that correspond to the observed topography even in the mid 
tidal region. However, although larger wave heights are helpful in this model it is 
probably true, as Wright (1982) indicates, that in very high energy events other 
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processes will dominate and the surf zone "bulldozer" will mask the effects of this 
subtle mechanism. 

SW Stirring Flux Function 

Sharp 
Breakpoint 

Blurred 

... & Bigger 
Waves 

0       500    1000 
X-shore (m) 

500 1000 
X-shore Distance m 

Figure 8 Short wave envelopes and sediment flux functions for (a) 
sudden breaking, (b) uncertain breaking, (c) uncertain breaking & 

larger wave height 

Further Investigations 

The simulation was also used to investigate other parameters, including shape 
of the tidal curve and of the spectrum. These predictably showed that a flatter tidal 
curve de-emphasised erosion at the high and low water marks, and that a "blue" long 
wave amplitude spectrum brought out even more detail in the undulations of the 
sediment flux convergence. 

Time—scales 

The results so far have all been calculated as averages over the tidal cycle. 
Figure 10 shows the sediment flux convergences calculated for averages over shorter 
fractions of a tide {\l6ths). As can be seen, the tidally averaged result shows no 
indication of some of the features that can develop during the middle of the tide. 
Two features at 200m and 500m are clearly visible in the mid tide SFC but these are 
cancelled by the SFCs approaching high and low water. 

It is likely that the bed will respond over shorter time-scales than that of a 
tide.  If the bed is modified, the long and short wave field are changed accordingly 
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and the erosion patterns will be changed.   It may be that the erosion pattern is 
capable of "tuning in" with the topography to favour growth of certain scales. 

Southgate (1995) has remarked that since the interaction between 
hydrodynamics and the transport of sediment is non-linear, the chronology or 
sequencing of wave events is of direct influence. Further, in the macrotidal case, the 
erosion of the beach face will be dependent upon both the temporal variation of the 
long wave transport functions and the tidal variation. 

. & Bigger waves 

200 400 600 
X-shore Distance 

800 1000 

Figure 9(a) SFC for a band of long waves (0.01-0.04Hz), (b) inclusion of 
uncertain breaking & (c) bigger short waves. 

Summary & Discussion 

Simmonds et al (1995) demonstrated that a standing long wave mechanism 
such as the bound long wave-short-wave correlation is capable of generating 
intertidal bedforms at scales observed in nature. This idea has been extended in this 
paper to the consideration of a band of long waves. It has been argued that there 
exists an inherent bias towards the quicker development of shorter scales. It has been 
shown that a band of longwaves will still generate undular intertidal topography, 
even in the mid-tide region so long as a smoothing of the breakpoint and hence a 
widening of the surfzone is introduced. This was necessary to de-emphasize the 
erosion at the high and low water levels caused by the constancy of the breaking at 
these places. The smoothing is justified by considering the uncertainty in the 
breaking process. The resulting predicted regions of sediment convergence agree 
remarkably well with the observed topography. 
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It has also been suggested that the current approach to integrating results 
over tidal timescales needs re-examining since it is that the bed will respond over 
much shorter timesscales. 

High Tide 

Mid Tide 

0 500 1000 
X-shore Distance (m) 

Low Tide 

500 1000 
X-shore Distance (m) 

Figure 10 SFCs calculated for different sixths of the tide 

The model helps us to explain the environment in which ridge and runnel 
features are found. For the mechanism to work, the cross shore tidal excursion must 
exceed the scale of the shorter long wave wavelengths otherwise no intertidal 
structure can be created. Broad, dissipative macrotidal beaches are ideal for this. 
The mechanism is, however relatively subtle, depending upon the long wave orbotal 
velocities to carry out the transporting of the sediment, and would probably be 
masked by other processes in a more energetic environment. This might explain why 
these features are only found on fetch limited macrotidal coastlines. 

Future developments of the model are envisaged that allow erosion of the bed 
as a feedback mechanism which perturbs the structure of the sediment flux function. 
It is hoped that such a coupled sediment transport and hydrodynamic model can be 
used to study the parameters that control the behaviour of these intertidal features 
and the time-scales of their development. 
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CHAPTER 240 

MATHEMATICAL MODELS FOR WAVES AND 
BEACH PROFILES IN SURF AND SWASH ZONES 

Akira Watanabe1 and Mohammad Dibajnia2 

Abstract 

The paper presents mathematical models for wave deformation and for beach 
profile change in the surf and swash zones. Boussinesq-type equations including a 
breaker-induced energy dissipation term (Watanabe et al., 1994) is extended to the 
swash zone by introducing a periodically moving shoreward boundary. Computation 
is made on the wave deformation on constant slope beaches, particularly on the runup 
and run-down heights as well as the wave heights at the still water shoreline, which 
are compared with existing formulas. Beach profile change is computed with the 
sediment transport rate formula proposed by Dibajnia and Watanabe (1992) after a 
further generalization, together with Lagrangian treatment for the sediment motion in 
the swash zone, using the near-bottom velocity obtained from the wave computation. 
The validity of the models is examined through comparisons with measurement data 
obtained in large wave flume experiments. 

Introduction 

The authors have presented a numerical model for profile change of sheet-flow 
dominated beaches based on Boussinesq-type wave equations and a sediment 
transport rate formula proposed by themselves (Watanabe et al, 1994). It has been 
demonstrated that the model can predict well the cross-shore distributions of the wave 
height and the transport rate as well as the beach profile change in and around the surf 
zone. However, the model has a crucial limitation of the incapability of computing 
the wave behavior and the beach evolution in the surf zone, both of which are 
generally very important in practical applications and fundamental studies regarding 

1 Professor,  Department of Civil Engineering, University of Tokyo,  Hongo-7, 
Bunkyo-ku, Tokyo, 113, Japan. 

2 Associate Professor, ditto. 

3104 
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the coastal processes. A major effort in the present study is thus focused on the 
treatment of the swash zone dynamics both for waves and for sediment transport. 
Mathematical models are proposed for wave deformation and beach profile change 
and their validity is examined by comparing computations with measurements. 

Mathematical Model for Wave Deformation 

Watanabe et al. (1994) have presented a set of one-dimensional Boussinesq-type 
equations including a breaker-induced energy dissipation term as follows: 

^ + ^ = 0,    g = g(x,t),   Q(x,t)-f ' u(x,z,t)dz (1) 
dt     dx J-n dt     dx 

dt     dx D ) dx    3      dtdx1 

where 
D(x,t)-h + g,    D(x)-h + C, 

u is the horizontal velocity, and MQ corresponds to the momentum diffusion in the 
surf zone and has been expressed by Sato and Suzuki (1990) (See also Sato and 
Kabiling, 1994a, b) as 

«C = 4/D^f (3, 
a1      dx1 

in which a is the angular frequency, and fry is the following energy dissipation 
coefficient proposed by Watanabe and Dibajnia (1988). 

where ccp = 2.5, tan /? is the bottom slope around the breaking point, Q is the 

amplitude of the flow rate Q, and Qs and Qr correspond to Q in the dissipation zone 

on a uniform slope and in the recovery zone of constant depth, respectively, defined in 
this study by 

Qs = 0.4 (0.57 + 5.3tan/?)CA   Qr - yB • CD (5) 

where C is the wave celerity, and YQ is a coefficient proportional to the ratio of the 
wave amplitude to the total mean depth. In the present model, we don't use any 
breaking criterion that determines the location of the breaking point a priori as 
employed in most previous models. Instead, by setting an appropriate value of y% 

and by equating fD to zero in regions where Q s Qr, the model can automatically 
handle the problem of determining the breaking point and the dissipation zone as well 
as the recovery zone. This also makes it unnecessary to use the factitious increase of 
the value of aD from 0 to 2.5 around the breaking point that is otherwise needed to 
avoid numerical wave reflection from there. 
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The Sommerfeld radiation condition is imposed on the offshore boundary of a 
computation domain in the same way as in the previous model (Watanabe et al., 
1994). On the other hand, the treatment of the shoreward boundary in the present 
model is completely different from the previous one that assumes the presence of a 
fictitious shoreward zone of constant depth and neglects the swash wave behavior. 
Here we adopt a periodically moving shoreward boundary (swash wave front) on 
which the condition Q = 0 is imposed all through the period of uprush and backwash. 

Numerical computation is conducted by a finite difference method with a staggered 
grid scheme of the central difference except for the convection term that is treated 
with the upwind difference for the sake of stability. 

Application of the Wave Model 

Figure 1 shows one example of a time-series of wave profiles for one wave period 
in and near the swash zone computed by using the present model. The bottom 
consists of a uniform slope of 1/20 and a horizontal bed with a depth of 2 m. The 
time history of incident waves (Hj = 0.45 m, T = 8 s) has been calculated by the 
second-order cnoidal wave theory and given on the seaward boundary (x = 0 m). The 
swash wave behavior or runup/rundown process seems to be simulated reasonably. 
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Fig. 1 Wave behavior near the shoreline; Runup and run-down. 

{Hj = 0.45 m, T= 8 s, tan p= 1/20) 

In order to examine the validity of the present wave model more quantitatively, 
swash-related parameters are computed and compared with existing formulas. 
Regarding the runup height Ru Hunt (1959) proposed the following formula: 

Rv/Ho-trnfi/y/Ho/Lo (6) 
On the other hand, Ogawa and Shuto (1984) formulated the runup height Ru, on mild 
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slope solid beds as the summation of the rundown height Rj and the swash zone 
height Sfr as follows (See their paper for details): 

Ru/H0=Rel/H0+Sh/H0 (7) 
Comparisons of the runup height Ru are shown in Fig. 2 between the computations by 
the present model and the above formulas. The agreement of the computations with 
Ogawa and Shuto's formula is remarkably good. 
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Fig. 2 Runup height Ru. 
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Similar comparisons are made in Fig. 3 for the rundown height Rj and the vertical 
length of the swash zone Sh, The agreement with Ogawa and Shuto's formula is 
worse for Rd and thus for Sf, than for Ru in particular for the small deepwater wave 
steepness, but still fairly good. 
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Fig. 3 Rundown height Rd and swash zone height £/,. 

Now we will discuss the accuracy of the present model for evaluating the wave 
height Hg at the still water shoreline.    Sunamura (1984) has reported the following 
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empirical formula for Hs based on wide-range experimental data. 
Hs/HB=2.5tanfi (8) 

where HB is the breaker height, which, according to Sunamura and Horikawa (1974), 
is related to the deepwater wave height H0, wavelength LQ and the bottom slope as 

HB/H0- (tan/?)1/5(//0 / A))-1'4 (9) 
Substituting Eq. (9) into Eq. (8), we obtain 

HSIHQ- 2.5(tmp f5(H0 I L0y
l/A (10) 

Figure 4 compares Hs between the computations and Eq. (10), also demonstrating 
the applicability of the present model to simulating the swash wave dynamics. 
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Mathematical Model for Beach Profile Change 

The sediment transport rate formula proposed by Dibajnia and Watanabe (1992) is 
for the sheet flow in asymmetric oscillatory flow with superimposed steady flow, and 
has already been generalized by them for the bedload as well as for the suspended 
load over ripples (Dibajnia et al, 1994). After a further slight modification, Dibajnia 
and Watanabe's sediment transport rate formula reads as follows: 

0 = gnet(1 ~Xv) = 0.001 • sign(r)-iTl0-5 (11) 
w$d 

where </net is the net transport rate, and w0, d, and Ay are the settling velocity, grain 
diameter, and porosity of the sediment, respectively. The quantity r is defined by 

r uc TC (ol +n<3,)- ut Tt(n? + n<l) 
(12) 

(uc+ut)T 

in which uc and ut are the equivalent root-mean-square amplitudes and Tc and Tt are 
the periods of the onshore and offshore velocity, respectively, and T{=TC + Tt) is the 
wave period, namely, 

= T&' ("w + U)2dt'  u%t = fjr {Uw + U)2dt 
Tr 

(13) 

where uw is the near-bottom orbital velocity and U is the steady flow velocity. Values 
of Qj are determined as follows: 

if a> ,• <; wr 

a,, - o 

2w0Tj 

if (Oi    >  (Or. 

• J 

al -co, 
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where the subscript^ is to be replaced by either c or t, and 
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1-0.97-JA, 
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P 

•0- [(^rms-0.2)/0.4]2}-min(l,2A/rf0) 

(15) 

(16) 

is the in which p and ps are the densities of the water and sediment, respectively, *Ftms 

Shields number estimated in terms uc and d, X is the pitch length of ripples if any, and 
d0 is the near-bottom orbital diameter. 

Now one very important issue is how to apply this generalized formula to 
computing the sediment transport rate in the swash zone reasonably, where the wave- 
induced orbital velocity drastically varies over a distance of the periodical movement 
of sediment mass. In the present model for beach profile change, we will adopt a 
Lagrangian method, namely, assuming that the velocity of every sediment mass in 
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motion is given by the concurrent flow velocity, we trace the motion of a sediment 
mass over every wave period, memorize the velocity variation experienced by it, 
determine its mean position by taking the time-average, and evaluate its net transport 
rate at this position from the above formula with the velocity variation. 

The undertow velocity, which is particularly large near the breaking point in the 
surf zone, is also incorporated in the computation of the transport rate (For details, 
readers are referred to Watanabe et al., 1994) . Change in beach profiles is obtained 
from the following conservation equation of sediment mass including the effect of 
local bottom slope (Watanabe etal, 1986) through alternate computation of the wave 
deformation, the net transport rate, and the beach transformation itself. 

dzb        dh        d ( |      \8zb\ nn\ 
8t dt       dx\ 4|"rci'<?*_ 

where zb is the bottom elevation, and a value of the coefficient ss is set equal to 2.0 in 
consideration of the repose angle of sand. 

Application of Beach Profile Model 

Now we will examine the validity of the model for the beach profile change. 
Figures 5 and 6 show examples of comparisons of the wave height distribution and of 
the beach profile change between the computations and measurements. The 
measurement data are those obtained in large-wave-flume experiments by Shimizu et 
al. (1985). Figure 5 corresponds to an erosional condition, whereas Fig. 6 to a 
depositional case. For both the cases, the computed wave height distributions agree 
very well with the measurements except for the under-estimation near breaking points, 
which is attributable to the weak nonlinearity of Boussinesq-type equations. It is seen 
in Fig. 5 that the present model properly reproduces not only the formation of a bar 
but also the recession of the shoreline. Figure 6 also indicates high capability of the 
model in reproducing both the accretion near the shoreline and the berm formation. 

Concluding Remarks 

Mathematical models have been proposed in this paper both for the nearshore 
wave deformation and for the beach profile change in the surf and swash zones. The 
wave model is based on a Boussinesq-type equations including the breaker-induced 
energy dissipation and adopts a periodically moving shoreline boundary for the 
treatment of the swash zone dynamics. In the beach profile model, a Lagrangian 
method has been employed to evaluate the net rate of sediment transport in and near 
the swash zone. The validity and applicability of the proposed models have been 
verified through comparisons with the existing formulas and the experimental data 
both for the wave deformation and the beach profile change. Improvement of the 
computational efficiency and application to longer-term and H-2D conditions are left 
for future study. 
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Fig. 5 Wave height distribution and beach profile change. 
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CHAPTER 241 

Comparisons of Erosion Models For Storms at Ocean City, MD 

Jie Zheng1 and Robert G. Dean2 

Abstract 

A new non-linear cross-shore sediment transport model called CROSS is 
developed based on equilibrium beach profile concepts and scaling relationships. 
CROSS and three other existing models, CCCL (Chiu and Dean 1984), EDUNE 
(Kriebel 1989) and two versions of SBEACH (version 2.0, Larson and Kraus 1989, and 
version 3.0, undocumented) are investigated by comparing erosion occurring from 
November 1991 to January 1992, at Ocean City, Maryland, the site of a major beach 
fill placed by the State of Maryland and Federal Government in 1988, 1990 and 1991. 
Among the four models, CCCL is the only one which overpredicts average dune 
erosion; the other three underpredict it. Overall CROSS and EDUNE yield better 
predictions than the other two models. 

Introduction 

Ocean City, Maryland, is located on Fenwick Island, a north-south oriented 
barrier island of the central Delaware-Maryland-Virginia coast. The Ocean City beach 
was nourished by the State of Maryland in 1988, and the Federal Government in 1990 
and 1991 to protect the city against storm damage (Stauble et al. 1993). The project 
layout is shown in Figure 1. The entire project was finished in August 1991. 

After the project, a series of storms occurred in late 1991 and early 1992. 
Among these 1991-1992 winter storms, the January 4,1992 storm was very severe with 
a peak storm surge of 2 meters (Jensen and Garcia 1993). The initial pre-storm beach 
profiles were surveyed on November 2-4, 1991, and the post-storm profiles were 
surveyed on January 11, 1992. In this period, an additional storm occurred on 
November 11, 1991. For consistency with the measured pre-storm and post-storm 
profiles, both the November 1991 and January 1992 storms are included in the 
numerical simulations. A total of seven survey lines located from the southern (37th 

1 Coastal Engineer, Coastal Technology Corporation, 3625 20th St., Vero Beach, FL, 
32960, USA. 

2 Professor, University of Florida, 336 Weil Hall, Gainesville, FL 32611, USA. 
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Figure 1. The Ocean City beach nourishment project layout. 

Street) to northern (124th Street) portion of the project are available for both pre and 
post-storm surveys (Stauble et al. 1993, and Kraus and Wise 1993). 

Four cross-shore sediment transport models are compared for the simulations 
of beach erosion at Ocean City during the November 1991 and January 1992 storms. 
These models are 

• CCCL (Chiu and Dean 1984, 1986) 
• EDUNE (Kriebel and Dean 1985, Kriebel 1986) 
• SBEACH (Larson and Kraus 1989, Larson et al. 1989) 
• CROSS (Zheng 1996, Zheng and Dean 1996) 
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Two versions (2.0 and 3.0) of SBEACH models will be included in the following 
comparisons. Version 3.0 was released in September 1994 by the U.S. Army Corps of 
Engineers after a study of storm erosion at Ocean City during the 1991-1992 winter 
storms. Three measures are presented for comparison of quantitative model 
performance. 

Brief Description of Four Models 

All four models discussed here are of the "closed loop" type and based on 
equilibrium beach profile concepts, which consider beach profile changes to be caused 
by deviations of a profile from its equilibrium. An equilibrium beach profile represents 
a dynamic balance of constructive and destructive forces acting on the beach. A change 
in the two competing types of forces will result in a disequilibrium. Considering wave 
energy dissipation per unit volume to represent the dominant destructive force, Dean 
(1977) proposed that a sediment of given size will be stable in the presence of a 
particular level of wave energy dissipation per unit volume, D*, which is expressed as 

i d(Ec ) 
£»=-—^ (1) 

h     dy 

where h is the water depth, y is the shore-normal coordinate directed offshore, E is the 
wave energy density, and c is the wave group velocity. As a first approximation, D* 
is assumed to dependent only on sediment size (Moore, 1982). With linear wave theory 
and shallow water assumptions, Eq (1) is integrated to 

\ 2/3 

h 
24D 

V 5P£\/gK2, 

,2/3 _   A ,,2/3 Ayni (2) 

where K is the ratio of breaking wave height to water depth, and A is defined as a 
profile scale parameter. 

CCCL Model 
Under erosive water level and wave conditions, the time dependent beach 

recession, R(t) is given by 

R(t)=R„(\-eK*') (3) 

where R^ is equilibrium recession and KR is a reciprocal time scale. At each time step, 
the equilibrium profile and recession are calculated by considering Eq. (3) and sand 
conservation. After the final computational time step, a factor of 2.5 is applied to the 
recession, in part to incorporate the alongshore variability of beach erosion. 
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EDUNE Model 
The cross-shore sediment transport rate per unit beach width, Q, is considered 

as linearly proportional to the deviation of local wave energy dissipation per unit 
volume from the equilibrium, 

Q=Ke(D-Dt) (4) 

where Ke is an empirical transport parameter and D is the local wave energy dissipation 
per unit volume. A beach steeper or milder than the equilibrium at a given depth will 
cause sediment transport offshore or onshore, respectively. Since the transport (Eq. (4)) 
has two variables, a continuity equation is used to close the system. 

SBEACH Model 
The cross-shore sediment transport rate is determined by 

e_dh 

K. dx 
Q=±K ID-D.+ — — | 

= 0, 

D>D. 

DzD- — 
(5) 

where e is an empirical constant and Ks is a transport coefficient. This relationship is 
similar to EDUNE except for the last term which incorporates the effect of local slope. 
The beach profile evolution is solved by combining the transport relationship with the 
continuity equation. The direction of transport (± in Eq. (5)) is determined according 
to 

-1-0.00070 

1 V 
V wfTl 

—£-0.00070 

<0, 

' H'> 
(6) 

V wfT) 
>o, 

CROSS Model 
Based on scale analysis and the Froude relationship, the cross-shore sediment 

transport rate per unit beach width, Q, should scale as 

Qr L?/T=Lm (7) 

where Lr and Tr are length and time scales, respectively. To satisfy this scale 
relationship (7) and ensure convergence to the equilibrium beach profile, the following 
sediment transport relationship is proposed 
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Q=Kc(D~Df (8) 

where Kc is a dimensional constant. Time dependent profile response is determined by 
solving the transport equation (8) and sand conservation equation. 

Storm and Beach Profile Characteristics 

Water depth and profile elevations used here are referenced to NGVD (National 
Geodetic Vertical Datum), which lies 2 cm below mean water level for Ocean City. The 
wave height, wave period and storm surge time histories during the two storms were 
measured by two gages located directly offshore of Ocean City in a water depth 
of 10 meters. The measured significant wave height, peak spectral wave period and 

storm surge are shown in Figure 2 for the January 4, 1992 storm (Stauble et al. 1993). 
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Figure 2. Water level, significant wave height and peak 
spectral wave period time history for the January 4, 1992 
storm at Ocean City, MD (From Stauble et al. 1993). 
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Seven survey lines located at 37th, 45th, 56th, 74th, 103rd and 124th Streets 
(Stauble et al. 1993, Kraus and Wise, 1993) have both pre-storm and post-storm 
measured profiles available and are simulated. The mean grain sizes within each of 11 
cross-shore morphologic zones are presented in Table 1. The seven measured pre- and 
post-storm profiles are shown in Figure 3 for the two surveys taken on November 2, 
1991 and January 11, 1992, respectively. It appears that the storm-caused erosion is 

Table 1 Average mean grain size in millimeters. 

Sample Location 37th St. 45th St. 56th St. 63rd St. 74th St. 103rd St. 124th St. 

Dune base 0.35 0.34 0.33 0.39 0.39 0.44 0.44 

Berm crest 0.29 0.31 0.34 0.35 0.35 0.38 0.38 

Mean-tide line 0.32 0.30 0.27 0.27 0.29 0.38 0.38 

Swash zone 0.34 0.38 0.44 0.47 0.48 0.39 0.39 

Nearshore trough 0.31 0.33 0.36 0.45 0.47 0.81 0.81 

Nearshore bar 0.29 0.36 0.46 0.44 0.46 0.34 0.34 

- 1.52 m contour 0.29 0.26 0.21 0.26 0.32 0.23 0.23 

- 3.05 m contour 0.21 0.21 0.22 0.22 0.21 0.21 0.21 

- 4.57 m contour 0.20 0.22 0.24 0.21 0.22 0.21 0.21 

- 6.10 m contour 0.29 0.23 0.14 0.15 0.28 0.17 0.17 

- 7.62 m contour 0.34 0.25 0.13 0.12 0.17 0.16 0.16 

quite different for profiles at different locations. After two storms, the profiles at 37 
and 56th Streets had almost no erosion, whereas the other profiles experienced quite 
severe losses in the dune area. Based on the measured profiles, the net volume changes 
are calculated for each profile and presented in Table 2. It appears that the net volume 
changes during the two storms are quite different from zero for most profiles due to the 
gradients in longshore sediment transport. To remove this effect, each post-storm 
profile is adjusted by shifting the profile horizontally a distance Ay to yield zero net 
volume change. The value of Ay is calculated by 

&y = -±-[(hmb-hJdy (9) 
total 

where subscripts mb and ma denote profile elevation measured before and after storms, 
respectively, y0 and yt are offshore directed coordinates at the baseline and the limit 
of offshore profile change, respectively, and htotal represents the total elevation of the 
active storm profile. The sign of Ay is positive for a seaward translation. The profile 
retreat at the 3 meter contour and the eroded volume with and without the shifting 
adjustments are shown in Table 3. These parameters will be used as measures of the 
storm erosion and the performance of the numerical models. 
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Figure 3 Measured pre-storm (solid line) and post-storm (dashed line) profiles. 

Input Conditions for Each Model 

The predictions of the four models are compared with the storm erosion 
measured at Ocean City, Maryland. The input parameters for each model in this study 
are selected to represent the conditions for which each model was calibrated. Among 
the four models, CROSS is the only one which can incorporate variable sediment size 
along a profile. The conditions run for each model are described briefly as follows. 
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Table 2 Measured volume change during the storm and adjustment Ay. 

Street 
Volume change ( m3 / m) Adjustment 

Ay (m) 
htotal (m) 

Gain Loss Net 

37th 158.77 20.78 137.99 -11.29 12.22 

45th 81.01 49.42 31.59 -2.83 11.16 

56th 27.71 47.96 -20.25 1.97 10.28 

63rd 82.34 83.99 -1.65 0.16 10.31 

74th 80.53 59.61 20.92 -2.19 9.55 

103rd 136.06 56.33 79.73 -7.09 11.25 

124th 75.74 56.10 19.64 -1.80 10.91 

Average 55.71 24.97 30.74 -3.04 10.11 

CCCL Model 
This model has been used in establishment of the Coastal Construction Control 

Line (CCCL) in Florida. The CCCL is a line which depicts the landward limit of impact 
of a 100 year period storm event. The default dune slope is set to 1. Since this model 
cannot represent variable sediment size along a profile, a uniform grain size of 0.35 mm 
is applied. At each time, the significant wave height is used as the input wave height. 
The set-up at the shoreline is calculated based on linear wave theory as 0.23 times the 
incoming wave height. No wave run-up is included in the model. After running the 
storms, consistent with model calibration, a factor of 2.5 is applied to those contours 
which receded. This model does not incorporate a transport equation, but rather 
considers the profile to approach equilibrium with a folding time scale of 13 hours. 

EDUNE Model 
The default input dune slope is set to 1 and the input shoreline slope is taken as 

0.05 which is the average shoreline slope of the measured pre-storm profiles. For the 
same reason as described for the CCCL model, a sediment size of 0.35 mm is used. The 
significant wave height is input at each time step. In EDUNE, the wave run-up is an 
input parameter held constant throughout the erosion simulation, and is used to control 
the location of the dune scarp above the peak water flood level. For the Ocean City 
storm erosion simulations, the run-up was fixed as 0.91 meters and 1.52 meters for the 
November 1991 and January 1992 storms, respectively, and was based on a 
combination of matching elevation of dune scarps and Hunt's equation (1958) 

R=FRHb 

^h^o 
(10) 

where R is the run-up height measured vertically upward from the storm water level, 
FR is a non-dimensional coefficient and is approximately 1, m is the average bed slope 
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from the run-up limit to the breaking point, and L0 is the deep water wave length. In the 
application here, it was found that the best agreement was provided by using the 
maximum significant wave height of each storm in Eq. (10). The transport coefficient, 
Ke, for this application is the program default value of 8.73xl0"6 m4/N. 

SBEACH Model 
Both versions (2.0 and 3.0) of SBEACH model are believed to incorporate wave 

run-up and set-up. The maximum slope that a predicted profile is allowed to achieve 
is required and is set to 17.5° as a default condition; this corresponds to a beach slope 
of 0.32. A constant sediment size of 0.35 mm is applied here, which was recommended 
by Kraus and Wise (1993) in their study. Both versions of the SBEACH model provide 
a choice of wave type (monochromatic or irregular). The option of irregular waves 
which requires an input of time history of significant wave height was chosen for this 
study. The default value for the transport coefficient, Ks, in both version is 1.50x10 
m4/N. 

CROSS Model 
The dune slope and the offshore slope are set equal to 1 and 0.5, respectively, 

as default conditions, and the shoreline slope is set to the average shoreline slope of the 
measured pre-storm profiles (0.05). Two different sediment size distributions are 
compared in this model. First, along each measured profile, the variable sand size listed 
in Table 1 is applied. Second, as a basis for comparison with the other three models, a 
uniform grain size of 0.35 mm is used. During each storm, a random wave series is 
generated according to the time history of the measured significant wave height and 
spectral peak wave period. The wave-by-wave set-up is calculated based on linear 
wave theory, and the wave run-up limit is established from Hunt's Equation (10). A 
transport coefficient value, Kc, of 7.14xl0"10 m8s2/N3 is used for this field application. 

Numerical Results and Comparisons 

The numerical results from the four models are quantified in terms of several 
parameters. A comparison of measured and predicted entire active profile changes is 
provided by the residual parameter, Res, defined in non-dimensional form as: 

t(*.-A    )2 z—• v   pi        mar 

Res = -^  (11) 

i=l 

where h is the profile elevation, the subscripts "p" and "m" denote predicted and 
measured, respectively, "b" and "a" indicate before and after storm conditions, 
respectively, "i" represents the i location on the profile, and the sums extend across 
the entire active profile. The minimum possible value of Res is zero, which would 
correspond to a perfect simulation. If the numerical simulation predicts no changes, the 
value of Res is 1, which therefore should represent an upper limit of Res. 
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The dune erosion agreement between calculated and measured values is 
quantified by the eroded volume and the beach retreat at the 3 meter contour. To 
provided a measure of erosion and retreat, two different errors are presented: the mean 
square error, ERRms, and the algebraic average error, ERRave. These are expressed as 

ERR 2=1      

.2 
mj £< 

(12) 

ERR ave 

•^ Spj     Smj 
J-i 

^—'     mi 
;=i 

where S is an eroded volume or beach retreat, the subscripts "p" and "m" again 
represent the predicted and measured values, respectively, and "j" means the jth beach 
profile. ERRms represents a factor of simulation accuracy and ERRav provides a 
measure of over or under-prediction of erosion. Compared with the measure, Res, 
which is based on local differences across the entire active profile, ERRms and ERRave 

are based on average differences of eroded volume or beach retreat at a particular 
elevation. 

Comparisons between predictions and measurements for the profiles at 45 
Street are presented in Figure 4. The ridge features presented on the measured post- 
storm profiles suggest that there was some beach recovery even though the post-storm 
profiles were measured only a week after the second storm. The predictions of CROSS 
with both variable and uniform sand size are presented. It appears that the results 
predicted with variable sand size provide more reasonable simulations for dune erosion 
while the predictions with the uniform sand size fit the entire profile better. After 
applying the factor of 2.5 to those contours which receded, the CCCL model tends to 
overpredict erosion for most profiles. Since the application purpose of CCCL is to 
establish the Coastal Construction Control Line, the 2.5 factor is included to 
incorporate the variability of beach erosion at different locations. As mentioned above 
for EDUNE, the wave run-up is determined, in part, according to measured post-storm 
profiles used throughout the entire time of numerical simulation. Since beach erosion 
is quite sensitive to water level, the numerical results of EDUNE will depend greatly 
on the storm duration time and the input of wave run-up. Among all four models, 
SBEACH version 2.0 is the only model which represents the offshore bar feature. The 
newly modified version 3.0 of SBEACH presents substantially better agreement than 
version 2.0. 
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Profiles at 45th Street 
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Figure 4. Comparisons of predicted and measured profiles at 45th Street. 
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The corresponding residuals, eroded volumes and beach retreat at the 3 meter 
contour for each individual profile were calculated. Two examples of profiles at 45th 

and 103rd Streets are shown in Table 4. Because the net volume changes between 
measured pre-storm and post-storm profiles are quite different from zero due to 
gradients of longshore sediment transport, in addition to the measured profiles, results 
are included based on shifting each post-storm profile the horizontal distance, Ay, to 
yield zero net volume change. In the table, "without adjustment" means data given by 
the original measured post-storm profiles, while "with adjustment" means data resulting 
from horizontally shifted post-storm profiles. Since all four models discussed here 
included only cross-shore sediment transport, the data presented "with adjustment" are 
considered to be more appropriate. 

Table 4 The residuals, eroded volumes and beach retreat at the 3-meter contour. 

Profile Model 
Residual Eroded 

vol. 
(m2) 

Retreat at 
3-m 

contour 
(m) 

w/o adjust. With adjust. 

45th St. 

CROSS(var. sand size) 0.525 0.496 20.13 8.71 

CROSS(fixed sand size) 0.287 0.280 19.39 8.36 

CCCL 1.067 0.851 60.56 18.34 

EDUNE 0.624 0.604 18.30 6.51 

SBEACH (ver. 2.0) 1.018 0.971 15.21 2.96 

SBEACH (ver. 3.0) 0.736 0.713 23.34 6.79 

103rd 

St. 

CROSS(var. sand size) 0.329 0.274 35.18 15.23 

CROSS(fixed sand size) 0.261 0.251 28.88 13.41 

CCCL 2.233 1.499 123.05 28.92 

EDUNE 0.548 0.413 54.66 20.04 

SBEACH (ver. 2.0) 0.596 0.590 19.54 7.03 

SBEACH (ver. 3.0) 0.510 0.433 35.20 10.61 

The residuals averaged over the seven measured profiles and the two errors 
defined in Eq. (11) for eroded volume and beach retreat at the 3-m contour with respect 
to the horizontal shifted profiles are presented in Table 5. Overall, CCCL overpredicts 
the dune erosion during the two storms, whereas the other three models underpredict 
it. It appears that CROSS with fixed sand size results in significantly less average 
residual than the others. The dune erosion errors of CROSS with variable sand size, 
EDUNE and SBEACH version 3.0 are comparable. It is noticed that dune overwash 
occurred during the January 1992 storm. Among the four models, only EDUNE and 
SBEACH incorporate dune overwash processes. In the CROSS model, the profile 
shoreward of the dune crest is treated as a horizontal beach with the same elevation as 
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the dune crest. Therefore, the numerical simulations of CROSS do not include the dune 
erosion part caused by overwash. It is expected that the underpredictions of CROSS 
could be improved by incorporating dune overwash processes in the model. 

Table 5 The average residuals and errors of eroded volume and beach retreat at the 3-meter 
contour with respect to the horizontally shifted measured profiles. 

Model 
Averaged 
residual 

Error of eroded volume Error of retreat 

ERRms 
ERRave ERRms ERRave 

CROSS (variable sand size) 0.725 0.227 -0.401 0.283 -0.359 

CROSS (fixed sand size) 0.458 0.319 -0.511 0.327 -0.444 

CCCL 1.331 0.707 0.847 0.480 0.561 

EDUNE 0.792 0.182 -0.328 0.260 -0.324 

SBEACH (ver. 2.0) 1.211 0.470 -0.663 0.623 -0.749 

SBEACH (ver. 3.0) 0.752 0.183 -0.399 0.259 -0.479 

Summary 

This paper has presented comparisons of the predictions of the CROSS model 
and three other commonly used closed loop models (CCCL, EDUNE and SBEACH) 
for storm erosion at Ocean City, Maryland during the November 1991 and January 
1992 storms. The "2.5" factor was applied in the CCCL model in this comparison. The 
wave run-up parameters used in the EDUNE model are determined according to the 
measured post-storm profiles and the maximum significant wave heights during two 
storms. Seven survey lines located from the southern (37 Street) to northern (124 
Street) portions of the project are selected for evaluation of the four models. In most 
locations, the net volume changes in profiles are quite different from zero due to 
gradients in longshore transport. An adjustment is made by shifting the whole profile 
horizontally a distance Ay to yield a zero net volume change for each profile. 

A non-dimensional mean square residual parameter is provided to evaluate the 
agreement between the entire measured and predicted profiles (including subaerial and 
subaqueous parts). Two kinds of error averaged with different methods (mean square 
and algebraic average) are provided to evaluate the prediction of dune erosion. It 
appears that the residuals are less affected by the shifting adjustment, while eroded 
volumes and beach retreat are affected more significantly by the shift. Among the four 
models, the CCCL model is the only one which overpredicts average dune erosion. 
CROSS yields the least average residual and presents the best prediction for an entire 
profile (including both subaerial and subaqueous parts). For errors of eroded volume 
and beach retreat, CROSS with variable sand size, EDUNE and SBEACH (version 3.0) 
provide reasonably comparable predictions. It is anticipated that by incorporating dune 
overwash, the under prediction of dune erosion by CROSS can be reduced. 
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CHAPTER 242 

Measurements of Wave Generated Bedforms 

Christopher D. Jette1 and Daniel M. Hanes2 

Abstract 

A 5 MHz multiple transducer array was used to measure wave generated 
bedforms near Duck, NC. The transducer array consists of 37 transducers with a 
center to center spacing of 1.2 centimeters. Seabed measurements were made with 
approximately 1 millimeter vertical and 2 centimeter horizontal resolution. Measured 
ripple dimensions are compared to three popular ripple prediction models. It is 
shown that errors of over 100 percent were found between measured and predicted 
ripple heights and lengths for all ripple models compared. Errors in predicting ripple 
steepness ranged from 37 to 55 percent. 

Description Of Experiment 

Field measurements of bedforms were made during an experiment at the Army 
Corps of Engineers Field Research Facility in Duck, NC during August 23-25, 1995. 
The instruments were deployed using a Sensor Insertion System (SIS) on the 
research pier. The SIS was positioned at multiple locations along the cross-shore 
profile during the experiment. 

Bedform measurements were made using a multiple transducer array (MTA) 
developed at the University of Florida. The MTA consists of 37 ultra-sonic 
transducers operating at a frequency of 5 MHz. The center-to-center spacing of the 
transducers is 12 mm. Such configuration allows for 0(1 mm) vertical resolution 
and 0(2 cm) horizontal resolution. The MTA can scan a profile in approximately 4 
seconds. The distance to the seabed is calculated from the elapsed time between the 
pulsing of the transducer and the time at which the return exceeds a software 
selectable threshold. 

1) Research Assistant, Department of Coastal and Oceanographic Engineering, 
University of Florida, PO Box 116590, Gainesville, FL 32611, USA. 

2) Associate Professor, Department of Coastal and Oceanographic Engineering, 
University of Florida, PO Box 116590, Gainesville, FL 32611, USA. 
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Figure 1. Schematic of the MTA 

In addition to the MTA, an under-water video camera was deployed in order to 
document bedform orientation. Electro-magnetic current meters and pressure 
transducers were deployed to measure the wave and current conditions. 
Measurements of the vertical distribution of suspended sediment by acoustical 
backscatter methods were also made. 

The data was collected in 13 minute bursts. Each burst contained 131 profiles 
taken with the MTA. Current, pressure, and concentration profile data were collected 
at 4 Hz. 

Conditions During Experiment 

Exploiting the mobility of the SIS, measurements were made under a variety of 
wave and sediment conditions. During the experiment, an off-shore bar was present 
at approximately 210 meters from the high water line. Measurements were made at 
8 separate cross-shore locations in the regions offshore of the bar, on the bar, in the 
trough, and on the nearshore beach-face. Depths where measurements were made 
ranged from 1.6 to 6.8 meters. The vertical lines in figure 2 indicate cross-shore 
locations where measurements were obtained. 
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Figure 2. Cross-shore profiles from North and South sides of pier during 
experiment. 
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The sediment characteristics varied greatly over the cross-shore profile. D50 
values of the mostly quartz sediment ranged from 0.19 to 1.67 mm. The range of D50 
values versus run number are plotted in Figure (3) along with Hmo (a), peak wave 
period (b), and water depth (c). 
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Figure 3. Hmo (a), peak wave period (b), water depth (c),and D50 (d) vs. Run 
number for SIS experiment 
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Most of the wave data taken over the three day period contained at least two, if 
not three frequency peaks in the surface elevation spectrum. For many of the runs 
there was a low frequency component (12-15 sec. period) generated from hurricane 
Felix, which was several hundred miles off-shore, as well as a moderate frequency 
component (6-8 sec. period), and generally in the afternoon, a higher frequency (4-5 
sec. period) locally generated component. Hmo wave heights varied from 0.2 to 0.9 
meters. During most of the experiment the predominate wave direction at the 
experiment site was directly on-shore. 

For most of the runs measurements were made offshore of the breakpoint, 
however during runs 11 through 21 some waves were noted to break in the vicinity 
of the instruments. It is also noted that, after transforming the pressure spectrums 
into surface elevation spectrums, in the majority of cases the higher frequency 
component became the peak frequency. Consequently, the wave period used in 
model prediction was the lowest period component in the wave profile. 

0.04 

0.035 

» 0.025 

0.015 

0.1 0.2 0.3 0.4 0 0.1 0.2 0.3 0. 
Frequency in Hz Frequency in Hz 

Figure 4. Representative corrected surface elevation spectrums from SIS 
experiment for runs 1 (a) and 13 (b) with Hmo wave heights of 0.72 and 0.28 
meters respectively 

Measurements 

Bedforms were present throughout the experiment, however their geometries 
varied greatly over the beach profile. Measured bedform heights ranged from 7 to 50 
mm, and bedform lengths ranged from 80 to 1000 mm. Active ripple conditions were 
observed during all times of data collection. For most of the files under-water video 
was available to document near-bed sediment motion and ripple orientation. 
Significant ripple migration was not observed during any of the 13 minute runs. 
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Bedform profiles were collected at a rate of ten profiles per minute. For the 
measurements presented herein, a single representative profile was found for each 
minute of data (10 scans). An example of the thirteen representative profiles for an 
entire run is shown in figure 5 (a-c). In these figures, each profile has been offset by 
-3 mm from the previous profile for comparative display. The top profile represents 
the first minute of data and contains circles at each of the 37 measured data points. 
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Figure 5. Representative profiles for each minute of a 13 minute run from runs 
1(a), 13(b), and 26(c). Data from first minute of run is plotted with circles. 

450 
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In order to compare these data to models, the bedforms need to be characterized 
in terms of a wavelength and height. In previous work this has typically been 
accomplished by visual inspection. We therefore chose a threshold method to 
determine ripple height and length dimensions for each representative ripple profile. 
This method first found the peaks and troughs along a profile. Then, if the distance 
between adjacent peaks and troughs met a certain threshold criterion, they were 
recorded. From these peaks and troughs average ripple heights and lengths were 
found. The threshold was chosen conservatively, that is, to maximize ripple heights 
and lengths. Figure (6) is an example of a representative profile with the threshold 
ripple crests and troughs marked. 

Table 1. Measured hydrodynamic parameters and ripple dimensions for field 
experiment. 

run    I    loc.   I depth j   Hmo  ;    Tp    j   D50   ; ltm(1) j ltm(4) I Itm(8) j ltm(13); htm(1) j htm(4) j htm(8) jhtm(13) 
 j   (m)   I    (m)   |    (m)   j    (s)    I (mm) j (mm) j (mm) I (mm) I (mm) I  (mm) I (mm) j (mm) j (mm) 
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For model comparisons, each run of data was summarized into four profiles. 
These profiles were from minutes 1, 4, 8, and 13 of each 13 minute run. The reasons 
for this were to minimize the amount of clutter in model comparisons, while at the 



WAVE GENERATED BEDFORMS 3135 

same time retain the range of ripple geometries present during each run. Measured 
ripple length (ltm) and height (htm) along with summaries of hydrodynamic and 
sediment conditions are presented in table 1 for each run. 
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Figure 6. Representative ripple profile with threshold method results for first 
minute of data from run number 13. 
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Model Comparisons 

Measured bedform dimensions were compared to three predictive models; 
Nielsen (1981), Wiberg and Harris (1994), and Grant and Madsen (1981). For each 
run measured values of water depth, Hmo wave height, peak period, and sediment 
properties were entered into the predictive models. Measured bedform dimensions 
were plotted with the model curves, if possible, in order to better illustrate the 
relationships between measured values and predicted values. 

Nielsen (1981) derived different predictive models for regular (laboratory) and 
irregular (field) conditions. Comparisons included herein refer to the irregular or 
field ripple models. The Nielsen (1981) bedform model characterizes flow conditions 
using sediment mobility number Q¥), grain roughness Shield's parameter (62.5), and 
the wave friction factor "f2.5" given by Swart (1974). These parameters are defined as 
follows 

6 2.5 =0.5 /25y/- 

A .5 = exP 5.2 13 
2.5 O, 

5.977 

equation 1 

equation 2 

¥ 
(a (0 y 

O - \)gD equation 3 

where "D" is the mean grain diameter, "a" is the near-bed wave semi-excursion, "s" 
is the sediment specific gravity, "g" is the acceleration of gravity, and co is the 
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angular frequency of the waves. The Nielsen (1981) irregular wave model for non- 
dimensional ripple steepness, height, and length are respectively 

T|/k=0.342-0.34(e2.5)025 

Ti/a=21*F185 for4/>10 

r|/a=0.275 - 0.022^°5 for ¥<10 

:exp 
693-0.37&iV 

1000 + 0.75£«V. 

equation 4 

equation 5 

equation 6 

equation 7 

where T| and X represent ripple height and length respectively. 

Relationships between measured ripple dimensions and the Nielsen (1981) model 
curves are illustrated in figure (8). As can be seen in figure 8(a), for all but 5 out of 
the 30 runs the Nielsen (1981) irregular wave ripple model over-predicted ripple 
height. The largest amount of over-prediction was found to occur at low values of 
sediment mobility number (XF<20). The Nielsen (1981) ripple length model agreed 
best with measured dimensions for higher values of mobility number (*P>12), 
however for lower values of mobility number (XP<12), the model over-predicted 
ripple length for all runs. Measurements of ripple steepness had better agreement 
with the Nielsen (1981) model curves than did ripple height or ripple length. Best 
agreement was found at higher values of the grain roughness Shield's parameter 
(02.5>O.O8). For lower values of the Shield's parameter the Nielsen (1981) model 
over-predicted ripple steepness. 
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Figure 7. Nielsen (1981) irregular wave ripple comparison with measurements 
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Figure 8. Comparison of measured field ripple dimensions and Nielsen (1981) 
model curves for height (a), length (b), and steepness (c). 

Wiberg and Harris (1994) reexamined existing ripple data from oscillatory flows 
in both flume and field studies to construct a model to predict ripple geometry for all 
types  of oscillatory flow environments.  Wiberg and Harris  (1994)  classified 
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bedforms according to the ratio of the wave boundary layer thickness and ripple 
height (Oo/n). Prom this ratio, the ripples were classified as orbital, anorbital, or 
suborbital by the following criteria 

Table 2. Wiberg and Harris (1994) ripple classification 

flow conditions ripple classification 

do/Tlano< 20                  orbital ripples 
20<do/r|ano< 100          suborbital ripples 
d0/riano> 100 anorbital ripples    

The Wiberg and Harris (1994) equations for ripple length and steepness for 
orbital ripples are: 

X0rb = 0.62d0 equation 8 

for anorbital ripples 

T=exp 

CnA,)o* = 0.17 

A.atio — 535 D 

-0.095 tri- 
ll 

+ 0.442In-2-- 2.2f 
V 

equation 9 

equation 10 

ford0/ri>10    equation 11 

and for suborbital ripples 

Kb = exp 
ln| ""/      |-In 100 

'ano 

In 20-In 100 
(in Xorb - In Xmo) + In A,„ equation 12 

where "d0" is the near bottom orbital diameter, and "D" is the mean sediment size. 

In figure (9), measured non-dimensional ripple dimensions are plotted versus the 
parameters used in the Wiberg and Harris (1994) ripple model. Where possible, the 
model curves were included. It is noted that in figure (9d) the x-axis is near bottom 
orbital diameter divided by measured ripple height. For these plots, the dashed and 
solid curves refer to the orbital and anorbital ripple models respectively. The data in 
figure (9) is also plotted according to the Wiberg and Harris (1994) ripple 
classification scheme. Each data point is plotted as an "o", "+",or "*" indicating 
ripple types of orbital, suborbital, or anorbital ripples, respectively. The Wiberg and 
Harris (1994) model also over-predicted ripple length and height for most of the 
runs. It is also interesting to note that only 2 of the 30 runs were classified as 
anorbital ripples. 
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Figure 9. Wiberg and Harris (1994) ripple models with measured values. 
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Figure 10. Wiberg and Harris (1994) model ripple comparison with measurements 

The Grant and Madsen ( 1982) ripple model uses the ratio of the maximum value 
of the skin friction (shear stress) under the wave (T*sf) to the critical value of shear 
stress for the initiation of sediment motion (x*)cr. Also a dimensionless sediment 
parameter (S*) is used. This ripple model was based primarily on the Carstens et al. 
(1969) laboratory oscillatory ripple study. 
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Two separate regions of transport stages were used in the Grant and Madsen 
(1982) model. The first stage, when the flow conditions are less than the breakoff 
point defined by equation (18), is known as the equilibrium stage. Within the 
equilibrium range, ripple steepness is a maximum and the ripple length is said to 
scale with the near-bottom excursion amplitude. When flow conditions exceed the 
breakoff point, conditions are said to be in the breakoff region; the ripple length is 
said to no longer be in equilibrium and a decorrelation between ripple length and 
near-bottom excursion amplitude occurs (Grant and Madsen (1982)). As the flow 
intensity increases within the breakoff region, ripple steepness continues to decrease 
to a point where ripples are no longer present. 
The Grant and Madsen (1982) ripple prediction model is as follows: 
when the transport stage is less than the breakoff point 

77/A = 0.16(T,1//(T.)CT) 

7l/a.=0.22(T.„/(T.)crp
i 

and at higher transport stages, above the breakoff range 

Tj/A = 0.285.06(T,1//(T.)Cf)"
,° 

!7/a(1=0.48S.OJ,(Tv/(T.)cr)"
1'S 

where 

S,=(d/4v)[(S-l)gD]° 

and the breakoff point is defined as 

[T,s//(T.)cr]B=1.85.06 

equation 13 

equation 14 

equation 15 

equation 16 

equation 17 

equation 18. 

where 'v' is the kinematic viscosity of water, 'D' is the grain diameter, 'S' is the 
specific gravity of the sediment, and 'g' is the acceleration of gravity. 

A comparison of Grant and Madsen (1982) predicted ripple heights and lengths 
versus measured values is shown in figure 11. It can be seen that the Grant and 
Madsen (1982) model overp-redicted ripple length and height for almost every run. 
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Figure 11. Grant and Madsen (1982) model ripple comparison with measurements 

In order to evaluate the performance of the predictive models, the relative error 
was computed between measured and predicted values. The relative error is defined 
as: 

A = expi ^(inM-ln^))2 equation 19 

where y is the measured value and y is the predicted value. This quantity is a 
multiplicative factor that indicates the possible variation about the predicted value 
(Wikramanayake, 1993). For example if A equals 1.34, the average error is equal to 
34 percent. 

Table 3 contains values of the relative error for each of the different predictive 
models. It can be seen that the predictive models performed much better at predicting 
ripple steepness than ripple height or length independently. The Nielsen (1981) and 
Grant and Madsen (1982) ripple steepness models performed the best at predicting 
ripple steepness with an average error of 37 percent, the Wiberg and Harris (1994) 
model had and average error of 55 percent. The Nielsen (1981) model predicted 
ripple height the best, however the average error was found to be 153 percent. The 
Wiberg and Harris (1994) and Grant and Madsen (1982) models had even greater 
error. Ripple length comparisons showed the Wiberg and Harris (1994) model 
having the least error with an average error of 125 percent. The Nielsen (1981) and 
Grant and Madsen (1982) ripple length models had slightly higher relative errors 
with 150 and 154 percent respectively. 

TABLE 3. Relative Error for model predictions and measured values. 

Ripple Length   Ripple Height   Ripple Steepness 
Nielsen (1981) Field 
Wiberg & Harris (1994) 
Grant and Madsen (1982) 

2.50 2.53 1.37 
2.25 2.84 1.55 
2.54 3.03 1.37 
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Conclusions 

The multiple transducer array (MTA) has proven the ability to measure bedforms 
in the field environment with 0(1 mm) vertical and 0(2 cm) horizontal resolution. 
Comparisons of oscillatory field ripple data collected with the MTA and the most 
popular predictive models show errors of over 100 percent for all models in 
predicting ripple heights and lengths. Average errors of 37 to 55 percent were found 
in predicting ripple steepness. Such errors could be due to errors in the previously 
collected data sets used to construct these models, or to the current understanding of 
the mechanics of ripple formation and geometric equilibrium with the flow field. 
More investigation is necessary in this field in order to improve bedform prediction 
models. 
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CHAPTER 243 

Field Measurement of Bed Roughness for Waves 
on an Off-Shore Reef 

Raymond C. Nelson 

Abstract 

This paper takes advantage of fortuitous, near ideal conditions which existed 
for a subset of field data, to obtain the hydraulic roughness of the surface of a 
coral reef platform. This was accomplished by observing the transformation of 
natural, unbroken, oscillatory wave trains, propagating over the reef top in water 
of constant depth, where wave bed friction damping was the only active wave 
transformation process. The paper also demonstrates that while coral reefs may 
be perceived as being much rougher than sandy beds, they may in fact be no 
rougher in hydraulic terms, than many sandy beds experiencing the same wave 
and water depth conditions. 

Introduction 

The bed friction factor (/) associated with wave motion, is a function of a 
Reynolds number and a relative roughness. 

f = h[Re,r-) (1) 

Re is the Reynolds number associated with the oscillatory water movements at 
the bed as estimated from linear wave theory. 

Re = ^ (2) 
v 

a is the amplitude of the oscillatory bed movements, U is the amplitude of the 
periodic bed velocity, and v is the kinematic viscosity of the fluid, r/a is the 
relative roughness where r is the hydraulic roughness. For all turbulent flow 
conditions, the friction factor can be expressed in the form of Eq.   1.   However, 

1 Senior Lecturer, School of Civil Engineering, University of New South Wales, 
University College, Australian Defence Force Academy, Canberra, ACT, 2600, 
Australia 

3143 



3144 COASTAL ENGINEERING 1996 

for all prototype wave conditions of engineering significance, the oscillatory flow 
at the bed is always fully developed rough turbulent flow (Jonsson, 1963 and 
1966; Swart, 1974). In this regime the friction factor is independent of Reynolds 
number, reducing Eq. 1 to Eq. 3 for field conditions. 

On a movable bed, both r and a are variables, depending on the wave and 
water depth conditions, the changes in r being caused by the variability of bed 
form (Nelson, 1989 and 1995). 

On fixed beds, such as coral reef platforms, a still varies with wave and 
water depth conditions, but r remains constant. A measured value of this fixed 
roughness is far more useful than a measured value of friction factor. The latter is 
only applicable to wave and water depth conditions that produce the same value 
of a existing when the measurement was made, while the hydraulic roughness 
value can be used to obtain wave friction factors for all wave and water depth 
conditions. 

This paper presents values of reef top hydraulic roughness derived from the 
observed transformation of natural random waves, propagating in water of con- 
stant depth, over the fixed bed of a platform coral reef. The resulting values are 
to some extent site specific. However, from an engineering viewpoint, the use of 
a measured roughness that can be varied by visual comparisons and reasoning, is 
far more desirable than the use of a guesstimate. 

Experiment Description 

The experimental data were collected from John Brewer Reef, located inside 
the line of the Barrier Reef approximately 70 km north east of Townsville, Aus- 
tralia. The reef is elliptical in shape (6 km by 3 km - see Fig. 1) with a major axis 
approximately normal to the prevailing south easterly winds. The windward reef 
platform is a continuous reef flat 200m to 300m wide and uniform in elevation 
at a level approximating Lowest Astronomical Tide. High tide water depths over 
the reef platform seldom exceed 3m. Seaward of the windward edge, the reef 
drops rapidly to a depth of about 50m below the reef platform, while the lagoon 
enclosed by the whole of John Brewer Reef averages about 10m in depth. 

Wave and current measuring instruments were deployed on the windward side 
of the reef (Fig. 1). WR1 was a Waverider buoy located about 500m seaward 
of the reef front and transmitted incident wave data to a receiver located in the 
floating hotel. ZP1, ZP2, ZP3 and ZP4 were 6m high, surface piercing wave 
transducers known as Zwarts Poles (Zwarts, 1974). These were aligned normal 
to the reef front and parallel to the prevailing south east winds. ZP1 and ZP4 
are of special interest to this study. ZP1 was 27m from the reef front while ZP4 
was located at a further interval of 141m. Most of the time the line of Zwarts 
Poles was located along the line of the reef top wave orthogonal but there were 
some exceptions at high tide during incident wave events with very low energy. 

Each wave sample collected from WR1 contained 2048 readings at intervals 
of 0.391 seconds (sample length about 14 minutes). Each wave sample from each 
Zwarts pole contained 4800 readings at an interval of 0.25 seconds (sample length 
about 20 minutes).  Data sets consisted of wave samples collected concurrently 
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from all 5 wave instruments with the recording commencement times for each 
instrument being identical. The interval at which data sets were recorded was 
sometimes 1 hour and at other times 2 hours. 

CM1 was an S4 electromagnetic XY current meter that measured reef top 
currents. Every 10 minutes it took 120 readings at 0.5 second intervals of both 
the easterly and northerly velocity components and logged the average. 

f-.^*± s._. 
V> 

>0 &?    Floating  Hotel 

\. 

1.0 
ZP4 
ZP3 
ZP2 
ZP1 

\ \ 
\ 

0      0.5 • 

• 
• 

• 
km 

'WRI 

CM1 

Fig. 1   John Brewer Reef and Instrument Locations 

Data Selection 

The extraction of bed friction effects from other interacting sub-processes, 
increases the uncertainties incorporated in the results, the preferred option being 
to have a prototype location and wave motion where bed friction damping is the 
only active sub-process. Some of the John Brewer Reef Zwarts Pole data con- 
formed with this requirement. The water depths were, for all practical purposes, 
uniform eliminating the effects of shoaling and refraction. There were no barriers 
around which diffraction could occur, and careful selection of data sets ensured 
that the effects of wave breaking were all but eliminated. 

The data base used in this study contained 72 consecutive data sets, some 
times recorded at one hourly intervals, and at other times, two hourly intervals. 
They spanned a sustained period of high incident wave energy and some periods 
of low incident wave energy, both coupled with large tide ranges. This provided 
a wide range of reef top wave and water depth combinations. These data are 
presented as a time series in Fig. 2. 

Incident high wave energy events were dominated by sea states with peak 
energy periods of between 4 and 6 seconds with direction determined by the 
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dominant south east wind. During low energy events, when the sea state was 
minimal, longer peak energy periods were observed when small amounts of wave 
energy from distant sources became significant relative to the local sea state. The 
direction of this longer period wave energy was unknown and it was necessary 
to eliminate it from the data records. All characteristic spectral wave parame- 
ters have been restricted to the wind wave component by only considering wave 
frequencies greater than or equal to 0.16 Hz. 

0- 
Q 9 

CM 

x> 
c 
o 
o 
E 
X 

Reef  top  water  depth 
Incident  off  reef  wave  height  (Hmo) 
Wave   height   at   pole  4   (Hmo) 

24.0 48.0 72.0 96.0 120.0 
TIME  (hours  from   midnight  on  3-9-88) 

Fig. 2  Wave and Tide Summary 

The selected subset of wave records were to be free of wave breaking influ- 
ences, with the wave energy dissipation over the flat bed between ZP1 and ZP4 
(Fig. 1) due only to bed friction damping. However, for most data sets at John 
Brewer Reef, waves broke at the reef edge due to depth limiting effects and dis- 
sipated energy, primarily through the turbulence associated with the breaking 
process, until stable wave heights compatible with reef top water depths were at- 
tained. The waves then reformed into stable oscillatory waves. It was established 
that even the largest waves in any of the recorded incident wave trains, reformed 
into oscillatory waves before reaching ZP4 (Nelson, 1994). However, this was not 
the case at ZP1 making it necessary to delineate which data sets were largely free 
of breaking waves at this station. These will obviously be those biassed towards 
lower incident wave energy and larger reef top water depths. 

This screening was made using the criterion of Nelson (1994) for the maximum 
stable oscillatory wave heights sustainable over horizontal beds, namely Eq. 4, 
and the fact that this criterion was shown to be applicable to the individual waves 
of a naturally occurring random wave train. 

H 

22 + 1.82fc 
(4) 

Fc is a non-linearity parameter after Swart and Loubser (1979), as defined in 
Eq. 5. Fc values less than 10 indicate deep water waves, those between 10 and 
500 indicate transitional water depth waves, and values greater than 500, shallow 
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water waves when H/h approaches a value of 0.55. 

_l.25tr0.50 

Fc = 
^r0.50j>2. 50 

fcl.75 (5) 

Waves with larger H/h ratios can exist on horizontal beds but these would be 
turbulent breaking waves losing height rapidly by the turbulent dissipation of 
energy. 

A wave by wave analysis of all 72 wave records at ZP1 determined the H/h 
population for each record and the value of Fc associated with each H/h value. 
This took into account the effect of tide and infragravity wave activity in varying 
the effective water depth on which the wind waves were superimposed, since the 
maximum wave height that could be sustained varied with time because local 
water depth was time dependent. The Fc value assigned was based on the wave 
height and water depth associated with each wave and the wave period equal to 
the lapsed time between the crest of this wave and the crest of the previous wave 
(see Nelson, 1994 for greater detail). 

The results for all 72 wave records were compared with the criterion of Eq. 
4. Wave records with little or no wave breaking were those for which none (or 
at least very few) of the observed values of H/h exceeded the value given by Eq. 
4 when using the observed value of Fc. Based on this criterion 20 wave records 
were available for further consideration. 

A further 6 of these 20 records were rejected because the reef top wave or- 
thogonal was not sufficiently aligned to the line of wave poles. There remained 
14 acceptable data sets. 

Equation   (4) 

2    3 4 5 6789 2    3 4 5 6789   ,23 456789   ,23 456789 
10u 101 

Fc 
10-5 10* 

Fig. 3   ZP1: H/h versus Fc for all Waves in all 14 Data Sets 
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Fig. 3 shows the results for all waves in all 14 data sets plotted on the H/h 
versus Fc plain. The solid line is Eq. 4 and the dotted line is the deep water 
wave steepness limit at Fc values less than 10. The average number of waves per 
wave record is 357, and on average, only 1 or 2 waves per record significantly 
exceeded the envelope curve. While it is possible some waves did break at H/h 
values less than the envelope curve (Nelson 1987), it is reasonable to assume that 
this impact was slight, and that for the 14 selected data sets, all wave energy 
dissipation between ZP1 and ZP4 was due to bed friction damping only. 

Table 1 summarises the characteristic parameters associated with the adopted 
14 data sets. The data set number is the location of the data set within the 
consecutive order of the original 72 data sets. The day and time indicate the 
common instrument commencement time for the recording of each data set. H\ 
and Hi are respectively the spectral estimates of significant wave height (Hmo) 
of the wind wave component at ZP1 and ZP4 and H is the mean of these two 
values. Tp is the mean of the four peak energy periods at ZP1, ZP2, ZP3, and 
ZP4 for the wind wave component, h is the mean, reef top water depth during 
the data set. 

Table 1 
Observed Reef Top Parameters - September 1988 

Data Day Time *Hi *HA H 1P h 
set (hrs) (m) (m) (m) to (m) 
02 4 1500 0.544 0.418 0.481 4.280 1.865 

03 4 1600 0.536 0.446 0.491 3.443 2.273 
04 4 1700 0.521 0.461 0.491 4.455 2.555 
07 4 2000 0.570 0.496 0.533 4.265 2.343 

17 5 0600 0.559 0.429 0.494 4.025 1.843 

49 6 1800 0.625 0.582 0.604 3.975 2.693 

50 6 2000 0.641 0.599 0.620 4.265 2.758 

55 7 0600 0.379 0.319 0.349 4.932 1.948 

56 7 0800 0.361 0.315 0.338 5.200 1.935 

60 7 1600 0.337 0.257 0.297 3.880 1.505 

65 8 0200 0.253 0.125 0.189 4.020 0.828 

66 8 0400 0.323 0.210 0.266 4.265 1.208 

67 8 0600 0.407 0.349 0.378 3.595 1.905 

68 8 0800 0.539 0.456 0.498 3.710 2.078 

* Based on all frequencies > 0.16 Hz 

Reef Top Wave Energy Dissipation Factors 

Two wave related friction factors are in common use. The wave friction factor 
(/„,) is defined by Eq. 6. 

Tmax = Q-5pfwU2 (6) 

Tmax is the maximum bed shear stress due the horizontal oscillatory water particle 
velocities at the bed and p is the water density. The determination of fw requires 
the direct or indirect measurement of bed shear.   The wave energy dissipation 
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factor (/e) is defined in terms of the time averaged rate of wave energy dissipation 
due to bed friction as given in Eq. 7. 

^ = (r«L... = ^pf.U> (7) 

Ef is the wave energy flux, r is the instantaneous bed shear stress, u is the 
instantaneous bed velocity, and U is the amplitude of the of the bed velocity 
variations. The determination of fe requires the measurement of wave energy 
loss over a known distance. 

The second of the above procedures was adopted at John Brewer Reef, but in 
so doing it is important to note the following. The two wave related friction factors 
are different according to how they are defined and measured. However, it has 
been shown that for fully developed rough turbulent oscillatory flows, fw « fe 

(Jonsson, 1963; Swart, 1974; Nielsen, 1992; Raudkivi, 1988). The oscillatory 
flow at the bed is fully developed rough turbulent flow for all prototype wave 
conditions of engineering significance. Therefore, for all practical purposes, the 
field estimates of fe can be interchanged with /,„. This will be important when 
estimates of the reef top hydraulic roughness are made. 

/e can be evaluated two ways. The first considers the attenuation of the total 
energy using only characteristic spectral parameters. The second considers the 
attenuation of individual frequency components in the spectrum, based on the 
assumption that these components travel independently of all other spectral com- 
ponents and that there are no non-linear interactions. Experimental limitations 
dictated the use of the first method. Despite the difficult and hostile environ- 
ment, the field measurements of small total energy deficits between poles 1 and 4 
displayed good consistency and trends. To deal with still smaller energy deficits 
within individual frequency components introduces anomalies due to the lesser 
confidence associated with these components relative to that of the total wave 
energy measurement. 

In water of constant depth, the loss rate of wave energy per unit surface area 
(left hand side of Eq. 7) can be expressed as, 

dEL=pgC1dH^ 

dx 8     dx l j 

where Cg is the group velocity and g is the acceleration due to gravity. The right 
hand sides of Eqs. 7 and 8 can be equated, integrated, and re-arranged to yield 
the solution for fe shown in Eq. 9, and can be applied directly to the John Brewer 
Reef data shown in Table 1. Ax is the distance between ZP1 and ZP4 namely 
141m. 

,       3# (Hi - HA) Cg .   ,n,,s3 ,., 
/e=8^     HlHt     ^

T^nh{kh)) (9) 

The resulting values of fe are shown in Table 2. Also shown are the associated 
values of a, U, and Re obtained using the values of H, h, and Tp given in Table 
1. 

A plot of fe versus Re is shown in Fig. 4. At first glance the scatter appears 
considerable with fe values of between 0.1 and 0.2 over a Reynolds number range 
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Table 2 
Derived Reef Top Parameters September 1988 

Data Day Time a U Re fe 
set (hrs) (m) (m/s) (-) (-) 
02 4 1500 0.323 0.474 153000 0.164 
03 4 1600 0.206 0.376 77000 0.218 
04 4 1700 0.281 0.396 111000 0.150 
07 4 2000 0.304 0.449 137000 0.132 
17 5 0600 0.308 0.480 148000 0.162 
49 6 1800 0.279 0.441 123000 0.090 
50 6 2000 0.314 0.463 145000 0.082 
55 7 0600 0.273 0.348 95000 0.152 
56 7 0800 0.283 0.342 97000 0.120 
60 7 1600 0.202 0.327 66000 0.177 
65 8 0200 0.194 0.303 59000 0.207 
66 8 0400 0.234 0.344 80000 0.190 
67 8 0600 0.196 0.342 67000 0.144 
68 8 0800 0.253 0.428 108000 0.143 

<!>  Group   1   data:  0.25m<a^0.32m 
fe=0.13 
a=0.29m 

•  Group  2  data:  0.19m<a<0.23m 
fe=0.19 
a=0.21m 
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Fig. 4  fe versus Rt - Reef Data 

of between 50000 to 150000. To some extent, the perceived scatter is more ap- 
parent than real, accentuated by the linear scales. More common practice is to 
use log log axes for such plots (e.g. see Fig. 5), masking the extent of the scatter. 
While much of the scatter must remain unexplained, some can be attributed to 



OFF-SHORE REEF 3151 

the different characteristic values of relative roughness associated with each data 
set, and the dependence of fe on that value (see Eq. 3). The values shown beside 
each point are the a values given in Table 2. These alone are an indicator of 
relative roughness (= r/a) because the reef top roughness remains unchanged for 
all data sets. Based on this indirect measure of relative roughness the results can 
be divided into two groups. Group 1 data has a values between 0.25m and 0.32m 
(mean=0.29m) and a mean fe value of 0.13. Group 2 data has a values between 
0.19m and 0.23m (mean=0.21m) and a mean fe value of 0.19. 

Analyses demonstrated that the small prevailing pole line current that existed 
on the reef (average value of 0.06 m/s for the 14 data sets) would have had little 
influence on the computed values of fe shown in Table 1. 

Reef Top Hydraulic Roughness 

Kamphuis (1975) used an oscillating water tunnel to measure the maximum 
shear stresses on a smooth bed and 5 different artificially roughened beds. The 
shear stress values, measured using a shear plate incorporated in the bed, enabled 
the computation of wave friction factor, /,„ (Eq. 6). Kamphuis summarised the 
results in a friction factor diagram reproduced here in Fig. 5. The results are 
consistent with the friction factor being independent of Reynolds number for 
fully rough turbulent flow. In this region, /„, and fe (the wave energy dissipation 
factor) are for all practical purposes, interchangeable as indicated on the vertical 
axis of Fig. 5. The John Brewer Reef data in Fig. 4 fall well within the fully 
rough turbulent region of Fig. 5 (0.1 < fe < 0.2 and 50000 < Re < 150000) 
and can be used to estimate values of reef top hydraulic roughness in conjunction 
with Fig. 5. 
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Fig. 5   fe versus Re (after Kamphuis, 1975) 

The group 1 data has a mean fe value of 0.130, corresponding to a relative 
roughness (r/a) value in Fig. 5 of about 0.2. Based on the mean a value of 0.29m 



3152 COASTAL ENGINEERING 1996 

for the group 1 data, the hydraulic roughness (r) of the reef top is estimated as 
0.2 x 0.29 = 0.06m. Similarly for group 2 data, the mean values of fe = 0.183 
and a = 0.21m lead to values of r/a « 0.3 and r = 0.3 x 0.21 = 0.06m. Hence, 
one estimate of the reef top roughness is 0,06m. 

A second independent estimate of hydraulic roughness can be made using the 
work of Jonsson (1963) who developed the following implicit equation for fully 
rough turbulent oscillatory flow over a fixed immobile bed. 

ifc + % (^)=-0.08 + %g (10) 

Swart (1974) presented Eq. 11 as an explicit alternative to Eq. 10. The author 
has replaced fw in Swart's equation with fe as has been previously justified in 
this paper for fully rough turbulent flow. 

fe = exp   5.213(-) - 5.977 (11) 

Fig. 6 shows the John Brewer Reef data over-plotted with curves corresponding 
to fixed values of r computed from Eq. 11. These show that the best estimate of 
reef top hydraulic roughness is 0.07 m, and this closely approximates the previous 
estimate of 0.06m. 

— Equation (11) 
<^ Group 1 data 
•  Group  2  data 

0.2 0.3 
a  (m) 

0.4 

Fig. 6  fe versus a - Reef Data 

Movable Sand Bed Equivalents 

An interesting comparison has been made between the influence of this fixed 
reef surface on wave damping and that of a movable bed of sand using the dimen- 
sionless function of Nelson (1995).   This expresses the wave energy dissipation 
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factor (/e) and the physical state of a movable bed as a function of two dimen- 

sionless parameters namely Tc = TJg/D and Dc = D/a. A range of bed particle 
sizes were used in the function for each reef top wave and water depth condition 
listed in Table 1. It was found that movable bed fe values, comparable with 
the observed fixed bed reef top values, occurred most consistently when the bed 
particle size was equal to 0.6 mm. The comparative results are shown in Fig. 7. 
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CM *    /    • 
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Fig. 7   Movable Bed versus Reef Top Friction Factors 

The scatter in the plot results from the fact that a movable bed of given 
particle size no longer has a constant roughness because the bed form varies with 
the prevailing wave and water depth conditions. Nevertheless, the comparison 
demonstrates that while coral reefs may be perceived as being much rougher 
than sandy beds, they may in fact be no rougher, in hydraulic terms, than many 
sandy beds. 

Comments and Conclusions 

Field observations have enabled the hydraulic roughness for the fixed bed of 
a coral reef platform to be determined. In so doing, advantage has been taken of 
fortuitous and near ideal conditions, where natural trains of random, stable and 
unbroken oscillatory waves were propagating in water of constant depth, such 
that wave bed friction damping was the only active wave transformation process 
present. The roughness estimate of 60mm to 70mm was based on small total 
energy deficits measured over a known length of wave orthogonal. 

The measured fixed bed roughness value is of more use to wave transform- 
ation modelers than any of the measured values of wave friction factor. The 
latter change with wave and water depth conditions while the former remains 
unchanged, so that the applicable relative roughness and wave friction factor can 
be determined no matter what wave and water depth conditions prevail. 
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The measured hydraulic roughness value is transferable to other similar reefs. 
If differences between reefs are perceived, the measured roughness is a datum 
value that can be varied based on visual comparisons and reasoning. 

The paper has demonstrated that, while coral reefs may be perceived as being 
much rougher than sandy beds, they may in fact be no rougher in hydraulic terms 
than many sandy beds experiencing the same wave and water depth conditions. 
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CHAPTER 244 

Effect of Wave-Induced-Pressure on Seabed Configulation 

Tetsuo Sakai1, M. ASCE and Hitoshi Gotoh2 

Abstract 

In almost all of the previous studies on the seabed configuration, the seabed 
configuration is classified based on the bottom shear stress, or Shields number. While, 
in the wave field, the wave-induced-water-pressure change can have a secondary effect 
on the sediment transport. The laboratory experiment on the seabed configuration 
under the coexistence of the oscillatory flow and the water-pressure change is conducted 
in this study, to investigate the effect of water-pressure change on the seabed regime 
classification. 

The existing region of various bed configurations, such as no-motion, bed-lad, 
suspension over ripple and sheet flow, changes with the change of the amplitude of 
water-pressure change. The ripple geometry, or flatness of ripple, are also affected by 
the water-pressure change. The mechanism of theses changes are discussed related to 
the lift force due to the porewater-pressure distribution in sand layer. 

Introduction 

Seabed configuration, which is formed as the result of sediment transport, is 

quite different under the various conditions of wave and current. On the other hand, 

the mode of sediment transport depends on the seabed configuration. 

Although there is an interactive structure among the wave-current field, the 

sediment transport and the seabed configuration, the time scale of the development of 
seabed configuration is sufficiently longer than that of others.   Therefore, to describe 

1 Professor, Department of Civil Engineering., Kyoto University 
Yoshida Honmachi, Sakyo-ku, Kyoto, 606, Japan 

2 Lecturer, Department of Civil Engineering., Kyoto University 
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Figure 1.    Forces acting on seabed under the wave propagation 

the sediment transport process based on the mechanics of the motion of sediment 
particles, it is essential to know the relation between the seabed configuration and the 
bottom shear stress, or Shields number, due to wave and current. 

These relation has been investigated through some experimental studies; while 
the effect of wave-induced-water-pressure change on the seabed configuration was 
not examined in detail. Fig. 1 shows the schematic expression of external forces 
acting on seabed due to the wave propagation. High water pressure acts on the seabed 
under the crest of a wave, then the particle density of the bed becomes to be dense. On 
the other hand, low water pressure acts on the seabed under the trough of a wave, then 
the particle density of the bed becomes to be loose. In both situations, the bottom 
shear stress is the dominant driving force of sediment motion. To discuss the additional 
effect due to the water-pressure change by wave propagation in detail, porewater 
pressure distribution should be investigated. 

In this study, the experiment on the seabed configuration under the coexistence 
of the oscillatory flow and the water-pressure change is performed by using an oscillating 
water tunnel with cylinder system for the control of the water pressure. 

Laboratory experiment 

experimental apparatus 
Figure 2 shows the oscillating water tunnel with the water-pressure-control system. 

Both sides of the rectangular water tank are connected to the water circulating pipe, at 
the top of which a water-circulating-propeller system, or an oscillatory-flow generator, 
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Figure 2.    Oscillating water tunnel with water-pressure-changing 
system 

is installed. Lower part of the water tank is a sand pit, the depth of which is 600 mm. 
The front and back sides of the water tank is made by glass wall for the observation of 
the motion of sediment particles. In the back side wall, porewater-pressure sensors 
are flash mounted. In order to generate the water-pressure change, a oil-hydraulic- 
pressure-driven piston system is connected to the water-circulating pipe. The 
electromagnetic current meter and the water-pressure sensors are equipped to monitor 
the discharge of current and the changing water pressure, which are used as the feedback 
signal of the personal-computer based current-water-pressure control system. Although 
various kinds of the time series of current-velocity and water-pressure can be generated 
by using this apparatus, the in-phase sinusoidal time series of current-velocity and 

water-pressure, which correspond to the condition of a progressive small amplitude 
wave, are generated. 

procedure of experiment and experimental conditions 
The transition of bed configuration occurs with the increase of the bottom shear 

stress in the following order: (i) no motion; [ critical state for sediment movement ]; 
(ii) bed-load motion; (iii) suspended load over ripples; and sediment transport in 
sheetflow regime. In the experiment, the flow-velocity amplitude is gradually increased 
with keeping the amplitude of water-pressure change, to observe the transition of bottom 



3158 COASTAL ENGINEERING 1996 

Table 1.     Experimental conditions 

oscillatory flow oscillatory flow 
and pressure 

velocity 
amplitude 
ub (cm/s) 

3.0-78.0 3.0 - 78.0 

total pressure 
amplitude 
Po(m) 

0.0 0.5, 1.0, 1.5 

period 
T(s) 6.0 6.0 

configuration mentioned above. The series of the experiment were conducted with 
changing the magnitude of the amplitude of the water-pressure change, to investigate 
the effect of the water-pressure change on the transition of the bed configuration. 

The ripple geometry affected by the amplitude of water-pressure change is 
examined based on the detailed observation of sediment motion over ripples, and the 
mechanism to determine the ripple geometry is considered. 

Table 1 shows the experimental conditions. The test particle are the two kinds 
of the uniform sand, the diameter of which are df=0.025 cm and </=0.035 cm. The 
specific density of the sand is 2.65. 

Classification of the seabed configuration 

Figure 3 shows the experimental results of the bed configuration under the action 
of oscillatory flow for the cases of d=0.025 cm and d=0.035 cm. The lines in this 
figure shows the division of the bed configuration proposed by Shibayama and Horikawa 
(1982). In the figure, Wb=amplitude of the flow velocity in the neibourhood of the 
bottom; w=terminal fall velocity of sediment particle; and ^Shields number defined 
as y/ = fwub

2/2(o"/p-\)gd (/"w=friction coefficient proposed by Jonsson (1966); 
CE=density of sediment; p= density of water; and g=graviational acceleration). The 
flow velocity in the neighborhood of the bottom is estimated by extrapolating the 
measured velocity near-bottom-wall region by supposing the logarithmic velocity 
profile. The friction coefficient was calculated by using the explicit expression proposed 
by Tanaka (1990). The thresholds of four modes, such as no motion, bed-load motion, 
suspension over ripples and sheetfolw, estimated from the present experiment show 
fairly good agreement with the empirical relation proposed by Shibayama and Horikawa, 
which was determined based on the existing experimental results. 
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Figure 3.    Classification of seabed 

Figure 4 shows the classification of the bed configuration, namely, no motion, 
bed-load, suspension over ripple and sheetflow, under the various combination of flow- 
velocity amplitude, Kb, and total water-pressure-change amplitude, p. In this figure, 
the experimental results of the cases of the particle diameter d=0.025 cm are shown. 
The critical shear stress of the sediment movement decreses with the increase of the 
amplitude of water-pressure change. In other words, the no-motion region decrease 
with the increase of the amplitude of water-pressure change. The supression of the 
ripple generation increases with the increase of the amplitude of water-pressure change, 
consequently, the be-load region increase with the increase of the amplitude of water- 
pressure change. In contrast with the ripple genaration, the generation of the sheetflow 
is promoted by the increase of the amplitude of water-pressure change. 

The changing porewater pressure is induced in the sandy bed constituted by fine 
sediment under the action of water-pressure change on the bed surface. Because of 
the phase lag between the porewater pressure and the water-pressure acting on the 
sand surface, an additional lift force acts on the sediment layer near the sand surface. 
This additional lift force depends on the porewater-pressure profile, and the positive 
lift force acts on the sediment layer when the changing water-pressure is smaller than 
the average, namely in wave-trough phase. The decrease of the critical bottom shear 
stress of sediment movement is caused by the action of this additional lift force. 

Figure 5 shows the classification of the bed configuration under the various 
combination of flow-velocity amplitude, Mb, and water-pressure-change amplitude, p, 
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Figure 4.    Classification of the bed configuration (d=0.025 cm) 
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Figure 5.    Classification of the bed configuration (d=0.035 cm) 

for the particle diameter d=0.035 cm. Although the tendency of the transition of bed 
configuration shown in Fig. 5 is the same as in Fig. 4, the effect of the amplitude of the 
water-pressure change to the transition of the bed configuration is stronger in Fig. 4 
than that in Fig. 5. To clarify this point, the bottom neighboring flow velocities, ucp, 
at three threshold such as the transition point from no motion to bed load, from bed- 
load to suspension and from suspension to sheetflow for the change of the amplitude 
of water-pressure change are shown in Fig. 6. The bottom neighboring flow velocities, 
ucp, are normalized by that of oscillatory flow condition, uc. Fig. 6 shows that the 
transition points of the bed configuration clearly depend on the magnitude of the 
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Figure 6.    Transition points of the bed configuration 

amplitude of water-pressure change. This tendency is most clearly detected in the 
transition point from no motion to bed load. By comparing the cases of J=0.025 cm 
and the cases of d=0.035 cm, the change of the threshold of bed configuration against 
the change of the amplitude of water-pressure change in small size sediment is more 
significant than that in large size sediment. 

Under the action of critical bottom shear stress of sediment movement, 
hydrodynaminc force, or driving force, acting on the sediment particle balances with 
the bottom frictional force, or resistant force. Therefore the sediment motion is keenly 
affected by the additional lift force due to the changing porewater pressure in sand 
layer. While, in the cases of the transition from suspension to sheetflow, the amplitude 
of the bottom shear stress are sufficiently larger than that of no-motion-bed-load 
transition. Hence the bottom shear stress plays a significant role in the transition from 
suspension to sheetflow, and the change of the threshold from suspension to sheetflow 
against the change of the water-pressure amplitude is smaller than that from no motion 
to bed load. 

Geometry of ripples under coexistence of shear and water-pressure changes 

The geometry of ripples in suspension mode is also affected by the change of the 
amplitude of water-pressure change. Maeno et al. (1989) conducted the experiment 
on the ripple geometry under the action of porewater pressure in sandy bed. They 
mainly discussed the energy dissipation due to the ripples based on the measurement 
of the porewater pressure change. While in this study, the role of the porewater pressure 
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Figure 7.    Relation between ripple wave length and excursion length 
of water particle 

change in sandy bed is investigated as a part of the mechanism to determine the ripple 
geometry. 

Figure 7 shows the relation between ripple wave length, A, and excursion length 
of water particle, do. In this figure, the cases of three kinds of total water-pressure 
amplitude, p=0.0,0.5 and 1.0 m are shown with the experimental result by Sato et al. 
(1984) and Watanabe et al. (1989). In the region of 15.0<drj/d<25.0, the ripple wave 
length decreases with the increase of amplitude of water-pressure change; while, in the 
region of 25.0<<io/d, the dependence of ripple wave length on the amplitude of water- 
pressure change becomes less significant, and the ripple wave length is regarded to be 
constant. 

Figure 8 shows the relation between ripple wave steepness, r\/X, and Shields 
number, ^(r^ripple wave height). In this figure, the cases of three kinds of total 
water-pressure amplitude, p=0.0,0.5 and 1.0 m are shown with the experimental result 
by Sato et al. (1984) and Watanabe et al. (1989). In the region of small Shields 
number, or in the region of ripple generation, the ripple wave length decreases with 
the increase of amplitude of water-pressure change. In other words, ripples become 
flatter with the increase of amplitude of water-pressure change. This tendency becomes 
less significant with the increase of Shields number. In the neighborhood of ^=0.3, 
the dependence of the ripple wave length on the amplitude of water-pressure change is 
not clear. 

Figure 9 shows the change of the transition from two-dimensional ripples to 
three-dimensional ripples with the change of the amplitude of water-pressure change. 
The dashed lines in this figure shows the threshold of two- and three-dimensional 
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Figure 8.    Relation between ripple wave steepness and Shields number 

ripples proposed by Watanabe et al. (1989). In the pure oscillatory cases, p=0.0 m, the 
experimental results agree fairly well with the proposal by Watanabe et al. The transition 
point from two-dimensional ripple to three-dimensional one gradually decreases with 
the increase of dold. In the coexistence cases of oscillatory flow and water-pressure 
change, the transition point from two-dimensional ripple to three-dimensional one shifts 
upward, and the dependence of the transition point to the excursion length of water 
particle becomes smaller. 

Two-dimensional ripples are dominantly observed when the ripple wave length 
and the ripple wave steepness is affected by water-pressure change. The motion of 
sediment in the neighborhood of the crest of ripple was recorded by a CCD video 
camera, to investigate the flatting process of ripple due to the water-pressure change in 
detail. Table 2 shows the experimental condition. Figure 10 shows the behavior of 
sediment at every 3/rc intervals on the symmetric ripple, which is generated in the pure 
oscillatory flow condition, p=0.0 m. On the other hand, Fig. 11 shows the behavior of 
sediment on the asymmetric ripple, which is generated in the oscillatory flow and 
water-pressure change coexisting condition (p=1.0 m). 

For the simplicity, direction of the current form left to right is taken positive, and 
the opposit one is taken negative. In this study, the oscillating flow is in phase with 
the water-pressure change, hence the pressure differnce from the average is positive 
when the current direction is positive; while the pressure difference from the average 
is negative when the current direction is negative. 

In the pure oscillatory flow case, the time series of the current velocity follows 
the sinusoidal curve, then the flow velocity is symmetric between the positive-current 
phase and negative-current phase.   Two ripple geometry with the phase lag K are 
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Figure 9.    Transition from two-dimensional ripples to three- 
dimensional ripples 

Table 2.      Experimental conditions of the visualization 

oscillatory flow 
oscillatory flow 
and pressure 

velocity 
amplitude 
ub (cm/s) 

29.0 29.0 

total pressure 
amplitude 
Po(m) 

0.0 1.0 

period 
T(s) 6.0 6.0 
diameter of 
sand    d(cm) 0.025 
specific density 
of sand     0/p 2.65 
ripple wave 
length    X.(cm) 20.0 23.0 
ripple wave 
height    T|(cm) 2.5 2.0 



SEABED CONFIGURATION 3165 

Figure 10.  Behaviorof sediment at every 3/n intervals on the symmetric 
ripple 

symmetric. On the contrary, under the coexistence of oscillatory flow and water- 
pressure change, a significant asymmetric ripple geometry is detected between the 
positive-current phase and the negative-current phase. Suspended sediment transported 
along a backward slope of the ripple in the negative-current direction at the phase 
(j)=47C/3 is significantly larger than that in the positive-current direction at the phase 
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Figure 11.  Behavior of sediment at every 3/jr. intervals on the 
asymmetric ripple 

0=TT/3. When the pressure difference from the average is negative, or the current 
direction is negative, the additional lift force due to the porewater pressure in sand 
layer acts on the sediment particles near the surface of sand layer. Because of this 
additional lift force, sediment particles are promoted to be dislodged, consequently the 
sediment transport rate increases.   On the other hand, when the pressure difference 
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Figure 12. Movement of the crest of ripple 

from the average is positive, or the current direction is positive, the negative lift force, 
or the additional force acting in downward direction, due to the porewater pressure in 
sand layer acts on the sediment particles near the surface of sand layer. This force 
increases the resistance of the sediment particle against the dislodgment and, 
consequently the sediment transport rate decreases. 

Figure 12 shows the movement of the crest of ripple during one oscillating cycle. 
In the symmetric ripple, which is generated under the pure oscillating flow (p=0.0 m), 
the moving path of the crest toward right and that toward left overlap with each other. 
In other word, the vertical displacement of the crest of ripple is sufficiently small 
compared with the horizontal motion of the crest of ripple. On the contrary, in the 
case of the coexistence of the oscillatory flow and water-pressure change, the moving 
path of the crest during the positive-current-direction phase and that during the negative- 
current direction phase is significantly different. The moving velocity of the crest is 
slower during the positive-current-direction phase (1-3 in Fig. 12) than during the 
negative-current-direction phase (4-6 in Fig. 12). The crest of ripple moves upward 
during the positive-current-direction phase and moves downward during the negative- 
current-direction phase. Because the ripple wave length is approximately constant in 
all phases, this characteristics of the ripple wave height, or the movement of the crest 
in vertical direction, are interpreted as the change of the ripple wave steepness. The 
ripple wave steepness is larger during the positive-current-direction phase than during 
the negative-current-direction phase. The additional force due to porewater pressure 
induced by water-pressure change acts in upward direction during the negative-current- 
direction phase.   This additional force brings the decrease in the apparent angle of 
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repose of sand, and the resultant flatting of ripple geometry. 

Conclusion 

In this study, the experiment on the seabed configuration under the coexistence 
of the oscillatory flow and the water-pressure change is performed by the oscillating 
water tunnel with cylinder system for the control of the water pressure. 

The existing region of various bed configurations, such as no-motion flat bed 
mode, bed-load mode, suspension over ripple bed and sheet flow, changes with the 
change of the amplitude of water-pressure change. Furthermore, the ripple geometry, 
such as ripple wave length and wave steepness, or flatness of ripple, are also affected 
by the amplitude of water-pressure change. 

Lift force due to the porewater-pressure distribution in sand layer acts in both 
upward and downward direction. The upward lift force promotes a sediment motion; 
while the downward force, or negative lift force, suppress a sediment motion. These 
difference of the sediment motion is the reason of the change of the existing region of 
the dominant bed configuration and the asymmetric characteristics of ripple geometry. 
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CHAPTER 245 

The Measurement of Bed Form Shapes 
in Hydraulic Models 

Ian E Shepherd1 

Abstract 

Mobile bed hydraulic models have been used in the laboratory for a 
very long time. Attempts to predict the consequences of river engineering 
works, dams and barrages, flood protection schemes and dredging methods 
have led to wide ranging scientific research in material scaling. The design 
of breakwaters, beach protection systems and sea walls have long been 
studied in physical models. All of these require a method for measuring the 
effects of water movements and the resultant erosion, deposition and 
scouring of materials. This paper reviews some methods that have been 
used on laboratory models, and attempts to suggest ways forward in the 
future. 

Introduction 

Laboratory models of mobile bed properties require measurements of 
the topography resulting from water moving over the surfaces. This ranges 
from sedimentation effects in rivers to wave action on beaches. 
Measurements can be on the macro scale (ie, methods for producing 3D 
contours over the complete surface) or local 2D tracks of surface elevation 
(eg, scour around pile structures). It is a difficult measurement, as a wide 
range of materials and circumstances is encountered. Many experimental 
laboratories have developed specific techniques to suit particular projects, so 
it has always been difficult to design equipment and methods that are easily 
transportable between investigations. 

1HR Wallingford Ltd, Howbery Park, Wallingford, Oxon, 0X10 8BA, UK 

3169 
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The durability of this style of investigation is confirmed by the fact that 
they still occur, and the long history (Hydraulic Models, 1942). In this 
reference, a description is given of a mechanical system for lowering a small 
probe onto the surface of the bed from a bridge over the model, and a scale 
to indicate its elevation. It is a source of surprise and regret that little real 
progress has been made in the last 50 years. This is partly due to the 
reluctance of civil engineering laboratories in all areas (government, private 
and university) to adequately invest in instrumentation development. Recent 
work by Jette (1996) has shown what can be achieved by individual 
innovation, in this case to solve a specific field measurement problem. 

This paper reviews some options, but concludes that a simple, 
adaptable, universal method has still only been possible using old 
technology, with the advantage of PC control. There must be better ways but 
time and resources have not permitted their development, underlining the 
comments above about lack of investment. 

In recent years there has been a continuing interest at HR Wallingford 
in the effects of flowing water and waves over mobile beds. The range of 
work has included: 

(a) Under-mining of sea walls 
(b) Loss of sand from amenity beaches 
(c) Prevention of siltation in navigation channels 
(d) Research on the combined effects of waves and currents on bed load 

transport 
(e) Embankment erosion and protection 
(f) Scour around bed mounted structures 

Most of this work requires the measurement of bed form disturbance 
to assess the effects of the existing regime and the consequences of 
engineering changes to the environment. Some researchers have used 
remote optical techniques (for example Oesch et.al., 1985) but most of these 
are time consuming to set-up, require sophisticated and expensive 
equipment, and cannot record what is happening underwater. 

To overcome these objections a number of different mobile probe 
measurement methods have been developed by several laboratories. 
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Sensor 
Method 

Use 
in Air 

Use          Typical 
Under     min. depth 
Water           mm 

Use in Air- 
Water 

Transition 

Typical 
horizontal 

resolution at 
the bed mm 

Typical 
vertical 

resolution 
mm 

Conductivity X •J                 20 X 5 0.2 

Optical retro- 
reflective 

• •J                 10 X 10 0.2 

Ultrasonic •J •J                100 X 20 1 

Laser 
distance 
sensor 

•J •J                 60 X 2 <0.1 

Touch 
Sensitive 

•J •J              Zero • 2 0.1 

Remote 
photographic 

•J X            (Surface 
reflection) 

X ? ? 

Image 
analysis 

•/ ?                 ? ? ? ? 

TABLE 1 - COMPARISON OF METHODS 

Table 1 shows some sensing methods that have been used and 
typical performance comparisons. There is only one universally applicable 
method, that of the touch sensitive, incremental technique. HR Wallingford 
has used optical servo probes for many years (HRS 1968), and the Delft 
conductivity probe has been popular (Delft 1985, and Villanueva, 1989). 
They are all subject to the limitations in the table. Models in flumes, for 
example, can be measured either by draining the water out or by flooding; it 
is always inconvenient, and a method which will traverse the (shallow) air- 
water boundary is better, even if the measurement process itself is slower. 
Early designs of touch probe were used by SOGREAH (Limnidyn, 1985) for 
a mobile bed river model, and by KENEK in Japan. The design requirements 
for an instrument include: 

(a) Must operate in air, underwater, and through the air-water boundary 
in both directions. 

(b) Must be suitable for sand, mud, coal dust, rocks, plastics, saw dust 
and in fresh or saline water. 

(c) Vertical resolution to be better than 1mm, horizontal resolution to be 
better than 5mm in a working range of 10m. Horizonal range ideally 
unlimited. 

(d) Options for use in flowing water to be available. 
(e) Should be easy to move from one location to another, and be cheap 

to build. 
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(f) Expandable from 2D to 3D operation. 
(g) Must be able to operate over steep rock faces, 
(h) Automatic pc control and data logging. 
(i) Good vertical range. 
G) Remote control options 

There is an obvious choice of sensor operation, either 

(a) Remote sensing probe with a large gap between the probe tip and the 
bed, or 

(b) Servo operated probe following the bed surface with a small gap. 

Option (a) is ideal for flowing water (to prevent scour around the probe tip) 
but has a poorly defined horizontal "footprint". 

Option (b) provides good horizontal and vertical resolution but is unsuitable 
for use in flowing water or under waves. 

The well-equipped experimental hydraulic laboratory should have the 
capability to use any of the techniques described above, so that the varied 
demands of different experiments can be accommodated. Each method is 
described in more detail below. 

Methods Available 

Most of the techniques depend on a probe that is servo-driven so that 
its tip is near to the measured surface. The error between a reference value 
and the value of the measured variable is used to maintain a 'constant' 
following distance of the probe above the surface. Exceptions to this are the 
photographic, laser distance and image analysis methods. 

Conductivity 

This option has been available for a long time (Wilkie, 1954), and had 
been used even earlier using the water surface as a reference (Anon 1952). 
Essentially it consists of a probe that can measure the bulk conductivity of 
the water surrounding a probe tip, and variations that depend on the 
proximity of non-conducting surfaces. Figure 1 (a) shows the principle. 
Since the water properties affect the measured values, some method must 
be used to eliminate the problems caused by water conductivity variations. 
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water level 

1 H^^ 

2 HIH 

3W 

Modified electrical 
current paths 

in the water 

1     2 2    1 

(a) Operating principle (b) Alternative probe design 

Figure 1    Conductivity Probes 
The usual approach is to use an additional electrode (1) which is not 

affected by the surface proximity, and to use the bulk conductance measured 
between (1) and (2) as a form of compensation in a 'bridge'-type of 
arrangement. 

At HR Wallingford we have experimented with a range of different 
probe tip designs, some of which are shown in figure 1(b). We have found 
that the following height H in 1(a) varies depending on the steepness of the 
surface. This would, of course, be expected, as the modification to the 
conductive path depends on the shape of the surface as well as the spacing. 
This is a very subjective problem, and care must be taken in the 
interpretation of results. The retro-reflective optical probe also has the same 
problem. 

Optical retro-reflection 

Again, this method has been used for a very long time (HRS 1968). 
It can be used in air (whereas the conductivity method cannot) but must be 
carefully optimised for the type of material over which it is working. It is also 
independent of water conductivity variations. The basic principle is to shine 
pulsed (infra-red) light on to the surface and detect the back scattered light. 
A convenient way to make a small diameter probe without active electronics 
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in the water is to use fibre optic guides so that the source and detector are 
above water level, as in figure 2 (a). 

Light 
source 

Light 
Detector 

water level V 

Pulsed 
Ultrasonic 

Crystal 

/End of Probe 

(a) Optical Retro-Reflective (b) Ultrasonic 

Figure 2   Optical and ultrasonic methods 

The use of pulsed infra-red and synchronous detection helps to 
minimise the effects of ambient lighting. For effective operation, the surface 
must be a good homogeneous reflector such as sand or light plastics. It will 
not work satisfactorily over coal or gravel of mixed size and colour. Although 
it will operate in air or in water, the following height is different due to 
changes of refractive index. It can be adjusted to operate through the air- 
water boundary (with a step change of level at the boundary), but not the 
other way round. We have found that the probe collects water droplets at its 
tip as it emerges from the water, and this causes internal light reflections. 

During some experiments, where the water has been drained away 
from a rippled sand bed, problems again occur even though the probe is 
always in air. This is because small pools of water are trapped between the 
ripples and cause surface reflection. The optical probe method has been 
used successfully over an eroded mud bed in a greenhouse to measure the 
effects of irrigation sprays. 

Both the conductivity probe and the optical probe can also be adjusted 
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to detect the water surface location, which is useful for datum location. The 
HR optical probe has been mounted on a reversible carriage and used to 
traverse a rippled sand bed by ourselves for many projects, and also by 
others (Richards, 1986), using computer based logging. 

Ultrasonic 

The use of ultrasonics for hydrographic survey work in the field has 
been developed to an extremely sophisticated level, and impressive imaging 
is achieved with side scan sonar. Sensors have also been used for sand 
ripple measurements (Jette, 1996). Hydraulic modelling is not in the same 
price/performance environment, so the same intense development has not 
occurred. 

Some laboratories have used ultrasonic probes, but there is a 
minimum water depth for satisfactory operation. This depends on the sensor 
frequency (hence the transmitted wavelength) and the accuracy of the time 
resolution of the returned pulse within the electronics. Figure 2 (b) shows the 
usual principle. It is clear that there must be enough time for the transmitted 
pulse to be detected back at the source before the next pulse is transmitted. 
Theoretically, bed slope could be measured by driving the probe at a 
constant horizontal speed, and then detecting the Doppler shift of the 
backscattered acoustic signal. 

A potentially more important limitation is the transmitted beam width. 
The beam pattern of an acoustic source is complex, and the reader is 
referred to Stansfield for information. Simply, if the beam angle is 10°, then 
at a distance of 160mm above the bed, the horizontal projection 'd' will be 
about 28mm. A narrowed beam angle will improve this, but a larger spacing 
will degrade it. This sort of horizontal resolution is often inadequate for ripple 
measurements in models. A typical result is shown in figure 3. Steep ripples 
and edges of small stones are not measured accurately. This performance 
has been achieved with a 2.5 MHz probe mounted about 160mm above the 
bed. ideally, a vertically driven servo probe (as with the HR systems) would 
be used, but has not yet been tried. In addition, the vertical resolution is 
limited by the wave length (0.6mm at 2.5 MHz). 
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Scaled to 
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(a) Result from 'shiny' surfaces (mm) 

Apparent objects 
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surface 

(b) Objects as (a) covered with fine coal dust (mm) 

Figure 3 

Objects detected by a 10° ultrasonic beam with a source 
160mm above the bed f = 2.5 MHz 
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Laser distance sensors 

A wide range of solid state laser displacement sensors have become 
available in recent years. Some of these have been described by Shepherd 
(1994). At HR we have used the 'Keyence' type of sensor for bed 
measurements. The probe was packaged in a waterproof perspex housing 
and used on a fixed support underwater. A great advantage of this type of 
sensor is that it can be used with a good "stand off' (distance between the 
probe and the surface) so that flowing water does not cause scour of the bed. 
Used in this way, it is not necessary to operate the probe on a vertical servo 
drive unless the total range required is beyond the range of the sensor. 

The method again relies on scattered reflected infra-red light, and will 
work well on sand but generally requires a good homogeneous light 
scattering surface. It is not satisfactory on shiny reflecting surfaces. The 
typical optical path is shown in figure 4, and the calibration is different in 
water than in air. The horizontal resolution is very good as the projected light 
spot has a diameter of less than 1mm. Calibration in air was linear but 
underwater it was non-linear. 

Detector 

Figure 4    Laser Position Detector 
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There are other longer range optical 'time-of-flight' laser distance 
detectors and scanners that are potentially useful, but we have not yet 
investigated these. They are generally much more expensive than the short 
range distance detectors. 

Touch sensitive detector 

This is an extension of the retro-reflective probe described above, and 
as can be seen from Table 1, the only universal technique. This relies on the 
use of a 'diving bell' type of attachment as shown in figure 5, attached to the 
bottom of the optical probe. The very light weight (< 5g) piston has a good 
reflecting surface on its top, so that the intensity of the collected light is 
independent of the type of bed material. 

Air gap 

Retaining nut 

O' ring seal 

Reflecting 
surface 

Bed 

Figure 5   Universal Touch Probe 

In operation, the probe is driven down to the bed, the piston tip 
contacts the bed and deflects by an amount which produces a repeatable 
level of light reflection at its top. The light level is compared with a fixed 
threshold which generates the error signal for the probe drive. The air gap 
is retained when the probe is underwater, so that the optical detection path 
is unchanged.    Use through the air-water boundary has no effect on 
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operation, and any type of bed material can be detected. The weight of the 
piston does not produce significant bed deformation. 

Remote photography 

An early example of remote measurements used Moire fringe 
techniques (Oesch et al 1985), and a method used for height detection has 
potential for bed profiling (Nagle et al ca 1988). Early attempts to use digital 
image analysis on a rock beach at HR was not very successful due to the 
variations of surface reflection from wet and dry rock faces. 

More recently Lowe and Steele at HR have been developing a method 
suitable for wide area beach contour measurement. 

In principle, it consists of arranging suitable lighting to illuminate the 
edge of the water at the beach so that it produces adequate contrast to 
provide a good photographic image from an overhead camera. The water 
level is changed in known increments, and successive photographic images 
of the water edge produced, which can then be digitised as two coordinates. 
The values are then subject to numerical calibration based on the location of 
the data point and the measured projections of vertical calibration rods 
located at known positions on the model. Future plans include automatic 
image analysis of the photographic or video based images. Image 
processing has already been used for surface float tracking in hydraulic 
models, and it is probable that these techniques will be adopted for beach 
movement measurement. 

Typical Equipment and Results 

Application examples were presented at the Conference, together with 
results. Figure 6 shows a typical result of a a changing profile resulting from 
wave action. We have used profile measuring equipment for beach erosion 
studies, sea wall armour research, sediment transport, sand ripple 
propagation and mud erosion measurements. It is difficult to design 
universally applicable equipment, as detailed requirements vary with the type 
of experiment. However, it is possible to make available a range of methods 
that can be adopted for differing needs. 
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Figure 6    Profile Measurements on a Model Beach 
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Typical problems include the sag of instrument beam supports, either 
due to the weight of a moving carriage, or due to the weight of the beam 
itself. This can be remedied in several ways, for example: 

(a) Use of a water surface datum location 
(b) Software correction for measured values which are dependent on 

carriage position 
(c) Overhead fixed datum reference compensation. 

In most of our applications adequate support for traversing beams can 
be provided so that vertical errors due to sag effects are less than 1mm. 

Conclusions 

Measurements of bed profiles in hydraulic modelling have been very 
popular in recent years. Project specific studies and basic research both 
demand this type of measurement. The advances in numerical techniques 
also require experimental data to help prove computational models. Various 
methods have been used, but we have found that the touch sensitive 
technique is the only method completely independent of bed material, slope 
steepness and air-water boundaries. Photographic and image analysis 
methods are still in development, and solid state lasers will be important in 
the future. 
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CHAPTER 246 

Asymmetric boundary layer flow above sand ripples under progressive waves 

Takao Toue1, Kazuo Nadaoka2 and Hidehiro Katsui3 

Abstract 

Boundary layer flow above sand ripples under both oscillatory flow and progressive 
waves is examined by two dimensional numerical simulation. The simulation shows 
the difference of the flow between under an oscillatory flow and progressive waves. 
The boundary layer flow under oscillatory flow is symmetric, on the other hand, the 
flow under progressive waves is asymmetric.The mechanism of the asymmetric 
flow is explained by the convection effects of progressive waves. 

Introduction 

To understand the boundary layer flow above sand ripples is important for the 
mass transport rate and the sediment transport.The boundary layer flow above sand 
ripples is characterized by vortices which are generated at ripple crests.The 
generation, development, movement and dissipation of the vortices should be 
carefully examined for the understanding of the boundary layer flow. 

Many experimental and numerical studies for the boundary layer flow above 
ripples have been carried out. There are several types of numerical simulation 
such as the vortex method, the turbulent simulation by k-£ and the direct numerical 
simulation (DNS) . The discrete vortex method is performed by Longuet-Higgins 
(1981) , Smith and Stansby (1985) and Ismail and Syuto (1985) . Sato,Uehara 
and Watanabe (1985) simulated the boundary layer flow using the k- £ model, and 
Penasantana, Watanabe and Isobe (1990) examined the accuracy of the three types 
of k-£ turbulent model. Both Blondeaux and Vittori (1990) and Hamanaka and 
Sato (1992) simulate the boundary layer flow by DNS using the spectral method or 
the pseudo spectral method, and examine the characteristics of the vorticity. 

In most of the numerical studies, the main flow,i.e,the flow above boundary 
layer, is an oscillatory flow. Nadaoka and Yagi (1988)  report the difference of the 
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boundary layer flow between under an oscillatory flow and progressive waves over 
a horizontal bed. Takigawa, Kim and Gonotani (1989) , and Toue , Nadaoka and 
Katsui (1993) also show the differences above ripple beds. According to Nadaoka 
et al (1988) ,the difference are caused by the vertical convective effects of 
progressive waves. Takigawa et al (1990) showed the differences of the vortex 
formation between at left side of a ripple and at right under progressive waves, but 
the shape of the ripples is asymmetric . 

The vertical convective effects also exist above symmetric ripples, and the 
boundary layer flow can be asymmetric under progressive waves.In this report, the 
boundary layer flow under progressive wave above symetric ripples is numerically 
simulated , and then the difference of the flow under an oscillatory flow and 
progressive waves are shown , and finally the mechanism of the asymmetry is also 
stated. 

Methodology of Numerical Simulation 

The method of the numerical simulation used is based on the method of 
Blondeaux et al (1990) or Hamanaka et al (1992) . The basic equations are 
followings. 

co, = {-^ + ^con +v((Qg + com)}/J (1) 

^ + ^=-70) (2) 

where CO is the vorticity, *p is the stream function, t is the time, t, and rj are the 
boundary fitted coordinate system and j is the Jacobian. Sub-scripts denote the 
differentiation.^,77 and / are expressed as below. 

x = £ + ae "cos£ 
(3) 

y = T]-ae "sin^ 

J = 1 - 2ae'" cos £ + a V2" (4) 
where x and y are the horizontal and vertical coordinate in Cartesian coordinate 
system and a is the ripple height. All valuables are non-dimensionalized by the 
ripple wave number, &* -Init and a* is the angular frequency, where /* is the 
ripple length.Furthermore, to generate finer meshes near the bottom, the new 
valuables,?, is introduced as below. 

V = ^1T-J-T (5) e -1 

where ^T is the non-dimensional height of the calculation region, and b is the 
coefficient to adjust the mesh size. 

The lateral boundary condition is the periodic condition, and at the top of the 
boundary, 

fl> = 0 (6) 
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n        £ 
*P = ujir sinh—sin(— -1) for progressive waves (7) 

nr       nr 

d*¥ 
— = ux sin(f) for an oscillatory flow (8) 
dq 

where w«,is the horizontal velocity amplitude at the top of the boundary layer and 

nr is the number of ripples in one wave length. At the bottom, the following boundary 
conditions are used; 

¥ = 0 (9) 

co = -r1 '& ^) (10) 
\^lj A^ 

Toueetal (1992) analyze the boundary layer flow by this method. They apply 
the method to high-Reynolds number flows (Re=3400) .The calculation can not 
reach the steady condition, and the time-averaged flow can not be symmetric under 
an oscillatory flow above a symmetric ripple.Exact two dimensional simulation can 
express the two dimensional high Reynolds-number flow, but not the three 
dimensional flow that we usually observe.The method, however, can simulate the 
boundary layer flow exactly as long as the Reynolds number is small, around 
600,and is quite useful to understand the difference of the boundary layer. 

In this study the calculation condition is limited to the low Reynolds number, 
but the flow has vortex sheddings. According to Hamanaka et al (1992) , the 
phenomena are controlled by the non-dimensional ripple height, a, Reynolds 
number, Re, and Strohal's number,s , being expressed as below. 

Re = 2K^ (11) 
v 

where v is the non-dimensional viscous coefficient. 
Nadaoka et al (1988) showed the ratio of the representative horizontal 

velocity,u, to wave celerity ,c,u/C , is another control parameter for progressive 
waves. If w/C is large, the vertical convective effects is large.u/C is also expressed 
as 

u/C = u„/nr (13) 
in our formulation.The calculation condition is listed in Table-1. 



3186 COASTAL ENGINEERING 1996 

Table-1 Condition of Caculation(p-1 and p-2   are for verification) 

O.F=Oscillatory Flow,P.W=Progressive Waves 
a ",*, b V VT Re St X nr u/C 

case 
case 

p-1 0.00 5.0 3.0 0.05 5.0 628 
0.01 

O.F 

p-2 0.00 0.08 3.0 0.0023 5.0 221 0.37 10 P.W 

O.F 

P.W 

case 
case 
case 

1-0 
1-1 
1-2 

0.50 
0.50 
0.50 

5.0 
5.0 
5.0 

3.0 0.05 
0.05 

5.0 
5.0 
5.0 

628 1.26 
0.50 3.0 628 1.26 23.11 10 

3.0 
3.0 

0.05 628 
628 

1.26 19.04 5 
15 

1.00 P.W 

P.W case 1-3 0.50 5.0 
8.0 

0.05 5.0 
5.0 

.1=26 
0.79 

24.11 0.33 
case 2 0.80 3.0 

3.0 
0.05 1005 QJF_ 

OJI__ 
^3. F 
O.F 

-Case 
case 

3 
4 

0.70 
0.60 
0.75 

7.0 0.05 5.0 880 0.90 f^sin 
r 5.0 3.0 0.0? 5.0 628 1.26 

case 5 3.0 3.0 0.03 5.0 628 2.09 1 

Verification of Method 

To verify the the numerical method, the boundary layer flow above a flat bed 
are calculated. Fig. 1 is the velocity distribution under oscillatory flow. The theoretical 
value is the 1st order solution. The agreement is quite well. Fig.2 shows the 
distribution of the vorticity under progressive waves. Fig.2 (a)   is the analytical value 

Analytical Solution 

5- vr\ -*J 
.5 

^ \- m 4 
Q S 

T « a. • 
Q S o • • 
O a o a • 
O a o • • 
o <> • • 

z u. 

0- 
i<c^^ j/ 

0.000 12.566 25.133 37.699 SO.265 62.832 

(a) Analytical Solution 

0.000 12.566 25.153 37.399 50.265 62.832 
X 

(b) Numerical Solution 

Fig. 1 Comparison of Vertical Velocity    Fig.2 Comparison of Vorticity Profile in 
Profile in Laminar Oscillatory Boundary Laminar Wave Boundary Layer over 
Layer over Flat Bed between Numerical Flat Bed between Numerical Simulation 
Simulation and Analytical solution. and Analytical solution. 
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, and Fig.2 (b)   is the numerical one . Both have quite good agreements. 

Time Averaged Vorticity and Stream Function 

The time averaged vorticity is shown in Fig.3. A pair of the symmetric vorticity 
cell can be seen in the case of oscillatory flow, i.e. easel-0, case4 and case5. On the 
other hand, the profile of the vorticity is asymmetric in casel-1, casel-2 and casel- 
3 which are the cases of progressive waves.When the flow become high Reynolds 
number, the calculation could not obtain steady state. Those cases are case2 and 
case3, and they are not analyzed further. 

Asymmetry of the time averaged vorticity means the existence of the residual 
components of the circulation in a ripple, and the residual components cause steady 
currents. Fig.4 is the time averaged stream function in case 1-l.The profile of the 
stream function above all ripples should have been the same for each ripple, but 
since the calculation has not reached the complete steady condition, there are small 
differences among the stream functions.In spite of the minor differences, 
unidirectional and uniform steady currents can be seen near the top boundary. 

0.5 

y 

^^-^~-"2's >   ' o.s <*li 

0.0 2.0       X       4.0 6.0 0.0 2.0       x       4.0 6.0 0.0 2.0       X       4.0 6.C 

d) casel-1        e)  casel-2        f) casel-3 

Fig.3 Time Averaged Vorticity( a) case 1-0 b) case4 c) case5 d) casel-1 e)casel-2 
f) case 1-3) 

General Feature of Vorticity Development under Progressive Waves 

Fig.5, Fig.6 and Fig.7 are the instant vorticity and the stream function for 
case 1-1,case 1-2 and casel-3 respectively in one wave length for t - nIA- In the 
figures, waves propagates from the left to the right, and when t=0, the horizontal 
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Fig.4 Time Averaged Stream Function for casel-1 

velocity and the vertical velocity on the top boundary are 0 and maximum at the 
center respectively. Since the calculation has reached almost a steady condition 
after the third cycle , the figure can be regarded as the time evolution of both vorticity 
and stream function at every ^/5for casel-1,2^/5 for case 1-2 and 2^/15 for 
case 1-3 when they are looked from the right to the left. It is clear that the dynamics 
of the vorticity are quite different between the positive vorticity and negative one. 

The positive vorticity, denoted by A, is generated at Ripple 9 in Fig.5 where 
the horizontal velocity is negative.The vorticity A is convected upward by the vertical 
velocity of waves, and finally disperse during a half period of the waves. On the 
contrary, the negative vorticity, denoted by B, is generated at Ripple 5 in Fig.5 
where the horizontal velocity is positive.The vorticity B is pressed down to the bottom 
also by the vertical velocity of waves. The another positive vorticity can be found at 
Ripple 3 on the bottom. That is generated by the velocity of the vortex which consists 
of vorticity B.The vorticity B and the positive vorticity on the bottom interact and 
then diminished each other. In other word, the vorticity B is diminished by the 
bottom friction. The positive vorticity convected upward is at far from the bottom, 
thus, they can not be affected by the bottom friction so much. 

The differences mentioned above is related to the phase of the vorticity 
developing and the direction of the velocity of the main flow. When the positive 
vorticity is developing, the horizontal velocity is negative and the vertical velocity 
being directed upward. On other hand, the negative vorticity is developing, the 
horizontal velocity is positive and the vertical velocity being directed downward. 

The phase when the vorticity stop developing is not clear, but it would be the 
phase during the velocity decreasing in its amplitude.These processes seem to occur 
at the phase between ripple 2 and 3 for the positive velocity, and 7 to a8 for the 
negative velocity. 

The similar phenomena can be seen in case 1-2 and 1-3 in Fig.6 and 7. In case 
1-2, the convection is stronger than case 1-1 and case 1-3. Thus, the positive vorticity 
A disperse and the negative vorticity B dissipate more quickly. In case 1-3, the 
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Direclion of wave 

zn^==~ Horizontal Velocity 

 ~~~~~ ___—- 

a) Stream Function 

10 20 30 40 50 
Ripple 1 Ripple 2 Ripple 3 Ripple 4 Ripple 5 Ripple 6 Ripple 7 Ripple 8 Ripple 9 Ripple 10 

b)   Vorticity 

Fig.5 Instantaneous Stream Function and Vorticity in One Wave Length 
at t= n IA for casel-1 ( a) Stream Function A <p =1.0 b) Vorticity   A w =2.0 , 
Top Figure shows the phase of the horizontal velocity on the top boundary) 

z      ___-.-—• 

a) Stream Function 

b)   Vorticity 
Fig.6 Instantaneous Stream Function and Vorticity in One Wave Length 
at t= n 14 for case 1-2 ( a) Stream Function A <p =1.0 b) Vorticity A w   =2.0 , 
Top Figure shows the phase of the horizontal velocity on the top boundary) 
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g-r'-y~wy;A -^".vA^ ^\^%g-^gg:^>gfe--x')^-j'^ (pJ^Ls 
25.0 50.0 

a) Stream Function 

b)   Vorticity 

Fig.7 Instantaneous Stream Function and Vorticity in One Wave Length 
at t= n IA for case 1-3 ( a) Stream Function A ^ =1.0 b) Vorticity A w   =2.0 , 
Top Figure shows the phase of the horizontal velocity on the top boundary) 

convection effects is week, thus, the negative vorticity B still remain when the positive 
velocity change the direction. The survived negative vorticity B and the part of the 
generating positive vorticity interact, and then they goes upward by their own self- 
propelling velocity. 

Vorticity Flux over Ripple Crest 

To examine this more quantitatively, the vorticity flux.wft) , in casel-1 that 
goes across a ripple crest is examined next.In Fig.8, the vertical profiles of uco at 
the left crests of ripples are shown. Fig.8 (a) is the vorticity flux when the velocity 
is positive, and (b) is for negative velocity. From Fig.8 (a) , when the horizontal 
velocity is positive, the negative vorticity enters near the bottom and the positive 
vorticity enters near the top boundary. On the contrary, in the case of the negative 
velocity, the positive vorticity goes into near the bottom. By comparing the strength 
of the vorticity flux between the positive and the negative, it is clear that ua> which 
goes across a ripple crest is also quite asymetric. 
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Fig.8 Vertical Distribution of Vorticity Flux at Ripple Crests ( a) The horizontal 
velocity is positive, b) The horizontal velocity is negative.) 
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Circulation in A Ripple 

The time evolution of the circulation that a ripple obtain for easel-1 is shown 
in Fig.9 from t=0 to \=n of the first wave cycle. The time evolution of the circulation 
for case 1-0 is also shown in Fig.9. The reason why the results of the first cycle is 
examined is to eliminate the effect of the vortex that is formed at a half cycle 
before and the effects of the steady currents. The circulation are divided into four 
layers which are shown in Fig. 10 to understand how the vorticity which is generated 
at the bottom transfer to upword. The circulation of Fig.9 (b) is the value for Ripple 
6 in Fig.5, and that of Fig.9 (c) is the value for Ripple 1. Fig.9 (a) is the circulation 
under an oscillatory flow, (b) and (c) are the circulation under progressing waves. 
In Fig.9 (a) and (b) , the horizontal velocity is positive, and the horizontal velocity 
is negative in Fig.9   (c) . 

In Fig.9 (b) and (c) , the circulation in the lowest layer (Layer 1) has some 
value from the beginning , because even though the main flow is exactly zero at t=0 
at the crest, the velocity is not zero above the other part of the ripple.The circulation 
in Layer 1 develop first since the source of the vorticity exists on the bottom. The 
value of circulation monotonously decreases in  (b)   and that monotonously increase 
in   (c) .The value has a peak before nil, since the opposite sign of vorticity is 
generated on the bottom beneath a vortex. This opposite sign of vorticity is caused 
by the velocity of the vortex that has oppsite sign to the main flow. Before the peak 
of the circulation in Layer 1, the circulation in Layer 2 and Layer 3 start to develop, 
because the vorticity near the bottom disperses and the vortex at a ripple begins to 
form. The characteristics of the circulation mentioned above are common in Fig.9 
(a) to   (c) . 

The circulations of (b) and (c) in Layer 1 are the same up to around t = 0.5, 
though the sign is different. After this stage, the differences between (b) and (c) 
can be seen. The circulation of (c) develops more than that of (b) , because the 
negative vorticity remains near the bottom, thus, the positive vorticity beneath the 
negative vorticity develops. In Fig.9 (c)   , the positive vorticity is convected upward 
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Fig.9 Evolution of Circulation in a Ripple ( a) under Oscillatory Flow b)under 
Progressive Waves and Positive Horizontal Velocity c) under Progressive 
Waves and Negative Horizontal Velocity ) 
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, thus, the negative vorticity on the bottom 
beneath the vortex is small. Also 
comparing the circulation in Layer 2 and 
3 between (b) and (c) , the circulation in 
(b) has a peak earlier than (c) has a peak, 
and the peak vaule of (b) is smaller than 
that of (c) . This means that the positive 
vorticity goes upward more easily than the 
negative vorticity as mentined before. 

Difference of Phase in Separation 

From the difference of the time 
development of the circulation among 
Fig.9 (a) , (b) and (c) , there might be 
a phase difference in vorticity separation . 
Fig. 11 is the vorticity distribution at 
t = nl4 of Ripple 5 and 1 in casel-1 in the 
first cycle.When the velocity is negative, 
the vorticity forms along the bottom 
topography, but the vorticity starts to 
separate when the velocity is positive.The 
separation time (phase) of the vorticity is 
earliest when the velocity is positive under 
progressive waves (see the right side of 
the bottom figure of Fig.ll) . The 
separation time under oscillatory flow is 
next and that is latest when the velocity is 
negative under progressive waves.This is 
caused by the difference of the attack angle 
of the velocity against the ripple crest.In 

the vortex evolution, i.e.,t=0 om/2, the 
positive velocity of the progressive waves 
attack with a steep angle, and the angle 
becomes milder in oscillatory flow ,and 
much milder for negative velocity. This is 
also effects of the vertical velocity. 

Concluding Remarks 

2.0 

Layer 4 

Fig. 10 Explanation of Layers 

Fig.ll Instantaneous Vorticity 
Distribution at t= n /4 of The First 
Wave Cycle in casel-l( Top 
figure is for Ripple 5 where the 
horizontal velocity is negative and 
the bottom is for Ripple 1 where the 
horizontal velocity is positive. 

Boundary layer flow above ripples 
under both an oscillatory flow and 
progressive waves is examined by two 
dimensional numerical simulation. The 
simulation shows the differences between 
the flow under an oscillatory flow and 
progressive waves. The boundary layer flow under an oscillatory flow is symmetric, 
on the other hand, the flow under progressive waves is asymmetric. The mechanism 
of the asymmetric flow is explained by the vertical convection of waves. Furthermore, 
there are the differences of the phase of the vortex separation. 
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The Reynolds number of the flow is small and the relation of main flow and 
the dimension of ripples are neglected in this simulation because this calculation is 
to examine the mechanism of the asymmetric flow. It is necessary to calculate the 
high Reynolds number flow by including the appropriate turbulent model for further 
quantitative discussion. 
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CHAPTER 247 
Undertow Profiles in the Bottom Boundary Layer under 

Breaking Waves 

Daniel T. Cox1 and Nobuhisa Kobayashi2 

ABSTRACT: The vertical distribution of the mean shear stress inside the surf 
zone is compared to the terms in the time-averaged horizontal momentum equation 
using one set of laboratory measurements of the free surface elevations and fluid 
velocities u and w induced by regular waves spilling on a plane slope. The vertical 
distribution of the eddy viscosity is estimated directly from the measured mean 
shear stress and velocity. The shear stress distribution in the surf zone is shown 
to vary linearly with depth until the bottom boundary layer where it reached a 
nearly constant, negative value. The shear stress variation in the transition region 
differs distinctly from the inner surf zone. The vertical variation of uw is shown 
to be small outside the surf zone except near the bottom. Inside the surf zone, 
it is shown that the uw term of the horizontal momentum equation is likely to 
be important in the transition region and that its importance diminishes in the 
inner surf zone. The vertical distribution of the eddy viscosity has a form which is 
small near trough level, increases to a maximum value about one-third of the depth 
below trough level, and then decreases toward the bottom. The eddy viscosity in 
the middle of the bottom boundary layer is two orders of magnitude less than the 
eddy viscosity in the interior. 

INTRODUCTION 

Detailed cross-shore sediment transport models require accurate prediction of near- 
shore currents, particularly an accurate description of the flow in the bottom boundary 
layer under breaking waves. The horizontal component of the mean cross-shore flow, 
or undertow, is driven by the vertical imbalance of the depth-varying momentum flux 
and the depth-uniform pressure gradient due to the setup (Dyhr-Nielsen and S0rensen, 
1970). In the last decade, several undertow models have been developed based on this 
concept and vary in the degree of empiricism, choice of boundary conditions, specifi- 
cation of eddy viscosity, and treatment of the bottom boundary layer (e.g., Dally and 
Dean, 1984; Svendsen, 1984; Stive and Wind, 1986; Svendsen et al., 1987; Deigaard et 
al., 1991; Stive and de Vriend, 1994). Cox et al. (1994) presented for the first time de- 
tailed laboratory measurements of the instantaneous velocities and shear stresses in the 
bottom boundary layer of about 1 cm thickness under breaking waves. In the present 
paper, these measurements are used to compare the vertical distribution of the mean 
shear stress to the terms of the time-averaged horizontal momentum equation and to 
estimate the vertical distribution of the eddy viscosity used to express the mean shear 
stress in terms of the mean horizontal velocity. 

The time-averaged horizontal momentum equation may be written 

d  ( f \        drj      d   t-^    -^\     duw        ,      . ,,. 
d-Z{-p)-

9di + d-AU-W) + ~d^=a{x'z) (1) 
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where x is the horizontal coordinate, positive onshore; z is the vertical coordinate, 
positive upward with z = 0 at the still water level (SWL); T is the shear stress; p 
is the fluid density; 77 is the free surface elevation; u and w are the horizontal and 
vertical components of the fluid velocity; g is the gravitational acceleration; a is the 
vertical gradient of r/p; and the overbar denotes time-averaging over the wave period. 
The subscripts x and z are used later to denote differentiation with respect to the 
horizontal and vertical coordinates. The mean shear stress r is generally related to the 
vertical gradient of the mean horizontal velocity u through an eddy viscosity ut in the 
following form: 

T du 
- = t/t-K- 2) p oz 

In this paper, each of the terms in (1) are analyzed using the laboratory measurements 
of Cox et al. (1994). The eddy viscosity is estimated using (2) with the measured values 
of r/p and u. 

The data of Cox et al. (1994) consists of free surface and velocity measurements for 
the case of regular waves spilling on a rough, impermeable 1:35 slope. The roughness 
consisted of a single layer of sand grains glued on the plane slope. The median diameter 
of the sand grains is dso = 0.10 cm. The velocity profiles were measured at six vertical 
lines in the cross-shore direction to include the shoaling region seaward of breaking 
(denoted LI), the break point (L2), the transition region (L3) and the inner surf zone 
(L4, L5, and L6). Each of the measuring lines include measuring points at a fraction of 
the grain height above the rough, fixed bottom. Table 1 lists basic statistics of the data 
set where x is the cross-shore coordinate with x = 0 at LI and x = 980 cm at the still 
water shoreline, H is the wave height, h is the local water depth including the setup, 
k is the wavenumber, Jjmjn is the trough level, and fj is the setup. The wave period is 
T = 2.2 s, and the free surface statistics are based on the phase-average of 50 waves. 

Table 1: Measuring line locations and free surface statistics for LI to L6. 

Line. X H h kh T]min V [VxU lrlx}B Qs 
No. (cm) (cm) (cm) (cm) (cm) xlO3 xlO3 (cm2/s) 
LI 0 13.22 27.60 0.4982 -3.88 -0.30 -0.6 -0.5 -88 
L2 240 17.10 20.64 0.4265 -3.60 -0.44 0.0 — -99 
L3 360 12.71 17.56 0.3917 -2.82 -0.05 3.3 4.6 -148 
L4 480 8.24 14.38 0.3529 -2.33 0.20 3.3 3.1 -114 
L5 600 7.08 11.51 0.3144 -1.60 0.75 3.3 3.3 -70 
L6 720 5.05 8.50 0.2690 -0.82 1.13 3.3 3.5 -45 

ANALYSIS OF HORIZONTAL MOMENTUM EQUATION 

The shear stress appearing in (1) is estimated from the measurements assuming r/p = 
—auw where o^> is the time-average of the phase-averaged covariance of the measured 
horizontal and vertical velocity components (Cox et al., 1995). Fig. 1 shows the vertical 
variation of r/p below trough level at the four measuring lines inside the surf zone. 
Outside the surf zone, r/p ~ 0 even in the bottom boundary layer (Cox et al., 1995). 
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The mean water level and trough level corresponding to fj and i)min of Table 1 are 
indicated in the figure with the long and short horizontal lines, respectively. The 
vertical variation of r/p below trough level increases from the transition region (L3) 
to the inner surf zone (L4). For the three measuring lines in the inner surf zone, the 
vertical variation of r/p is fairly linear and decreases with depth, as shown in Okayasu 
et al. (1988); but r/p is negative and almost constant in the bottom boundary layer. 
In the transition region, r/p also decreases linearly with depth, but the thickness for 
which r/p is negative is much larger. 

The variations of r/p in the bottom boundary layer are shown in detail in the 
bottom panel of Fig. 1. A second vertical coordinate zt, is introduced and is related to 
the vertical coordinate z by z = (z/,—d) where d is the depth below the SWL. This figure 
clearly shows that r/p is non-zero and negative near the bottom in the inner surf zone 
and could be modeled as depth-invariant near the bottom. The solid circle at z\, = 0 
indicates f\,jp computed by a linear regression analysis assuming a logarithmic profile of 
the mean velocity in the bottom boundary layer (Cox and Kobayashi,: 1996). The thick 
line indicates the 95% confidence interval from the regression analysis. These points 
are added as a check of the r/p estimates near the bottom. The temporal variations of 
the bottom shear stress rj were discussed in Cox et al. (1996). 

The solid line in the upper and lower panels is a piecewise continuous line approxi- 
mated by a constant shear stress in the bottom boundary layer and a linear best-fit line 
through the interior points. The constant shear stress was computed using a number 
of measured points, j, above the bottom as listed in Table 2. The number j was de- 
termined at each measuring line by choosing all of measured values for which r/p < 0 
near the bottom. The best-fit line through the interior points was estimated using the 
interior points from the jth point to the trough level. Because of the large scatter in 
r/p in the interior and because of a regression analysis minimizing the squared error, it 
was necessary to use a weighting function which emphasized the jth point by counting 
it ten times. The jth point is indicated in the figure with an open circle. 

Table 2 lists the average shear stress in the bottom boundary layer, denoted T),. 
These values are reasonably close to the values obtained by Cox and Kobayashi (1996) 
as indicated in Fig. 1. Table 2 lists the vertical gradient of r/p, denoted a, for the 
interior points using the weighted best-fit line. The uncertainty using a 95% confidence 
interval is indicated in parenthesis. The value of a without the weighting, denoted a», 
is also indicated in Table 2 with the 95% confidence interval. The values of a and a, 
are similar, and the effect of the weighting is to change the intercept of the best-fit 
line rather than its slope. The confidence intervals, however, were affected since the 
weighting function effectively doubled the number of points in the regression analysis; 
hence, the uncertainties based on the unweighted regression analysis are adopted here- 
after as realistic estimates. For completeness, Table 2 lists an estimate of the boundary 
layer thickness 5 defined here as the location where the shear stress changes sign from 
negative to positive. The boundary layer thickness is approximately 5 ~ 0.9 cm in the 
inner surf zone, similar to the values obtained by Cox et al. (1996). At L3, the shear 
stress changes sign at a much higher elevation, 5 ~ 5 cm, which may not give a good 
indication of the actual boundary layer thickness in the transition region. 

The setup gradient fjx is the dominant term on the right-hand-side of (1) in the surf 
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Table 2: Shear stress estimates and gradients for L3 to L6. 

Line. 3 nip a a. 5 

No. (cm'/s') (cm/s2) (cm/s2) (cm) 

L3 14 -1.1 1.1 (0.2) 1.1 (0.6) 4.5 
L4 10 -0.8 2.6 (0.5) 2.3 (1.0) 1.0 
L5 9 -0.5 1.9 (0.3) 1.7 (0.5) 0.7 
L6 8 -0.6 2.8 (0.3) 2.6 (0.5) 0.8 

zone. The estimates of fjx are listed in Table 1, where the m subscript is used to denote 
the gradient estimated from the measured rj. For LI, rjx is estimated by a forward 
difference of the measured values at LI and L2. For L2, no estimate is given, although 
fjx ~ 0 at the break point (e.g., Bowen et al., 1968). For L3 to L6, rjx is estimated 
using a linear regression which includes an additional measuring value of fj = 1.45 cm 
at x = 840 cm (Cox et al., 1995). The regression analysis indicated 

fjx = (3.3 ± 0.6) x 10" Ixy 0.988 

where the uncertainty is estimated by a 95% confidence interval and -yxy is the square 
of the correlation coefficient. To check the accuracy of fjx estimated from the mea- 
surements, comparisons were made with fjx estimated using the analytical expression 
in Bowen et al. (1968). These analytical values are listed in Table 1 and are indicated 
with the B subscript. The agreement is good except at L3 where the analytical fjx may 
be overpredicted. 

The second term on the right-hand-side of (1) involves the horizontal and vertical 
velocities, u and w, which can be expressed as the sum of the orbital velocity, denoted 
with a tilde, and the mean velocity, denoted with an overbar, 

u = u + u    and    w = w + w 

The time-average of the squared velocities may be written 

v? = u2 4- u      and    w2 = w2 + w 

(3) 

(4) 

Undertow models based on (1) generally assume that u ~ u and w ~ w. As a further 
simplification, it is often assumed that u2 is depth-invariant and that w2/u2 << 1. 
Fig. 2 shows the vertical variation of u2, u2, and w2 for LI to L6. This figure indicates 
that u2 is nearly constant over depth, except very near the bottom and that w2/u2 « 1 
is a reasonable assumption, except near the trough level. Outside the surf zone, the 
approximation of u ~ u is also quite good since u2 ~ 0 everywhere below trough level. 
Inside the surf zone, however, the magnitude of u2 is sufficiently large compared to u2. 
Table 3 lists the depth-averaged values of w2, it2, and u2 where the a subscript denotes 
averaging from the trough level to the bottom. Outside the surf zone, [w2]0/[w2]a — 0.05, 
and inside the surf zone, [u2]0/[^2]o — 0.25. Table 3 also indicates that the vertical 
velocity component is negligible both outside and inside the surf zone, [w2]a/[«2]a — 
0.05, except near trough level where [u)2](r/[u

2](r ~ 0.15. 
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Table 3: Depth-averaged values and horizontal gradients of u2, u2, and u2 for LI to L6. 

Line PL PL [«2L &PL &P1. A fr\ M. 
PL PL 

No. (cm/s)2 (cm/s)2 (cm/s)2 (cm/s2) (cm/s2) (cm/s2) 

LI 473 460 13 0.09 0.01 0.07 0.080 0.20 
L2 494 464 30 -0.4 -0.9 0.4 0.071 0.19 
L3 410 307 103 -0.8 -1.0 0.2 0.054 0.16 
L4 309 220 89 -0.5 -0.4 -0.2 0.036 0.11 
L5 260 202 58 -0.5 -0.4 -0.2 0.031 0.09 
L6 183 135 48 -0.5 -0.4 -0.2 0.022 0.07 

Fig. 3 shows the cross-shore variation of the depth-averaged values of «2, u2, and 
u2 with the horizontal gradients. The estimates of the horizontal gradients are listed 
in Table 3. At LI, L2 and L3, the gradients were computed using finite differences as 
follows: LI, forward difference with (L2 — Ll)/(Ax) with Ax = 240 cm from Table 1; 
L2, central difference with (—LI —3L2+4L3)/(6Ax) with Ax = 120 cm; and L3, central 
difference with (L4 — L2)/(2Ax) with Ax = 120 cm. The horizontal step size is large 
given that the vertical resolution of the measuring points is only a few centimeters in 
the interior and a few millimeters near the bottom. The gradients for L4, L5 and L6 
were computed using linear regression which gave 

{v?)x = -0.5 ± 0.3 cm/s2, ~fly = 0.98 

(&)x = -0.4 ± 0.5 cm/s2, 72j, = 0.90 

(u2)x = -0.2 ± 0.2 cm/s2,    72
y = 0.93 

Although there is large uncertainty in the_horizontal gradient estimates, the analysis 
based on the depth-averaged values of w2, u2, and u2 indicates that the approximation 
of u ~ u is reasonable for estimating the horizontal gradient of the u2 term in (1) in 
the surf zone. 

Deigaard and Freds0e (1989) indicated the importance of utu appearing in the third 
term on the right-hand-side of (1). Fig. 4 shows the temporal variation of uw with u 
and w at five elevations z = -7.9, -15.9, -23.9, -26.9, and -27.8 cm, indicated (a) to 
(e), respectively, for LI. In this figure, uw is reduced by a factor of 10 to facilitate 
plotting, and the phases have been adjusted such that the zero upcrossing of the free 
surface elevation is at t = T/4 = 0.55 s. The figure shows that the variation in uw is 
large, especially in the upper portion of the water column z = —7.9 cm (a) where uw 
reaches a maximum value of uw ~ 500 cm2/s2. Near the bottom at z = —27.8 cm (e), 
uw is small since the vertical velocity component is approximately zero. 

Fig. 5 shows the vertical variation of the time-averaged value of uw below trough 
level for LI to L6. The time-averaged values for the five elevations in Fig. 4 are indicated 
by a solid circle for LI.   The magnitude of uw is 10 cm2/s2 which is an order of 



UNDERTOW PROFILES 3199 

magnitude less than the fluctuations of uw shown in Pig. 4. Outside the surf zone, uw 
is nearly depth-invariant except near the bottom. Inside the surf zone, the variation 
of uw is noisy. Nevertheless, crude estimates of the vertical gradients of the uw at L3 
and L4 may be made. At L3, (uw)z ~ (-2.7) cm/s2 in the lower portion of the water 
column, and (uw)z ~ 2.3 cm/s2 in the upper portion. These estimates were made "by 
eye" using the curves of Fig. 5 re-plotted on a separate sheet of graph paper. The 
uncertainties are roughly ±50%. For L4, (uw)z ~ (—2.5) cm/s2 in the lower portion of 
the water column. In the upper portion, (uw)z is approximately zero. For L5 and L6, 
(uw)z is small. Again, these are very crude estimates based on time-averaged quantities 
that are an order of magnitude less than the fluctuating quantities. 

Considering (3), the uw term can be expressed as 

uw = uw • (5) 

and the assumption of a weak current gives uw ~ uw. Fig. 5 indicates that the (uw) 
term is indeed small below trough level and in the bottom boundary layer outside the 
surf zone. Inside the surf zone, the (uw) term appears to give a substantial contribution 
to the uw term. 

Table 4 summarizes the quantification of the terms in the horizontal momentum 
equation (1) based on the measurements of Cox et al. (1994) inside the surf zone. The 
uncertainties are indicated in parenthesis. The table indicates that for L4 and L6 in the 
inner surf zone, the shear stress gradient is balanced by the sum of the first two terms 
on the right-hand-side of (1). The relative error is less than 5% for both L4 and L6 
which is well within the uncertainty of the estimates. For L5, the measured shear stress 
gradient is smaller than for L4 and L6, but the gradient is still balanced by the first 
two terms within the uncertainties of the measurements. At L3 however, the measured 
shear stress gradient is smaller than the sum of the first two term by a factor of two. 
Therefore, it is likely that the uw term plays an important role in the transition region 
and that its importance decreases in the inner surf zone. Outside the surf zone, the 
gradient of uul is small, except in the bottom boundary layer. 

Table 4: Summary of terms in horizontal momentum equation for L3 to L6. 

Line. 

No. 

(j/p)z 

(cm/s2) 

9Vx 

(cm/s2) 
(PL), 
(cm/s2) 

(uw)z 

(cm/s2) 

L3 
L4 
L5 
L6 

1.1 (0.6) 
2.6 (1.0) 
1.9 (0.5) 
2.8 (0.5) 

3.2 (0.6) 
3.2 (0.6) 
3.2 (0.6) 
3.2 (0.6) 

-0.8 (0.5) 
-0.5 (0.3) 
-0.5 (0.3) 
-0.5 (0.3) 

-2.7 to 2.3 
-2.5 to 0 

small 
small 
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ESTIMATE OF EDDY VISCOSITY 

The use of (2) in undertow models requires the specification of an eddy viscosity, vt. 
Several forms have been proposed including depth-invariant, two-layer, parabolic, and 
piecewise continuous. The eddy viscosity is specified empirically, with a velocity scale 
related to the wave celerity or to the local turbulent kinetic energy and a length scale 
related to the local water depth. 

In this paper, ut is estimated from (2) using the measured values of f/p and u. 
The left panel of Fig. 6 shows the vertical variation of the measured u with a best-fit 
cubic spline at L4. The values of the seaward volume flux, Qa, per unit width listed in 
Table 1 were calculated by integrating this curve from the bottom where u = 0 to just 
above trough level where again u = 0. The middle panel of Pig. 6 shows the measured 
values oir/p below trough level and is the same as that plotted at L4 in Fig. 1. The 
right panel shows the eddy viscosity at L4 estimated from 

where f/p is given by the piecewise continuous best fit curve and the vertical gradient of 
the horizontal velocity is estimated from the best-fit cubic spline using a finite difference 
approximation with a vertical resolution of A z = 0.01 cm. The figure shows that from 
trough level, the eddy viscosity increases downward to a maximum value about one- 
third of the depth below trough level and then decreases. The variation in the eddy 
viscosity is unrealisticly large as the velocity gradient approaches zero at z ~ (—12) cm. 
This is the major limitation of the eddy viscosity approach. Near the bottom, the eddy 
viscosity is small as the velocity gradient becomes large. 

Fig. 7 shows the vertical variation of the measured eddy viscosity at the four mea- 
suring lines inside the surf zone similar to the right panel of Fig 6. Only those portions 
for which (6) gave reasonable estimates are shown. The vertical distribution of the 
eddy viscosity is qualitatively similar for L4, L5, and L6 in the inner surf zone. For L3, 
reasonable estimates could not be obtained over most of the depth. The magnitude of 
vi in the bottom boundary layer for the four measuring lines is 

vt = 0.10 ± 0.05 cm2/s   at zb = 0.5 cm 

and is about two order of magnitude smaller than i>t estimated in the interior. This 
large decrease is consistent with the assumption made by Svendsen et al. (1987). 

CONCLUSIONS 

The following conclusions are supported in this paper based on the analysis of one set 
of laboratory measurements of regular wave spilling on a rough, plane slope. 

• The mean shear stress distribution in the inner surf zone varies linearly with depth 
until the bottom boundary layer where it reaches a nearly constant, negative 
value. The bottom shear stress is also negative. The shear stress variation in the 
transition region differs distinctly from the inner surf zone in that the negative 
shear stress extends much higher in the water column. 
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• The ID
2
 term is negligible compared to u2 except near the trough level. 

• Outside the surf zone, u2/u2 << 1. Inside the surf zone, u2 contributes signifi- 
cantly to u2. The approximation of u ~ u, however, is reasonable for estimating 
the horizontal gradient of u2 inside the surf zone. 

• The vertical variation of Si is small outside the surf zone except near the bottom. 

• The shear stress gradient can be balanced by the first two terms of the horizontal 
momentum equation (1) in the inner surf zone. 

• The uw term is likely to be important in the transition region and its importance 
diminishes in the inner surf zone. 

• The vertical distribution of the eddy viscosity in the surf zone estimated from 
the measured mean shear stress and horizontal velocity has a form which is small 
near trough level, increases to a maximum value about one-third of the depth 
below trough level, and then decreases toward the bottom. 

• The eddy viscosity in the middle of the bottom boundary layer is two orders of 
magnitude less that the eddy viscosity in the interior. 

Dynamic undertow models based on (1) and (2) are difficult to apply with confidence 
because of the many uncertainties involved in estimating the terms in (1) and the eddy 
viscosity in (2). An alternative kinematic model is proposed by Cox and Kobayashi 
(1996). This model relates the horizontal velocity, bottom shear stress, and boundary 
layer thickness in a simple but general manner. 

ACKNOWLEDGMENTS 

This work was sponsored by the U.S. Army Research Office, University Research Ini- 
tiative under contract No. DAAL03-92-G-0116 and by the National Science Foundation 
under grant No. CTS-9407827. 

REFERENCES 

Bowen, A., Inman, D., and Simmons, V. (1968) "Wave 'set-down' and setup." J. 
Geophys. Res., 73, 2569-2577. 

Cox, D.T. and Kobayashi, N. (1996) "A kinematic undertow model with a logarithmic 
boundary layer." J. Waterway, Port, Coastal, and Ocean Engrg., (submitted). 

Cox, D. T., Kobayashi, N., and Okayasu, A. (1994) "Vertical variations of fluid veloc- 
ities and shear stress in surf zones." Proc. 24th Coast. Engrg. Con/., ASCE, 1, 
98-112. 

Cox, D.T., Kobayashi, N., and Okayasu, A. (1995) "Experimental and numerical mod- 
eling of surf zone hydrodynamics." Rpt. No. CACR-95-07, Center for Applied 
Coastal Research, University of Delaware, Newark, Delaware, 293 p. 



3202 COASTAL ENGINEERING 1996 

Cox, D.T., Kobayashi, N., and Okayasu, A. (1996).  "Bottom shear stress in the surf 
zone." J. Geophys. Res., Ill (C6), 14337-14348. 

Dally, W.B. and Dean, R.G. (1984). "Suspended sediment transport and beach evo- 
lution." J. Waterway, Port, Coastal, and Ocean Engrg., 110 (1), 15-33. 

Deigaard R. and Preds0e, J. (1989). "Shear stress distribution in dissipative water 
waves."  Coast. Engrg., 13, 357-378. 

Deigaard, R., Justesen, P., and Freds0e, J. (1991). "Modeling of undertow by a one- 
equation turbulence model."  Coast. Engrg., 15, 431-458. 

Dyhr-Nielsen, M. and Sorensen, T. (1970). "Sand transport phenomena on coasts 
with bars." Proc. 12th Coast. Engrg. Conf., ASCE, 182-192. 

Okayasu, A., Shibayama, T., and Horikawa, K. (1988) "Vertical variation of undertow 
in the surf zone." Proc. 21rd Coast. Engrg. Conf., ASCE, 478-491. 

Stive, M. J. F. and de Vriend, H. J. (1994) "Shear stresses and mean flow in shoaling 
and breaking waves." Proc. 24th Coast. Engrg. Conf., ASCE, 1, 594-608. 

Stive, M.J.F. and Wind, H.G. (1986) "Cross-shore mean flow in the surf zone." Coast. 
Engrg., 10, 325-340. 

Svendsen, I. A. (1984) "Mass flux and undertow in a surf zone." Coast. Engrg., 8, 
247-365. 

Svendsen, I. A., Schaffer, H. A., and Hansen J. B. (1987) "The interaction between the 
undertow and the boundary layer flow on a beach." J. Geophys. Res., 92(C11), 
11845-11856. 



UNDERTOW PROFILES 3203 

5 |—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—r—i—i—i—i—i—i—i—r~~r 

-10 

-15 

-20 

L3 L4 L5 L6 

mwl 

tl 

>" 

_i i i—i i i i_ _i i i i i i i i i i i i_ 

-10      0       10 -10      0       10 -10      0       10 

r/p (cm2/s2) 

-10      0       10 

L *—i— 1                        1 i i i i i i i i    i    i    i   y   i    r —i—i—i—ryi—i—f— i i i 

1.5 -9 •       / /                                                 • -, 

1 ® A / •- 

®/ 
• 

0.5 - • A @i - 

0 

• 
;••» 

• m. *— 
•    1 

i i i i i i  i 1 • i i i i i i i •  i « 

-10       1 -10       1 -10       1 

Tjp (cm2/s2) 

-1       0       1 

Figure 1:  Vertical variation of measured shear stress f/p (•) with piecewise continu- 

ous best-fit line ( ) (top) and detail in bottom boundary layer with T5 from linear 
regression (•) and 95% confidence interval ( ) for L3 to L6.   Circle indicates jth 
elevation listed in Table 2. 
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CHAPTER 248 

A Comparison of Field Observations and Quasi-Steady Linear Shear Instabilities of 
the Wave Bottom Boundary Layer 

D. L. Foster1, A. J. Bowen1, R. A. Beach2 and R.A. Holman2 

Abstract: 

Field observations of near-bed high frequency velocity fluctuations and suspended sed- 
iment are compared with predictions of momentary flow stability by a quasi-steady linear 
instability model. Field observations were made as part of the Duck94 cooperative field ex- 
periment and consisted of a vertical array of four hot-film anemometers and 19 fiber-optic 
backscatter sensors located within the wave bottom boundary layer. Predicted instabilities 
for the quasi-steady model occur over length scales ranging from 2 cm to 1 m and therefore 
may be assumed to be a plausible mechanism for the generation of turbulence and suspen- 
sion of sediment. However with the quasi-steady model, the instabilities are at the same 
phase as the sediment suspension events, but are occuring too late in the wave phase for 
them to be generating the observed turbulence. 

1 Department of Oceanography, Dalhousie University.Halifax, Nova Scotia, Canada, B3H4J1. 
internet: diane.foster@dal.ca 
2 Department of Oceanography, Oregon State University, Ocean Admin Bldg 104, Corvallis, Oregon, USA 
97331. 
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Figure 1: A schematic showing the instrument cantilever as deployed from the Sensor In- 
sertion Sytem on the FRF pier(top panel) and positions of the pressure sensor, FOBS probe, 
hot film anemometer array, and electromagnitic current meter (bottom panel) (Foster, et al., 
1996). 
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1    Introduction 

The seemingly random occurrence of sediment suspension events in the surf zone has long 
been the topic of research for coastal oceanographers and engineers. These short-lived 
events are the first step in morphologic evolution and consequently hold significance in our 
understanding of coastal dynamics. Intuition suggests that suspension events are a result 
of rapid increases of turbulence levels in the near-bed region. The wave bottom boundary 
layer is the region of fluid bounding the seabed which responds to the oscillatory surface 
waves. Within this relatively small region (S ~ 0(5 cm)), the velocity transitions from the 
free stream value (u ~ 0(100 cm/s)) to zero. Thus far, most of the previous research on 
the introduction of turbulence to the wave bottom boundary layer has focussed on bottom 
shear generation. An additional and equally plausible mechanism is the generation of tur- 
bulence from within the wave bottom boundary layer through a shear instability. Using a 
piecewise continuous linear instability model, Foster, et al. (1994) showed that at particular 
wave phases, the high shears in this region may lead to shear instabilities. With laboratory 
observations of oscillatory boundary layer flow, Hino et al. (1983) concluded that increased 
levels of turbulence during the decelerating phase of the flow were triggered by a shear in- 
stability. 

The objective of this paper is to compare Duck94 field observations of near-bed high 
frequency velocity fluctuations and suspended sediment with predictions of momentary flow 
stability by a quasi-steady linear instability model. This paper is organized in the following 
manner. An overview of the field experiment and data collection technique is given in 
section 2. The theoretical formulation and solution method of the shear instability problem 
is presented in section 3. Comparisons between the theory and observations are made in 
section 4. Finally, the conclusions are given in section 5. 

2   Observations 

The experiment was conducted at the Army Corps of Engineers, Field Research Facility 
(FRF) in Duck, NC (Figure 1) on August 17,1994, as part of the Duck94 field experiment. 
The significant offshore wave height, angle, and period measured in 8 m water depth were 
0.83 m, 50 from the southeast, and 4.54 s, respectively. The observations were made in 2 
m water depth on the crest of the bar over flat bed conditions. The instruments were de- 
ployed from a cantilever arm attached to the lower boom of the sensor insertion system on 
the FRF pier, see Figure 1. Near bed velocity observations were made with an array of 5 
hot-film anemometers, sampled at 256 Hz, separated with a 1 cm vertical spacing, Figure 
1. The velocity outside the wave bottom boundary layer was measured with an electro- 
magnetic current meter. The bed elevation and suspended sediment were measured with a 
vertical stack of 19 fiber-optic backscatter sensor probe (FOBS), sampled at 16 Hz. The 
bed elevation is determined by examining each independent sensor for burial. A thorough 
presentation of field techniques and instrument calibration may be found in Foster et al. 
(1996). 
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3   Theoretical Formulation 

As formulated in Foster, et al. (1994), let the total velocity be partitioned into perturbation 
and wave components and given by 

uT(x,z,t)    =   u(x,z,t) + U(z,t) (1) 

wT(x,z,t)    =   w(x,z,t), 

where x and z are the horizontal coordinates (x being positive offshore from the shoreline 
and z being positive up from the seabed), t is time, u and w are the perturbation velocities, 
and U is the known horizontal oscillatory background velocity. In a linear instability anal- 
ysis, it is assumed that perturbation velocities are significantly smaller than the background 
velocity, simply u, w « U. Substituting (1) into the continuity equation, subtracting the 
linearized wave bottom boundary layer equation and neglecting terms of O (u2), we obtain 
the governing equation: 

ut + Uux + wllz    =   —Px + v{uxx + uzz) (2) 

wt + Uwx   =   —Pz + v(wxx + wzz), 

where P is the pressure and v is the kinematic viscosity. By assuming conservation of 
mass and two-dimensional flow, it is possible to represent u and w in terms of the stream 
function, $, such that 

u   =   *, (3) 
w   =   -Vx. 

Substitute the stream function definitions into (2), cross differentiate, and subtract to elimi- 
nate the pressure reducing to one equation 

{wt + uTx + vV2)^)-u^ = Q- (4) 

For this investigation, we neglect the effect of viscosity. 

The quasi-steady model assumes that the time-varying background profile may be rep- 
resented with a series of time-independent profiles, such that U(z,t) = Un(z). At each 
instant in time, tn, we assume a solution of the form 

yn(x,z,tn) = 4>n(z)eiV">x-'T»t^ (5) 

where k is the real wavenumber and a = oy-Her, is the complex frequency. The substitution 
of (5) into (4) results in the well known Rayleigh equation 

(Un ~ C„) \4>n,z - kn
2<f)nJ  = Unzz(j>n. (6) 

The boundary conditions are specified by assuming that there is no mass flow through the 
bottom and that the perturbation must decay as z => H, where H is the water depth, and 
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are given by 

<f>(z = z„)   =   0 (7) 

4>z(z = S)   =   —k<f>(z = S). 

(6) may be solved with a finite centered difference approximation scheme. For this model, 
we assume that the background flow may be approximated with a time- and depth-dependent 
eddy viscosity model (Foster, 1996).The wave bottom boundary layer background flow 
model was forced with a 256 second record of velocity measured at 13 cm above the bed. 
The system is discretized into 100 nodal points and solved numerically as an eigenvalue 
problem (Dodd, et al., 1992), where the wave celerity, c = a/k, is the eigenvalue and the 
stream function, \t, is the eigenfunction.. The momentary flow stability is examined by 
searching for the fastest growing mode at each instant in time over a given wavenumber 
range of interest. 

The concept of momentary stability (Shen, 1961) implies that when <r, > 0 the distur- 
bances are growing relative to the background flow and the flow may be considered to be 
"momentarily unstable". Conversely, when a, < 0 the disturbances are decaying relative 
to the background flow and the flow may be considered to be "momentarily stable". 

4    Results 

Flow stability was determined at 1/8 second intervals using the eddy viscosity model- 
generated background velocity profile, U(z, t). An example of this can be seen in Figure 
2. Notice that at times a and d the flow is stable and that at times b and c, when the free 
stream flow is decelerating and there exists an infection point in the profile, the flow is un- 
stable. The peak growth rate occurs prior to flow reversal when the near-bed internal shear is 
largest. The oscillatory perturbation frequency, crr, is nearly zero in the two unstable cases, 
b and c, indicating that there will exist a fixed spatial pattern which grows exponentially in 
time. This may be a possible explanation for ephemeral ripples which form over a wave 
phase following a suspension event. An example of the eigenfunction amplitude and phase 
structures for 3 wavenumbers is given in Figure 3. For cases b and c, the peak phase shift is 
as large as 7r/2. 

A 60 second time series of near bed cross shore velocity, turbulent variance, concen- 
tration, and predicted growth rates is given in Figure 4. The perturbation growth rates, 
concentration, and turbulent variance all have 'event-like' structures. Although instabilities 
are predicted during each 1/2 wave and more often than concentration or turbulent variance 
events, the larger perturbation growth rates are correlated to the highly correlated concentra- 
tion and turbulent variance events. The concentration (increasing with increasing proximity 
to the bed) and turbulent variance (decreasing with increasing proximity to the bed) mag- 
nitudes vary over the vertical (Foster, 1996), however the temporal event-like structure is 
uniform throughout this near-bed region. For further comparisons, we use one FOBS sensor 
located at 3 cm above the bed and the vertically averaged turbulent variance. 

To examine the evolution of the growth rates, concentration, and turbulent variance 
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Figure 2: The top panels shows the vertical structure of U(z, t) at 1/4 sec intervals over a 2.5 
second record. At 4 of these times, a-d, we have shown the predicted perturbation growth 
rates, at (k) (Hz) (middle panels), and the real frequencies, oy (ft) (Hz) (bottom panels). 



QUASI-STEADY LINEAR SHEAR INSTABILITIES 

bed 

3213 

W 

**L 
-0.5      0      0.5   -0.5      0      0.5   -0.5       0NW 0.5   -0.5,0      0.5 

0(<t>(z))/7t 0(<()(z))/7t 0(<t>(z))/7t 0((|>(z))/Jt 

0 0.5 
l«*z)l 

0 0.5 
l<t>(z)l 

0 0.5       0 
l<Kz)l i<Kz)i 
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the amplitude, \<j>{z) |, for each of the 4 cases (a-d) for 3 selected wavelengths (straight line, 
4 cm; dashed line, 10 cm; and dashed-dotted line, 20 cm). 

over the course of the wave, we use a phase space averaging (PSA) technique. The PSA 
technique averages quantities of similar velocity and accelerations bins over a 256 second 
record. The acceleration is determined in the frequency domain with a tapered 1 Hz low pass 
cutoff frequency. This technique allows us to evaluate the phase averaged temporal event 
structure as it corresponds to the magnitude and phase of the background wave. The PSA 
for the growth rates, concentration, and turbulent variance are given in Figures 5, 6, and 7, 
respectively. The growth rate PSA shows two peaks, one prior to each of the flow reversal 
on the larger waves (the outer part of the wave ellipse), with the largest peak occuring after 
the wave crest when the internal shears are largest. The concentration PSA shows one peak 
during the flow reversal period following the wave crest prior to flow reversal at relatively 
the same phase as the growth rate. This peak also occurs at the outer part of the wave 
ellipse, indicating, not surprisingly, that concentration events are closely associated with the 
larger waves. The second peak in the concentration PSA occurs following the flow reversal 
and may be a result of the sediment plumes being advected back through the instrument 
array. The turbulent variance PSA shows a peak intensity at and following the large wave 
crest, leading to the concentration and predicted growth rates peaks. This indicates that the 
turbulence is occuring too early in the wave phase for it to a result from the instabilities 
predicted here. 
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Figure 4: This example 60 sec time series shows near bed velocity as measured by four hot 
film anemometers and the free stream velocity as measured by an EMCM (bottom panel); 
high frequency VITA velocity variance at four elevations above the bed (lower middle 
panel); and concentration at 4 elevations above the bed (upper middle panel). The aver- 
age distance of each sensor as measured by the FOBS is listed in the right column. The 
predicted growth rates at three wavelengths (4, 10, 20 cm) listed in the right column are 
given in the upper panel. Each velocity, variance, concentration, and predicted growth rate 
time series is offset by 100 cm/s, 500 (cm/s)2, 100 g/1, and 2 Hz, respectively. Offshore 
directed flow is defined with positive velocities. 
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5   Conclusions 

Predicted instabilities for this quasi steady model occur over the appropriate length scales 
for them to be a plausible mechanism for the generation of turbulence and suspension of sed- 
iment. With this quasi-steady model, the instabilities are at the same phase as the sediment 
suspension events, but are occuring too late in the wave phase for them to be generating 
the observed turbulence. Work in progress indicates that considering the time-dependent 
nature of the background flow may yield growth rates which are larger and earlier in the 
wave phase. 
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Figure 5: The phase space average of perturbation growth rate shows the background flow 
phases where the flow is momentarily unstable. The velocity and acceleration are binned 
at 20 cm/sec and 40 cm/sec 2 intervals, respectively. Note that the flow moves clockwise 
around the figure, and that zero acceleration and maximum negative velocity corresponds 
to the wave crest. The units of the grayscale colorbar are in Hz. 
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Figure 6: The phase space average of concentration at 3 cm above the bed shows the back- 
ground flow phases where the suspension events occur. The velocity and acceleration are 
binned at 20 cm/sec and 40 cm/sec 2 intervals, respectively. Note that the flow moves 
clockwise around the figure, and that zero acceleration and maximum negative velocity 
corresponds to the wave crest. The units of the grayscale colorbar are in Hz. 
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Figure 7: The phase space average of average turbulent variance over the 4 hot-film sensors 
shows background flow phases where the turbulent variance events occur. The velocity and 
acceleration are binned at 20 cm/sec and 40 cm/sec 2 intervals, respectively. Note that the 
flow moves clockwise around the figure, and that zero acceleration and maximum negative 
velocity corresponds to the wave crest. The units of the grayscale colorbar are in Hz. 



CHAPTER 249 

Wave Boundary Layer Flows and Pore Pressures in Permeable Beds 

H. H. Hwung1   K. S.Hwang2   B. H. Lee3 

Abstract 

The boundary layer flows and wave-induced pore pressures inside porous beds 
are both investigated in wave tank. Two kinds of porous beds are composed of two 
different grades of quartz sands which the porosities are 0.437 and 0.472 respectively. 
According to the experimental results, it is found that the larger pore pressure in 
permeable bed is induced by the longer wave period, and the pore pressure has an 
exponential attenuation with the wave steepness increasing. 

From the elaborate measurements in the boundary layer, the overshooting 
induced by wave motion is effected by bed porosity and it becomes smooth. In the 
experimental cases, the maximum horizontal overshooting occurs at 
2 / 5 « 1.2 , which is lower than the impermeable case of Z 15 ~2.1 obtained by 
Hwung and Lin (1989). Furthermore, the vertical overshooting has also been found 
in our experiments. 

Introduction 

The natural sea beds are usually permeable, however, most investigations about 
the bottom wave boundary layer flow were conducted on rigid impermeable beds. 
Longuet-Higgins (1953, 1958), Collins (1963), Jonsson (1966), Kajiura (1968) and so 
on, analyzed the characteristics of boundary layer flows with linear or nonlinear wave 
theory in uniform water depth. Furthermore, Du Toit and Sleath (1981), Sleath (1982, 
1984, 1987), Hwung and Lin (1989) and other investigators detected the velocity 
profile of boundary layer on rigid bottom. 

' Professor of Hydraulic and Ocean Engineering Department, Director of Tainan Hydraulic Laboratory, National 
Cheng Kung University, Tainan, Taiwan 
2 Associate Researcher of Tainan Hydraulic Laboratory, National Cheng Kung University, Taiwan 
3 Graduate Student of Hydraulic and Ocean Engineering Department, National Cheng Kung University, Taiwan 
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Concerning the pore pressure induced by wave motion in permeable bed, many 
researchers have paid more attention on the theoretical studies, such as Putnam 
(1949), Sleath (1970), Liu (1973) and so on. However, only a few of experimental 
studies has been done in the past years. Therefore, the elaborate experiments 
including the pore pressure and boundary layer flow in permeable beds have been 
carried out in this paper. 

Experimental set-up 

Two different grade of quartz sand of which the porosities are 0.437 and 0.472 
respectively, are used in the experiments. The wave flume and related facilities are 
schematically illustrated in Figure 1. Within the wave flume, a section which 120 cm 
x 30 cm x 26 cm is filled with quartz sands as the testing section. Four pore pressure 
transducers are buried inside the porous bed to measure the pore pressure, while a 
Laser-Doppler velocimetry is used to detect the velocities above the porous bed. The 
enlargement testing section with the experimental installation are shown in Figure 2. 

oft wave maker 
^ wave gage       acrylic plastic bed 

absorbor 

h*- 

0.7 m 

1.2 m 
9.5 m 
Fig. 1 The layout of wave flume 

-*HI 
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free water surface 

d=20 cm RZ LDV 
measuring volume 
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porous bed       f ''; 

P. 

0.6 m H 

1.2 m 
Fig. 2 The installation of test section 
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Herein, there are three kinds of experimental wave conditions listed in Table-1. 

Table-l The experimental wave conditions 

Test Cases T (sec) d (cm) H(cm) H/L 
Case 1 1.00 20 5.0 0.041 
Case 2 0.95 20 7.0 0.062 
Case 3 1.20 20 5.0 0.033 

Results and Discussions 

According to the experimental results, Figure 3 shows the original 
measurements of water surface elevation and horizontal, vertical velocities. Due to 
the wave reflection and boundary turbulent effect, we can see the fluctuations are 
existed in the velocity measurements. And Figure 4 is the original measurements of 
water surface elevation and the corresponding dynamic pore pressure. It is obviously 
to see that the dynamic pore pressure is decreasing from surface to bottom. 

From the above original measurements, it shows that the length of each wave 
cycle in wave flume is not exactly the same due to wave reflection. This phenomena 
will lead to phase time shifting and create a false image of wave component by the 
phase average method. Therefore, according to the modified phase average method 
proposed by Hwung etal. (1988), the quantities of phase average can be express as 

j=l~M 

where \^1: the quantities of phase average, 

Q : the quantities of wave component, 

& : the quantities of time average, 
N : numbers of testing wave cycle, 
M : numbers of phase time within one wave cycle. 

After using the modified phase average method, the water surface elevation, 
velocities and dynamic pore pressure measurements are shown in Figure 5 and Figure 
6 respectively, and the quantities of velocities and dynamic pore pressure at any phase 
time can be calculated from the above figures. 

From the above measurements and analysis, we obtained the relationship 
between dimensionless pore - pressure attenuation and wave period for the two 
different quartz sands in Figure 7. It shows that the pore pressure increases linearly as 



3222 COASTAL ENGINEERING 1996 

n     ° 
(cm) 

-4 —' 

20 

u 0 — 
(cm/s) 

-20 

20 —I 

w 
(cm/s) 

-20 

Fig. 3 The surface elevation and velocity measurements 

Fig. 4 The surface elevation and pore pressure measurements 
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wave periods increasing, and the larger porosity bed has larger pore pressure at the 
same permeable depth. Besides, Figure 8 shows the relationship between 
dimensionless pore pressure attenuation and wave steepness. From the results, we 
found that the pore pressure decreases as wave steepness increasing, and it seems to 
have an exponential attenuation in this figure. 
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Fig. 7 The relationship between pore pressure attenuation and wave period 
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Fig. 8 The relationship between pore pressure attenuation and wave steepness 

In addition, we also made the comparison between the dynamic pore pressure 
and previous theoretical studies as shown in Figure 9. We see that it has similar 
variation for the measurements and theoretical values, however, there is a little 
difference at the bottom, due to the reflection of rigid bed. 
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Fig. 9   The comparison between pore pressure measurements and theoretical 
values 

In order to understand the boundary flows on permeable beds, a two- 
dimensional LDV system was employed to detect the horizontal and vertical velocities 
simultaneously. Figure 10 shows the horizontal velocity distributions on the 
permeable bed of porosity is 0.437 at seven different time phases. We can see that it 

also has overshooting in the boundary layer at Z IS « 1.2, and it is less than on rigid 

smooth bottom which the overshooting is at Z IS » 2.7 obtained by Hwung and Lin 
(1989). Figure 11 shows the horizontal velocity distributions on the permeable bed of 
porosity is 0.472 at different time phases. And the overshooting phenomena 
disappears in this larger porosity case. 

Further, the extreme horizontal velocity distributions of all experiments are 
plotted in Figure 12, we can see that the overshsooting phenomena in the boundary 
layer is clearer in shorter wave period and the overshsooting disappears in longer 
wave period. The another cases of the extreme horizontal velocity distributions on 
the permeable bed of porosity is 0.472 as shown in Figure 13. From the comparison 
with Figure 12, we see that the boundary layer flows are more uniform in larger 
porosity bed. 

Finally, the extreme vertical velocity distributions in bottom boundary layer on 
the permeable beds are shown in Figure 14 and Figure 15 respectively. It is 
interesting to see that the velocity in lower layer are larger than in upper layer within 
the boundary layer, and the velocities are more scattering due to the effect of vertical 
low passing through the porous material. From the vertical velocity distribution, we 
found the overshooting phenomena also occurs in porous bottom boundary layer. 
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Conclusions 

The results summarized above indicate that the permeability of the bottom 
would result in interesting phenomena in wave boundary flows and dynamic pore 
pressure. Some remarkable conclusions would be described as follows: 
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1. In permeable beds, the larger pore pressure is induced by the larger wave period, 
and the dynamic pore pressure decreases exponential with the wave steepness 
increasing. 

2. On the same wave condition, the larger porosity bed has larger dynamic pore 
pressure. 

3. In the boundary layer, the horizontal overshooting induced by wave motion is 
influenced by bed porosity and becomes smoother. In our experimental cases, the 
maximum horizontal overshooting occurs at Z / <J » 1.2, which is lower than the 
impermeable case of obtained by Hwung and Lin (1989). 

4. From the vertical velocities measurements, we found that the vertical 
overshooting phenomena also occurs within bottom boundary layer. 
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CHAPTER 250 

Backfilling Of Trenches Exposed to Waves 

Jacob Hjelmager Jensen1 and J0rgen Freds0e2 

Abstract 

This paper treats the numerical prediction of initial and long-term morphology of small 
pipeline trenches. For this purpose a refined flow and sediment transport description 
is applied such that the entire mathematical problem is formulated and solved on a 
curvilinear grid using a k — e turbulence-closure. 

The backfilling process of trenches exposed to either waves or a steady current is of 
importance in relation to the implementation of pipelines in the marine environment. 
With respect to the sedimentation of trenches, the non-dimensional Trench-Keulegan- 
Carpenter number, KC = a/L, where a is the excursion length of a particle in waves 
and L the trench length, is investigated in detail, and an optimal KC-numher for the 
backfilling rate is found. Coherent structures in the non-uniform unsteady trench-flow 
are shown to dominate the deposition rate when present. 

The importance of a detailed description of the flow is further justified by comparing 
predictions of a very simple flow-model neglecting convective terms with the sophisti- 
cated flow-model. 

Introduction 

The morphodynamics of trenches or other man-made excavations in the marine environ- 
ment involves the process of natural backfilling. In some cases backfilling is intended, 
as is the case with pipeline trenches, yet, in other cases, such as navigation channels, 
self-maintainance is striven for. For scientific as well as for economic reasons it is 
desirable to fully understand and control the mechanisms responsible for this specific 
morphological process. 

A number of investigations of flow and sediment transport processes in a trench or a nav- 
igation channel have been conducted during the years. Bijker (1980), van Rijn (1986) 
and the analytical work of Freds0e (1979) focus on the sediment transport processes. 
Other papers such as Alfrink's (1983) and Basara's (1995) focus on the sophisticated 
modelling of the hydrodynamics. These papers are all confined to the steady current 
case, and treat waves, if modelled, as a stirring mechanism for sediment only. 

'Ph.D.-student, ISVA, Tech. Univ. of Denmark, DK-2800 Lyngby, Denmark. 
'Professor, ISVA, Tech. Univ. of Denmark, DK-2800 Lyngby, Denmark. 
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Deposition of sediment takes place whenever a suspended particle advected by the flow 
starts adapting to an environment with less capacity. This might happen when the 
velocity or the turbulent kinetic energy level of the fluid decreases. A change in fluid 
capacity is exactly what a particle travelling with the flow across a trench will experi- 
ence. A net deposition of sediment within the boundaries of the trench may therefore 
take place. On top of that the bottom concentration of the suspended sediment de- 
creases, which means that less sediment will erode from the bed. Another important 
contribution to the backfilling process is the action of gravity on bed-load particles 
moving on a sloping bed that makes particles go downhill more easily than uphill. 

For particles carried by a steady stream past a trench the maximum change in capac- 
ity (depth-averaged velocity for instance) is obviously some function of the maximum 
expansion in depth. However, in the case of an oscillatory flow crossing the trench 
a suspended particle might not experience the maximum expansion in depth. For a 
given wave situation the expansion felt by a particle advected with the flow generally 
becomes a function of both the Trench-Keulegan-Carpenter-number and the maximum 
expansion in depth. 

Problem 

The trench is initially sinusoidal and characterized by a length, L, and a depth, h, see 
figure (1). The water depth is called D. 

V 
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Sea-surface 

D 2a 
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y " ^\              / * 

Sea-bed 
\    h 

y 

Figure 1: Sketch defining some of the key parameters used in the text. 

The bed sediment is characterized by a fall velocity, ws, and a diameter, d. The flow 
is generally combined by waves and currents (co-directional) and these are separately 
characterized by the fluxes, V and U\m. The excursion length for a particle in a wave 
motion is symbolized by a. The wave is simulated by an oscillating pressure gradient 
neglecting any deformations of the water surface. 

The initial backfilling rate is generally a function, II, of all above-mentioned quantities, 
i.e.; 

t\q = I1(L, h, D, d, w„ a, V, Ulm, g) 

where Ag is the amount of trapped sediment. A natural selection of non-dimensional 
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parameters from these quantities become: 

The parameters are in order of appearance referred to as: steepness, expansion, Shields, 
(9 = U2,/{{s-l)gd)) and Rouse parameter [Z — U//(KWS)), Trench-Keulegan-Carpenter 
number (a/L) and the wave/current parameter, where Uj is the friction velocity at a 
reference point far from the trench. The spatial coordinates, x (horizontal) and z (ver- 
tical), are non-dimensionalized by D and the time, t, by (Uim + V)/D. For the present 
case the wave/current parameter is either 0 or 1, that is for waves and currents, re- 
spectively. All intermediate points define a combined wave/current flow. Furthermore, 
we will confine ourselves to an analysis based on the expansion parameter and the 
A'C-number. 

Solution of flow and sediment-transport equations 

The finite volume concept (see Patankar (1980)) formulated in curvilinear orthogonal 
multi-block coordinates is applied, solving the transformed continuity equation and 
the fully 2D transformed Reynolds-averaged Navier-Stokes equations employing the 
standard k — e closure of turbulence. A thorough description of the present model is 
reported by Tjerry (1997). 

The partial differential equations of the turbulence model in Cartesian form, i.e. tur- 
bulent kinetic energy, k, and dissipation of turbulent kinetic energy, e, are given by: 

dk      dujk        d   .IT dk . dui .duj      duj 

dt      dxj      dxj  ak dxj dxj dxj     dxi 

dt      dxj      dxj  ac dxj £ k     dxj  dxj     dxi k 

Here, t is time, a,- the spatial coordinates, it,- the velocities and v? is the eddy-viscosity, 
calculated from: p 

VT^- (3) 

The set of constants that appears in the k — e model is standard choice and originally 
proposed by Launder (1974): 

0.09 1.0 1.3 1.44 1.92 

The transport of sediment, q, is divided into a bed and a suspended load contribution 
and corrected with the porosity, n, implicitly. The non-dimensional bed load, <f>B, is 
calculated using the Meyer-Peter formula modifying tractive stresses with slope effects 
as suggested by Freds0e (1978): 

y/(s - l)gd3      (1-w) dx 
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where qB is the bed load, dh/dx the slope of the bed, g the acceleration of gravity, s 
the relative density and 9C the critical Shields parameter (~ 0.05). 

The concentration of suspended sediment is derived by solving the transport equation: 

dc       dc       dc dc      d ,    dc,      d ,    dc. , , 

di+uYx
+vd-z = Wsrz 

+ -E{,/T^ + d-z{UTTz) (5) 

The non-dimensional suspended transport, 4>S> is found as: 

, qs/{l-n)   = J\cudz/{l-n) 
9S     vt(s-l)gd* ^/(s-l)gd* ( ' 

where qs is the suspended transport, and u and v are the longitudinal and vertical 
velocities, respectively. 

Intra-wave calculation is applied for the sediment-transport model in order to take into 
account non-linear and phase-lag effects. 

In the present model the water surface is taken to be plane, and the waves are intro- 
duced as an oscillatory motion caused by an oscillatory pressure gradient. At the water 
surface the flow equations apply symmetry conditions while the c-equation applies a 
no-flux condition. At the bed boundary a no-slip condition is used for the momentum 
equations, and a Dirichlet condition is used for the c-equation as the Engelund-Freds0e 
formula (1976) is applied, i.e. Cj, = Cb(9), where ct, is the concentration at bed level. 

Furthermore the fc-equation uses a no-flux condition at the bed, and the bed condi- 
tion for the €-equation reads: e — (30C°'75)/(nk^jD)k3'2, where kpt/D is the relative 
roughness of the sea-bed and K the von Karman mixing length constant. On the in- 
and outlets Dirichlet and Neumann are applied, respectively, if not, periodic conditions 
are used. 

The total flux of sediment is used in a continuity equation, which governs the morpho- 
dynamics. This reads: 

— + ^ - o m dt + dx ~ ° (7) 

stating that the divergence of depth-integrated sediment flux, q = qs + qs, is equal 
to the rate of change in bed elevation, h. This equation is discretized with a second 
order accurate scheme minimizing numerical diffusion. This is crucial when predicting 
diffusive processes such as backfilling of trenches. 

If the entire flow, sediment, and morphological modules are run together, the dynamics 
of a mobile bed can be described and the backfilling tracked. 

Backfilling in currents 

In addition to the k — e model an alternative flow description of the depth-averaged 
type is employed for the steady state case to emphasize the effect of including a more 
refined flow description. The depth-averaged approach uses a prescribed logarithmic 
velocity profile matched by the flux of water and a parabolic eddy-viscosity distribution 
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scaled with the friction velocity.  This is identical to a flow solution where convective 
terms have been ignored, i.e. local equilibrium. 
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Figure 2: The Shields parameter along with the non-dimensional bed and suspended load 
distributions across a trench with the deepest section of the trench at x = 26 predicted by a 
k — t model and a depth-averaged model. Reference flow: —•. Parameters are: L/h=10, 9=1, 
h/D = 0.25 and Z=0.6. k — e model: , Depth-averaged model: . 

The depth-averaged approach has earlier been applied in the field of sediment transport 
for analytical purposes, and it is therefore of interest to compare the performance of 
these flow models with respect to morphology (cf. e.g. Freds0e (1979)). 

The shear stress along with the non-dimensional bed and suspended load predicted by 
the two flow models typically vary as illustrated in figure (2). It is obvious from the 
shear-stress variation (i.e. 0(x)) that the depth-averaged approach cannot in detail 
capture the complex behaviour of flow over a negative bump, which involves separation 
(or retardation), a phase shift between shear stress and bed form, speed-up and the 
relaxation of speed-up. 

It is seen from figure (2) that both models predict erosion and deposition on the down- 
and upstream trench side, respectively. The additional shear stress features uncovered 
by the k — e model relate in a morphological sense to a faster migration, a slower 
backfill (partly due to the above mentioned phase shift) and a more violent downstream 
deformation. The progressing asymmetrical shape of the bed, h{x), is captured with 
both models as seen in figure (3), where bed forms at T — tV/D=3000, 9000, 18000 
and 28000 are shown. 
It is surprising how well the depth-averaged flow model performs in general and with 
respect to backfilling in particular. One reason for this is that the sediment transport 
mechanics such as the response length of suspended sediment is the governing parameter 
for the backfilling, and that very detailed flow mechanics to some extent is unnecessary. 
However, for h/D —• 0 (deep-water case) the depth-averaged model must fail since the 
gradient in capacity as well as in bottom concentration approaches zero in the limit. 
In this case the depth-averaged mechanism is not capable of explaining the deposition 
process, and a detailed description of the flow past a trench, including separation or 
even flow retardation, becomes necessary. 
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Figure 3:  Shape of trench at four stages of its morphological evolution, for kft/D 
w,/V — 0.02 and 9 — 0.25. Reference flow (current alone): —>. 
h — € model:  , Depth-averaged model: , Initial trench shape: . 

0.001, 

Backfilling in waves 

If wave effects are included matters become more complicated. The waves introduce 
an additional parameter that in non-dimensional form is described by a A'C-number. 
This is the Keulegan-Carpenter number well-known from the offshore hydrodynamics 
where it is defined as: 2?ra 

KC = 

in which Dc = the diameter of the cylinder. For small ifC-numbers (< 1-2) flow 
separation will not occur, while at larger IfC-numbers (> 10-20), the flow is fully 
separated. In trenches, the flow may also separate if the slope is steep enough, and the 
equivalent KC-number is sufficiently large. In the following we define this number by: 

KC = a/L 

With respect to the sedimentation of trenches the ifC-number involves at least one 
important aspect other than flow-separation. For KC ~ 1 it is seen that a sand 
particle picked up on the plane bed may reach the deepest part of the trench where it 
may settle due to a reduced capacity. The capacity is reduced on the upstream slope as 
the depth increases (non-uniformity) and as the flow decelerates (unsteadiness), which 



BACKFILLING OF TRENCHES 3237 

gives rise to smaller flow velocities as well as a decrease in intensity of turbulent kinetic 
energy. 

So this is what happens: As suspended particles adapt to the local flow capacity by 
settling, they might get trapped in the separation bubble growing simultaneously on 
the upstream slope. If the vortex (former separation bubble) maintains its rotation 
and is able to keep the particles 'alive' when ejected at flow reversal, particles will be 
convected out of the trench and into the outer flow with the vortex. 

The situation described is captured in figure (4) where time series of contours of con- 
centration and turbulent kinetic energy are shown side by side for a short span of time 
around flow reversal. The phase in the wave period is symbolized as a dot on the 
sine-curve (positive values indicate left- to right-going flow). 
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 >- 

Figure 4: Time series of contours of concentration (left hand side of figure) and turbulent 
kinetic energy (right hand side of figure) around flow reversal. For L/h=5, 6=1, ft/D=0.25, 
ws/Ulm=0.02 and KC=l. 
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While the separation develops on the upstream slope, the speed-up of fluid on the down- 
stream trench-shoulder creates high shear-stress levels, which causes a large amount of 
sediment to suspend. This is seen in figure (5) where time series of profiles for hori- 
zontal velocities and contours of concentration are placed side by side at a phase close 
to flow reversal. The speed-up process in the converging section is visualised by sedi- 
ment being bursted off the sloping trench bed. This results in an overloaded cloud of 
sediment that returns with the reversing flow to deeper parts of the trench where it 
most likely will be deposited. This process, captured in figure (5), may intensify the 
backfilling. 

The time series of concentration contours shown in figure (5) are created by shutting 
off the bed erosion shortly before the reversal of the flow occurs. 

I ±-    r      V     w    mr   m 

s 

' ' ' J 

Z  A 

Figure 5: Time series of profiles of horizontal velocities (left hand side of figure) and contours 
of concentration (right hand side of figure). For L//J=5, 0=1, /»/£>=().25, «;s/(7im=0.02 and 
KC=1. 
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The non-uniform and unsteady flow separates and will speed-up succeedingly, which in 
the period-averaged sense will create a near bed flow directed towards the banks. A 
return flow, required for reasons of continuity, is therefore directed towards the centre 
of the trench so that the time-averaged streamline pattern, depicted in figure (6), shows 
two cells rotating clock- and anti-clockwise on the left and right hand side, respectively. 
It is also worth noticing that two additional rotating cells will develop on the shoulders 
of the trench. 

-*- X 

Figure 6: Two patterns of instant streamlines just before flow reversal occurs (in both cases the 
direction of main flow: —>•) along with the corresponding period-averaged streamline pattern. 
KC=0.5, h/D=0.1, L/h-lQ, kN/D=0.001. 

The result seen on the right hand side of figure (6) is a time-integrated effect from using 
a detailed flow-description. 

Distributions of the time-averaged bed and suspended loads are shown in figure (7). 
With the streaming pattern in mind it is interesting to study the period-averaged bed 
load distribution in the neighbourhood of the trench. The resulting transport rate is an 
outcome of a battle between the action of gravity and the time-averaged shear stress. 
It is seen that the gradient, dqB/dx, which determines whether the sinusoidal trench 
is being eroded (positive) or sediment is being deposited (negative) in some cases may 
shift sign at the centre of the trench, such that the deepest regions of the trench is 
eroded. The cases where the deepest regions are eroded are, for this particular span of 
parameters, found (see left hand side of figure (7)) as the A'C-number is increased and 
the steepness parameter decreased, thus the time-averaged hydrodynamical forces are 
strengthened and the gravitational forces weakened. 

The period-averaged rotating cells which appear on top of the shoulders are reflected in 
the bed transport, <f>g, at that particular location. This is shown on the left hand side 
of figure (7). The bed transport here are, however, damped by the vortices (increases 
in strength with the KC-number) which pass through the shoulder region shortly after 
flow reversal. 

The influence of the vortex on <J>B and <fis at a given location on the flat bed is recog- 
nized as a departure from 4>B = 0 and <f>s = 0. The vortex disturbs the flat bed region 
at a distance which is of the same order as the excursion length and is for obvious 
reasons amplified as h/L is increased. On the flat bed the sediment transport is, in 
the time-averaged sense, directed away from the trench by the strength of the advected 
vortex. 
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Figure 7: Distribution of period-averaged bed (left-hand side) and suspended sediment trans- 
port (right hand side) for a steep (L/h — 4 for the top of figure) and a moderate trench slope 
(L/h = 10 for the bottom of figure). KC = 1.0:  , KC = 0.5: , KC = 0.25: , 
with h/D = 0.5, 9 — 0.65 and ws/U\m = 0.02 The trench height depicted is highly distorted. 

At the deeper regions of the trench the suspended sediment transport, <j>s, ls directed 
towards the centre (see right hand side of figure (7)), implying that suspended material 
will be deposited here as opposed to erosion of the shoulder region. 
More generally the backfilling process can be analysed by looking at period-averaged 
trapped sediment within control boxes (CB). Figure (8) shows the amount of trapped 
sediment as a function of the if C-number for three expansion parameters in two control 
boxes; an inner and an outer. The outer control box surrounds the entire trench from 
shoulder to shoulder, and the inner control box is bounded by the two steepest sections 
of the trench. 

The trapped sediment is furthermore divided into contributions from bed and sus- 
pended load and where deposition is assigned with positive values. The Shields param- 
eter in these calculations are: 0=1, and the steepness: h/L = 0.1. 

An interesting feature of figure (8) is that an optimal backfilling rate takes place at 
KC ~ 0.2 for the suspended sediment. This is before the vortex mechanism becomes 
dominant. At this point the backfilling rate drops as the separation bubble grows in size 
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and strength. However, beyond a certain IfC-number the strength of the separation 
bubble will not increase any more, which is evident in figure (8) where a small increase 

in deposition of suspended sediment is seen for large KC-numbers. 

Aq bed 
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Figure 8: Trapped bed, (left hand side) and suspended load (right hand side) within control 
boxes (CB) for h/D = 0.05: , h/D = 0.10: and h/D=0.25:  -, and L/h = 10, 
0=1, Z = 0.6. 

The trapped sediment originating from bed load is of the same order of magnitude 
but negative as the trapped suspended load (at least when 8 = 1 and L/h = 10) even 

though qs,max 3> <lB,max- It is seen from the left hand side of figure (8) (inner CB) 
that the action of gravity for this particular steepness parameter is merely capable of 
reducing the forces from the time-averaged shear-stress. 

The time-averaged rotating cells on the shoulders are also seen to affect the in-fill of 

bed load through the outer box. This in-fill rate decreases as the ifC-number increases 
because the separation bubble is washed over the shoulder thus counteracting this time- 
averaged motion. 

It is clear from figure (8) that the typical morphological evolution is a net erosion of 
the trench shoulders together with a deposition in the centre of the trench. This is, 

however, exactly the way a diffusion process works. 

The morphological development of a trench exposed to waves has been calculated using 
both flow models discussed previously. Pour selected results are shown in figure (9), 

which clearly demonstrates the diffusion-like process. 

As opposed to the steady current case, the depth-averaged model performs poorly in 

the pure wave case. This is not surprising since a detailed flow description is required 
to resolve the significant effect from the separation bubble dynamics on the backfilling 
process in waves. This causes the depth-averaged model to predict a faster backfill. 

One interesting, but not surprising, consequence of the change in bed shape was the slow 
vanishing of the separation bubble as the trench slope becomes gentler. This involves 
a similar decrease in the vortex mechanism. One would immediately guess that this 

would lead to an increase in the backfilling rate. However, the trench widens and with 
this a decrease in the effective KC-numbei was found. After T = tUim/D=1000 the 
change in bed form was extremely weak. 
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Figure 9:  Shape of trench at four stages of its morphological evolution, for kfj/D = 0.001, 
iVj/fim = 0.02, 6 = 0.25 and KC = 0.2. k - e model: , Depth-averaged model: , 
Initial trench shape: . 

Conclusion 

The dynamics of vortices originally born as separation bubbles seem to dominate the 
backfilling process in waves whenever they are present. This is because the separation 
bubble traps incoming sediment particles on the upstream slope and keeps some of 
these 'alive' by the massive level of turbulent kinetic energy found in separating regions. 
When it detaches from the surface at flow reversal, a cloud of sediment will be advected 
out of the trench with the vortex. 

It has been shown that the vortex mechanism is important and that models which 
neglect this process may over-predict the backfilling rate. 

The optimal backfilling rate in waves was found to be KC ~ 0.2. 

Furthermore, depth-averaged steady state flow models give good results when applied 
in morphological calculations particularly in shallow waters which include navigation 
channels etc.. However, these simple flow models fail to describe more complicated 
KC-effects found in waves as the effect of separation and vortex shedding is not taken 
into account. 
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CHAPTER 251 

A CLOSED-FORM SOLUTION FOR TURBULENT 
WAVE BOUNDARY LAYERS 

Magnus Larson1 

ABSTRACT: A general, closed-form solution is presented to the 
linearized equation describing the velocity in a turbulent boundary 
layer. The solution is valid for any type of time-varying free-stream 
velocity, although the focus of the paper is on oscillatory flows 
generated by surface waves propagating over the sea bottom. A 
primary objective is to employ the solution for waves with an 
asymmetric velocity field, where nonlinear effects are small enough 
to be neglected in the linearized turbulent boundary layer equation. 
The general solution is developed to more convenient forms for a few 
special cases, including a sinusoidally varying free-stream velocity and 
a velocity given by stream function theory. The solution is tested 
against two different data sets from oscillatory tunnels; one set 
involves a sinusoidal and the other set a cnoidal free-stream velocity. 

INTRODUCTION 

The oscillatory boundary layer that develops when surface waves propagate 
over the sea bottom has many important implications for flow-dependent phenomena 
in the coastal zone. Examples of such phenomena are wave energy dissipation due 
to bottom friction and the initiation and transport of sediment (Grant and Madsen 
1986). The velocity changes with elevation at a high rate in the wave boundary layer, 
which typically causes large shear stresses, high dissipation rates, and strong 
turbulence intensities. An oscillatory free-stream velocity generates a boundary layer 
with a characteristic thickness that is much smaller than the corresponding boundary 
layer under a uni-directional current. Thus, the near-bottom velocity gradients and 
the associated shear stresses are much larger under oscillatory waves than under a 
uni-directional current, which suggests that the waves dominate the flow close to the 

1 Associate Professor, Department of Water Resources Engineering, University of 
Lund, Box 118, S-221 00 Lund, SWEDEN. (Email: magnus.larson@tvrl.lth.se) 
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bottom in many cases. However, because the oscillatory wave motion often does not 
give rise to any net transport of for example sediment, but primarily has a stirring 
effect, a superimposed current may have a marked influence on the net transport 
rate, although the current itself may be to weak to mobilize and transport the 
sediment on its own. 

In nature the boundary layer under waves will almost always be turbulent 
(Nielsen 1992). Most simple approaches to calculate the velocity in the wave 
boundary layer employ the eddy viscosity concept to model the turbulence, where the 
viscosity is taken to be a function of the elevation above the bottom (Kajiura 1968, 
Grant and Madsen 1979, Brevik 1981, Myrhaug 1982). These models mainly differ 
in the formulation of how the eddy viscosity v varies with the elevation z; the most 
simple models are based on a linear variation in v with z (Grant and Madsen 1979), 
whereas more complex models assume several different layers, each having a 
separate equation to relate v and z (Kajiura 1968). In reality, v should also depend 
on time and Trowbridge and Madsen (1984a) developed a model where a time- 
varying eddy viscosity was employed. However, in most models the prediction of the 
velocity in the wave boundary layer is not overly sensitive to the formulation of v, 
and a simple model such as the one suggested by Grant and Madsen (1979) often 
yields satisfactory results. This is especially true if the velocity calculations are 
performed with the aim of computing sediment transport rates; existing equations for 
calculating the sediment transport rate include large uncertainties that do not warrant 
excessively detailed flow computations (Madsen and Wikramanayake 1991). 

The main objective of the present study is to develop a simple, analytical 
model of the flow in an oscillatory boundary layer under rough turbulent conditions 
that may be employed for situations where the free-stream velocity is not purely 
sinusoidal. Such velocity fields are generated by nonlinear shoaling waves, which 
could produce a net transport of sediment due to the asymmetry in the wave velocity. 
In deriving the analytical model, it will be assumed that the effects of the nonlinear 
terms in the momentum equations are negligible, implying that the linearized 
boundary layer equation may be used (Nielsen 1992). A simple eddy viscosity 
formulation in accordance with Grant and Madsen (1979) is employed to model the 
turbulent stresses. The proposed model is tested with data from Jonsson (1980) for 
a sinusoidal free-stream velocity and with data from Nadaoka et al. (1994) for an 
asymmetrical free-stream velocity of cnoidal type. 

The present study focusses on boundary layer development under oscillatory 
waves, but the general solution presented for the velocity profile in the boundary 
layer is valid for any time-varying free-stream velocity. A first-order approach is 
taken (Grant and Madsen 1979) where the governing equation is linearized in order 
to obtain a closed-form solution. Thus, for cases where the free-stream velocity is 
generated by nonlinear waves second-order effects, such as the mass transport in the 
boundary layer (Trowbridge and Madsen 1984b), are not included in the solution. 
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Even though the mass transport may be small it could still be of significance for 
calculating the sediment transport. 

THEORETICAL CONSIDERATIONS 

General Solution 

Employing the simple eddy viscosity model by Grant and Madsen (1979), the 
linearized turbulent boundary layer (TBL) equation may be written (Nielsen 1992), 

K-H) - !{-^!^-tt4 (1) 

where uw(z,t) is the velocity in the TBL, ub(t) the free-stream (wave) velocity, t time, 
z a vertical coordinate, K von Karman's constant (=0.40), and u*m a constant, 
representative bottom shear velocity. With the boundary conditions uw=0 for z=z0, 
where z0 is the characteristic height of the bottom roughness, and uw=ub for z -» o°, 
Equation 1 has the following general solution, 

t 

u»= !jfifi-*wwi+ M
*W (2> 

where ubo denotes ub at t=0 and, 

in which J0 and Y0 are zero-order Bessel functions of the first and second kind, 
respectively, and v is a dummy integration variable. Equation 3 corresponds to the 
solution for a time-independent free-stream velocity employed at t=0 (that is, 
ub(t)=ubg=constant); thus, the solution for any ub(t) is obtained through the 
superposition of the response from an infinite number of temporal changes in ub, as 
expressed by the convolution integral in Equation 2. Figure 1 illustrates Iu in non- 
dimensional form, and the curves may be interpreted as velocity profiles at different 
times indicating the TBL growth through the water column. 

The shear stress at any elevation z may be derived from, 

7 = m'^ = m^\[ji{H>(-t-WtfJ*di+ "JfiA        (4) 

where, 
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KM = 
%\[z /• 

1   2 

dy (5) 

in which J1 and y; are first-order Bessel functions of the first and second kind, 
respectively. The integral Is -» oo as t -* 0, but the approach towards infinity is slow 
and the singularity is easy to handle within the convolution integral in Equation 4. 
However, if ubo^0 an infinite shear stress will be obtained at t=0, because uw=0 
at z=z0 simultaneously as uw=ubg an infinitesimal distance above. The integrals in 
Equations 3 and 5 are time-consuming to evaluate, so in order to speed up the 
calculation of uw and r in Equations 2 and 4, respectively, it is convenient to derive 
look-up tables for Iu and Is. 

In z/z0 

Figure 1.        The integral /„ as a function of non-dimensional distance and time. 

Equation 2 is a general solution of Equation 1 for any type of free-stream 
velocity, although from a physical point of view the solution only makes sense for 
a wave boundary layer where the assumptions behind Equation 1 are applicable. 
There is only one free parameter in the solution, namely the roughness length scale 
z0, which in the case of rough turbulent flow over a flat bed is typically set to kn/30, 
where kn is the equivalent Nikuradse sand grain roughness (Grant and Madsen 1979). 
After it has been defined, the representative shear velocity u*m may be obtained 
implicitly from the solution. Grant and Madsen (1979) studied the TBL under a 
sinusoidal free-stream velocity and used the maximum bottom shear stress Th bmax 
during a wave period to define u*m=(Tbmax/p)    , where p is the water density. For 
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more complex variations in the free-stream velocity other choices to define u*m may 
be more appropriate, such as the mean absolute value of the bottom shear stress 
during a cycle (rbav). 

Sinusoidal Free-Stream Velocity 

Equation 2 was derived using Laplace transform technique and for elementary 
ub(t) more convenient forms than Equation 2 may be obtained. If the free-stream 
velocity is sinusoidal and described by ub~ugcoso)t, where u0 is the velocity 
amplitude at the bottom and w is the angular frequency, the following solution 
satisfies Equation 1 and the boundary conditions, 

N„a 
U~.  =  K„COS(0f -  H„ 

NJZff) 

ff)      / 
j^-codwf+fc (2 

2«.; -h"?     y3 JJy. 

•-y ? 
^ z, 

\ 

\ *. 
•w 

y**wf J2o<y)+Y2
0(y) 

-dy 

(6) 

where N0 and $0 is the modulus and phase, respectively, of the zero-order Kelvin 
function kerjc + i keigX, and f=o)z0/KU*m. The second term in Equation 6 is a 
transient that is dampened out quickly for small values on/; in most cases this term 
is negligible already after a wave period. The shear stress at steady-state conditions 
is given by (see first part of Equation 4), 

f±—NA_cJwr_^+$(2 /-)-*.toff) 
(7) 

where Nj and $7 is the modulus and phase, respectively, of the first-order Kelvin 
function. Grant and Madsen (1979) previously derived the steady-state part of the 
solution for a sinusoidal free-stream velocity (see also Kajiura 1968). 

To permit rapid evaluation of the maximum bottom shear stress it is 
convenient to define a wave friction factor fw from Tbmax=0.5pfM/io

2 (Jonsson 1966, 
1980). In accordance with Grant and Madsen (1979), who defined u*m based on 
Tbmax>fw mav ^e obtained through the expression for Tbmax given by Equation 7. An 
alternative approach would be to use rbav in «*m instead. This would yield a smaller 
Tbmax> because the turbulent mixing is less if rbav is used to define «*m, also implying 
th&tfw is smaller than if the conventional definition of u*m is employed. Figure 2 
displays fw as a function of the bottom excursion amplitude Ab (=u0/(a) over the 
grain size kn for a u*m defined based on rbmax and rbav. 
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Figure 2.        Friction factors for a sinusoidal wave velocity, where the friction 
velocity is defined based on rbmax respective rbav. 

Free-Stream Velocity from Stream Function Theory 

Stream function theory (Dean 1965) is convenient for describing nonlinear 
wave properties, because the theory is valid from deep water up to wave breaking. 
The bottom orbital velocity at a point under a wave described by stream function 
theory may be expressed as, 

2* ub = Y) nX(n) cos(nuf) (8) 

where L is the wavelength, X(n) stream function coefficients, and N the order of the 
theory employed. The velocity given by Equation 8 is a sum of sinusoidal 
components and the steady-state solution to Equation 1 with this ub is, 

v       2_/ Un 

tf.<2. 

N0{2fiTf) 
cos «G)f+*   (2 

\ 

\ 
-cos(n<o?) 

(9) 

where un=2imX(n)/L. The corresponding shear stress is given by, 
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T 

z «/-) 
*•- I 7C      .    ,_ 

cos rt<i>f—+*i(2 
P 1  z. tfx Ne<tftf) { 4 \J 

(10) 

A wave described by stream function theory is uniquely defined by the two 
ratios h/L0 and H/L0 (Dean 1990), where A is water depth, H wave height, and the 
subscript o denotes deepwater conditions. Waves with identical values on h/L0 and 
H/L0 yield the same dimensionless velocity ub/(H/T); thus, the quantity HIT appears 
as a normalizing "velocity". A friction factor derived for a stream function wave will 
depend not only on the normalized roughness kn/H, but also on h/L0 and H/L0. The 
friction velocity may be computed by using rbav, which is obtained from time 
integration of the absolute shear stress over a wave period T. 

RESULTS 

Data From Jonsson (1980) 

Measurements by Jonsson (1980) of uw in a water tunnel for a sinusoidally 
varying ub with the amplitude u0 was employed as a first step to validate Equation 
1 for describing the velocity in the TBL. It was verified that Equation 2 produced 
identical results to Equation 6, and the steady-state portion of the solution was used 
for the comparison with the data. Jonsson (1980) presented data for two cases: 1) 
u0=2.11 mis, T=8.39s, kn=2.3 cm, and 2) u0=1.53 mis, T=7.20s, kn=6.3 cm. 
Comparison between the analytical solution and the measurements was performed for 
the phases tIT = 1/2, 518, 3/4, 7/8, and /. The Reynolds number Re for Cases 1 and 
2 were 6.0 106 and 2.7 106, respectively, based on Ab and u0. The roughness values 
given by Jonsson were employed and there were no free calibration parameters. Two 
different definitions of u*m were used in the comparison, namely u*m=(rbmax/p)1/2 

andu*m=(rbav/p)1/2. 

Figures 3 and 4 display the comparison between the analytical solution and 
the measurements for Cases 1 and 2, respectively. In general, the difference between 
the two formulations for u*m is small, although using Tbav seems to consistently 
produce somewhat better agreement with the data. Some of the overshoot effect in 
the data is not entirely captured by the analytical solution, especially for Case 2. The 
computed wave friction factors fw for Cases 1 and 2 were 0.019 and 0.033, 
respectively, when rbmax was employed, and 0.014 and 0.025 when rbav was used. 
Using different formulations for «»m will not change uw as much as it will affect the 
calculation of the shear stress. 
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Figure 3.        Calculated and measured velocity in the turbulent boundary layer for 
Case 1 from the data by Jonsson (1980). 
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Figure 4.        Calculated and measured velocity in the turbulent boundary layer for 

Case 2 from the data by Jonsson (1980). 
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Data From Nadaoka et al. (1994) 

Nadaoka et al. (1994) measured uw in an oscillatory tunnel using air for a 
free-stream velocity that was asymmetric. The measurements used here to evaluate 
the TBL model involved a velocity ub that was of cnoidal type with a positive peak 
velocity of 2.50 m/s, a negative peak velocity of 1.05 m/s, and a period of 5 s. A 
cnoidal wave producing a non-dimensional time variation in ub corresponding to the 
experimental conditions implies an Ursell number of Ur=57.8, although during the 
experiment ub was generated to agree with the velocity induced by a hyperbolic 
wave. In general, such a strongly nonlinear wave provides a severe test for the 
linearized TBL equation; neglecting the nonlinear terms in the governing equation 
assumes that the particle velocity is small compared to the wave phase speed 
(Madsen and Wikramanayake 1991), which may not be the case for strongly 
nonlinear waves. However, for data obtained in oscillatory tunnels the spatial 
gradients should be small enough to permit that the nonlinear terms are neglected. 

Instead of using a cnoidal or hyperbolic wave to describe ub in the solution 
given by Equation 2, ub was approximated using a wave described by 20-order 
stream function theory (H=5.26 m, T-10.3 sec, and h=8.22 m; the resulting 
velocity as a function of non-dimensional time is shown in Figure 5 together with the 
generated hyperbolic velocity variation during the experiment). Stream function, 
cnoidal, and hyperbolic theory produced essentially identical variation in ub with 
time, but the former theory allows direct calculation of uw from Equation 9 for 
steady-state conditions without having to compute for the transient phase, which is 
necessary if the general solution in Equation 2 is employed. The bed consisted of 
spray-painted aluminum and was judged to be hydraulically smooth during the 
experiments. Thus, the length scale z0 is independent of the boundary roughness and 
may be calculated from zo=(3.3valu*n)l30 (Madsen and Wikramanayake 1991), 
where va is the kinematic viscosity for air. The air temperature was about 10 deg 
during the experiment and the corresponding Reynolds number was Re=2.810s. The 
origin of the vertical axis in the measurements was assumed to approximately 
coincide with z0. 

Since smooth turbulent flow prevailed during the experiment, z0 could be 
obtained from v and u*m and no calibration was needed to estimate the bed 
roughness. The representative shear velocity was based on Tbav, which was 
determined through time integration over T. A value of u*m=0.065 m/s was thus 
calculated implying zo-0.024 mm. Figure 6 displays measured and calculated 
velocity profiles for selected phase values of t/T. The maximum positive peak in ub 

occurred at about 0.18t/T, the maximum negative peak at 0.68t/T, and zero velocity 
at 0.36t/T. The model captures the overall features of the velocity variation in the 
boundary layer, but the overshoot effect is not well predicted by the model, 
especially during the phase of flow reversal in the boundary layer in connection with 
large gradients in the wave velocity. The simple eddy viscosity model employed in 
the linearized TBL equation is most likely the reason for the disagreement between 
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the model and the measurements (Sleath 1987), although lack of detailed information 
on z0 and the use of stream function theory to describe ub may also contribute to the 
discrepancy. 

T 

  hyperbolic wave 
(used by Nadaoka et al. 1994) 

  stream function wave 
(used in present calculations) 

Figure 5. 

0.5 1 
Non-Dimensional Time (t/T) 

Hyperbolic wave velocity generated by Nadaoka et al. (1994) in their 
experiment on turbulent boundary layers and the velocity from a 
stream function wave that approximates the hyperbolic wave. 

Figure 7 shows the computed normalized shear stress as a function of time 
at selected elevations based on the experimental conditions from Nadaoka et al. 
(1994). The time variation in the shear stress differs significantly from ub and r is 
completely asymmetric. This feature of the shear stress under nonlinear waves is 
important to include in for example detailed sediment transport calculations that 
employ the instantaneous shear stress to compute the transport rate. 

CONCLUDING REMARKS 

The analytical solution presented in Equation 2 is valid for any time-varying 
free-stream velocity, although from a physical point of view the solution is only 
interesting when the conditions underlying the linearized TBL equation are fulfilled. 
For example, the solution will describe the temporal growth of a TBL under a uni- 
directional current (compare Figure 1); however, the boundary layer will grow 
infinitely large and at some time the assumption that the layer thickness is small 
compared to the water depth will be violated and the solution lacks physical meaning. 
Also, for strongly nonlinear waves where the convective terms in the momentum 
equations are significant, the linearized TBL equation will yield results that are not 
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Figure 6.       Calculated and measured velocity in the turbulent boundary layer 
using the asymmetric velocity case from Nadaoka et al. (1994). 
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Figure 7.       Calculated time variation in the shear stress at selected elevations for 
the experimental conditions given by Nadaoka et al. (1994). 
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reliable. For the case tested from the data by Nadaoka et al. (1994) the linearized 
equation failed to produce accurate predictions, especially during the phase of flow 
reversal in the boundary layer in connection with large gradients in the wave 
velocity. This is mainly attributed to the simple eddy viscosity model approach 
employed which fails to realistically capture the variation in the turbulence during 
a wave cycle (Sleath 1987). A time-varying eddy viscosity would most likely 
improve the agreement with the data, but such a formulation would not permit an 
analytical solution of the governing equations. 

However, the simple eddy viscosity model of Grant and Madsen (1979) 
seemed to produce acceptable results for a sinusoidal wave velocity, even if v 
increases without limit with distance from the boundary. This observation pertains 
mainly to the velocity profile, whereas the shear stress is more sensitive to the eddy 
viscosity formulation because of the dependence on the velocity gradient. Similarly, 
the velocity profile is not overly sensitive to the choice of representative friction 
velocity, in contrast to r which is more affected by the u*m used. It was found in the 
present study that a u*m based on the mean absolute shear stress during a wave cycle 
produced somewhat better agreement with data for a sinusoidal wave than using the 
maximum absolute shear stress. 
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CHAPTER 252 

Observed Suspended Sediments in Storm Conditions 
JJ. Williams1, C.P. Rose2, P.D. Thome1, L.E. Coates2, J. R. West2, 

PJ. Harcastle1, J.D. Humphery1, S.P. Moores1 & D. J. Wilson1 

Abstract 

High resolution synchronous measurements of turbulence, waves and vertical 
suspended sediment (Ssed) concentration profiles have been obtained during a storm 
above a rippled bed comprising coarse/medium sand located close to the end of a 
large offshore sand bank in a water depth of approximately 20m. These data are 
utilised to study the temporal characteristics of sediments in suspension. Sediment 
resuspension 'events', exhibiting vertical coherence up to approximately 30cm above 
the sea bed, are observed to span a range of temporal scales encompassing half 
wave, wave and wave group periods. The vertical concentration of Ssea is shown to 
be enhanced significantly by wave groups. Average Ssed profiles are described using 
a simple Rouse-type and an new 'convective' model. 

Introduction 

At the most fundamental level, a fluid motion directed away from the bed 
with a velocity exceeding the in situ grain settling velocity is the basic requirement 
for the suspension of sediments. In marine situations, such fluid motion can arise in 
three ways (Pykhov et at, 1995): (a) turbulent fluid 'bursting' {Kline et at, 1967; 
Hino et at, 1983; Sleath, 1987); (b) vortices formed by interactions between waves, 
currents and the bed (Mogridge & Kamphuis, 1972; Kaneko, 1981); and (c) vortices 
formed under breaking waves which penetrate to the bed (Nadaoka & Kondoh, 
1989). Spatial and temporal scales determined by the hydrodynamics and the 
physical properties of the sediment makes simple descriptions of the instantaneous 
physical characteristics of suspended sediment difficult and most approaches 
consider only time-average conditions. Further, in field situations, waves at angles to 
tidal currents frequently lead to the generation of complex and interacting bedform 
assemblages (Sleath, 1984) adding further complexity to the modelling of sediment 
dynamics. 

1 Proudman Oceanographic Laboratory, Bidston Observatory, Birkenhead, 
Mersey side, L43 7RA, UK, (jjw@pol.ac.uk). 

2 School of Civil Engineering, The University of Birmingham, Edgbaston, 
Birmingham, B15 2TT, UK. 
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Recently, the use of acoustic instruments has enabled acquisition of high 
temporal resolution data pertaining to the vertical distribution of suspended sediment 
in marine conditions (e.g. Thome et al, 1993; Lee & Hanes, 1996) and progress 
has been made in understanding and modelling of sediment resuspension and 
suspension dynamics. However, the majority of experiments examining sediment 
processes in marine situations have been conducted just outside the breaker zone in 
moderate conditions (e.g. Osborne et al, 1994) and few field data relate to the 
mobilisation of sediments during storm conditions at offshore locations (e.g. Green 
et al, 1995). As a consequence, data necessary for validation of numerical models of 
sediment transport in extreme conditions remains scarce. The present paper presents 
field observations of suspended sediments and hydrodynamic conditions in the first 
metre of the water column above a rippled coarse/medium sandy bed in a water depth 
of 20m during a moderate storm. 

Field site and measurements 

The study site was located close to the northern end of Middelkerke Bank in 
the Flemish sand banks, southern North Sea, Europe {Figure la). Middelkerke Bank 
is approximately 10km long, l-2km wide and is located approximately 10km 
offshore. Bottom sediments consisted of medium/coarse sand (Ds0 = 450|^m). 
Approximately 15% of the sediment by weight was composed of platy angular shell 
fragments {D50 = 650^im). Data relating to hydrodynamic conditions (turbulence and 
waves) and vertical suspended sediment concentration (Ssed) profiles have been 
obtained using the autonomous benthic lander STABLE (Figure lb, Humphery & 
Moores, 1994). 

(Estimated weight - 2.2 tonnes) 

(a) (b) 

Figure 1.  (a) Location of the field site at Middelkerke Bank, Belgium; (b) STABLE 
(Sediment Transport And Boundary Layer Equipment). 
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Instantaneous near-bed flow in orthogonal vertical planes (x-z, y-z) was 
measured using pairs of electromagnetic current meters (ECM, diameter 10cm) at 
heights (z) of approximately 36cm and 76cm above the sea bed (Figure lb). A 
pressure sensor at z — 1.63m was used to measure waves. ECM and wave data were 
sampled at 8Hz for approximately 19 minutes every hour in 'burst' mode. The 
analysis methods used to obtain hydrodynamic parameters referred to below are 
described by Hannay et al, (1994). A vertical profile of Ssed perpendicular to the 
ECM's over the range lcm < z < 100cm with a vertical resolution of 1cm was 
derived from two acoustic backscatter sensors (ABS) operating at 1.0MHz (ABS1) 
and 2.5MHz (ABS2), (Thome et al, 1993). These sensors were separated 
horizontally by a distance of 10cm along a line normal to the ECM axis (Figure lb) 
and were synchronised precisely with ECM and pressure sensor data. ABS data were 
recorded independently in burst mode at 4Hz for approximately 9 minutes every 
hour. ABS data were calibrated in the laboratory using samples of the bed sediments 
from the STABLE deployment site (Wylie et al, 1994). For the range of 
instantaneous and average Ssed values observed in the present study (~ 10"4 - lO'g/1), 
close agreement was found between ABS1 and ABS2. Estimates of ripple wavelength 
(A ~ 50cm) were obtained in the field using the ABS instruments and ripple height (a) 
was estimated using an empirical relationship between ripple steepness and grain 
Shields number (Nielsen, 1981) and approximated to 7cm. The physical roughness 
(ks) of the ripples was calculated using ks = 8a2/ X, (Nielsen, 1992). 

Experimental conditions 

In total 50 burst records encompassing calm and storm conditions were 
obtained. A detailed description of the hydrodynamic conditions occurring during the 
periods preceding and following the storm is given by Williams et al, (1996). In the 
present paper attention is focused upon a period of 5 hours spanning the peak of 
storm activity (bursts 34-39) when the average Ssed value reached a maximum. Burst 
average hydrodynamic conditions and Ssed values observed during this period are 
summarised in Figure 2. 

During bursts 34-39, wave direction (iff w~ 330") and current direction 
(y/c ~ 200") remained approximately constant and burst average Ssed values increased 
in response to increasing tidal current speed and wave orbital speed (Figure 2). 
Following burst 38, Ssed values decreased as the storm subsided. During the storm, 
waves were observed to be long-crested and groupy in nature and the vertical 
position of the bed was observed to change relative to ABS sensors. Since the motion 
sensors on STABLE indicated that the rig remained static during the experiment it is 
considered likely that the observed changes in bed elevation are attributable to the 
migration of bedforms beneath STABLE. 
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Figure 2. (a) burst average current speed (S) at z = 76cm ; (b) significant wave 
height (//,); (c) peak wave period (Tp); (d) burst average bed shear velocity (currents) 
obtained using the turbulent kinetic energy (t.k.e.) method (cf. Hannay et al, 1994); 
(e) apparent bed roughness (za); and (f) Ssed at z = 5-20 cm. 

Results and discussion 

Observed temporal and spatial structure of sediment resuspension events 

Typical time series measurements of Ssed at z = 4cm, 6cm, 10cm and 40cm and 
surface wave amplitude are shown in Figure 3. Ssed time series in this figure 
comprise a 'background' population of suspended material (~ 0.02g/l at z = 4cm) and 



OBSERVED SUSPENDED SEDIMENTS 3261 

discrete resuspension events in which instantaneous Ssed peaks frequently exceed 
1.0g/l. Whilst Figure 3 shows strong visual correlation between waves and Ssed 
events and marked vertical coherence in Ssed, coherent vertical fluid motion necessary 
to suspend sediment was not detected by the ECM sensors. This is attributed to the 
dissipation of coherent vertical fluid motion by z = 40 cm and to the physical size of 
the ECM measuring volume. 

When examining Figure 3 it is important to remember that during the storm, 
long-crested waves were approximately normal to the tidal currents and that the 
location of the ABS sensors changed in relation to ripple crests through time as 
ripples migrated. However, if it is assumed that resuspension events occurred along a 
significant length of the rippled bed parallel to the wave crests, (i.e. vortices formed 
by wave action are also long-crested), then material in suspension will be advected 
past the ABS sensors by the combined action of waves and the tidal current as 
coherent clouds approximately in phase with the waves. 
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Figure 3. Time series of observed suspended sediments and waves. 

Surprisingly, given the strong visual correlation between waves and 
resuspension events illustrated in Figure 3, periodic components at wave frequencies 
were not identified in power spectra of Ssed time series irrespective of the observation 
height above the sea bed. This is attributed to two problems: (i) the Ssed time series 
are 'spiky' in nature; and (ii) the temporal changes in spatial location between ABS 
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sensors and resuspension event sources (i.e. ripple crestlines) and spatial variation in 
horizontal Ssed values combine with advected populations of suspended material to 
results in complex phase relationships between observed surface waves and Ssed time 
series. However, velocity2-sediment cospectra {Figure 4) show statistically 
significant correlation's between the horizontal flow components squared {u2 and v2) 
and SSed- 
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Figure 4.   Velocity -sediment cospectra, burst 38. 

Figure 4 shows correlation's between u2 and Ssejand between v2 and Ssedat half 
wave ( = 0.25Hz), wave ( = 0.125Hz), wave group (>0.01Hz) and lower frequencies 
(in the range 0.01 - 0.003Hz). In all cases examined during the storm, wave groups 
dominate the cospectra. This is also illustrated visually in Figure 3. Although low 
frequency fluid motion is recorded by ECM sensors, it is unclear whether or not the 
low frequency peak in the velocity2-sediment cospectra is a real phenomenon or 
simply an artefact of the analysis method. If shown to be real, further work is then 
required to quantify the role of this low frequency component in suspended sediment 
transport. 

Waves recorded during bursts 34-39 exhibited well developed groupy structure 
{Figure 3). Initial visual inspection of correlation's between the wave groups and 
modulation in suspended sediment concentration indicated strongly that successive 
waves in a group resulted in a progressive increase in average Ssed values up to z « 
30 cm consistent with the idea of wave pumping. It was also determined that average 
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Ssed values associated with the last wave in a given group of more than 6 waves were 
a factor of approximately 2 times larger than values associated with the first wave in 
the same group. Following passage of a group, average Ssed values were observed 
quickly to decline to their former value. 

In order to investigate further the wave-by-wave 'pumping' effect, the Goda 
run-length was utilised {Goda, 1985). Here, the start of a wave group was defined by 
the passage of a wave of height (hj) that was observed to mobilise bottom sediments. 
For the group to continue, successive waves must be equal to or exceed hj. In all 
cases an observed linear increase in average Ssed values with j demonstrated the 
enhancement of the sediment resuspension process by the passage of a successive 
series of larger than average waves (Figure 5). At present suspended sediment 
transport formulae do not include explicitly this important effect and thus are likely 
to underestimate the sediment transport rate in combined wave-current situations. 
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Figure 5.   Goda wave group run length (j) versus observed suspended sediments. 

Burst average suspended sediment concentration profiles 

Burst average suspended sediment concentration profiles observed over the 
range 1cm < z < 50cm are shown in Figure 6. Since ripples are observed to migrate 
beneath the ABS sensors during a burst measurement period, these profiles also 
represent horizontally spatially averaged Ssed values in the direction of ripple 
migration.  The observed profiles show a progressive increase in the burst average 
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suspended sediment concentration over the range lcm < z < 50cm from a minimum 
during burst 34 to a maximum during burst 38. At z > 50cm, Ssed values are small 
(0.00 lg/1 to 0.005g/l) and slowly decay with height above the bed. In all cases the 
profiles are smooth, continuous and are Rouse-like above z ~ 20cm. In the bottom 
10cm, SSed profiles for bursts 37-39 exhibits a significant concave curvature which 
develops through the storm. 

a 

50 

25 

10 

0.0004      0.002    0.004 

sed>g/i 
Figure 6. Suspended sediment concentration profiles, bursts 34-39. 

0.02      0.04 

During the period of increasing wave height preceding the peak storm activity, 
SSed profiles in the range 3cm < z < 40cm for bursts 34-36 were found to follow 
approximately Rouse-type profiles defined by Smith (1977) as 

C(z) = C(a)(z/a)~a 
(1) 

where a is the Rouse parameter (i.e. a = w, //3KU*wc_mm. ), C(z.) and C(a) are Ssed 
values at heights z and a, respectively, above the sea bed, ws is the settling velocity 
(estimated to be 3.5 cm/s, van Rijn, 1989), [$ is the ratio of the eddy diffusion 
coefficients for the fluid and the sediment (assumed to be 1.0), K is the von Karman 
coefficient (0.4) and U*wc-mat  is the maximum wave-current bed shear velocity. 
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Using a least squares fit to the straight line portion of the observed Ssed profiles, 
values for a were obtained from the gradient of the straight line fit, (Table 1). 

Burst S 
(cm/s) (cm/s) 

a U* 
(cm/s) 

34 24.2 15.5 1.27 - 
35 30.9 20.7 1.32 6.6 
36 47.8 22.7 1.33 6.6 

Table 1.   S, RMS wave orbital speed aw, a and Utwc_nua, values derived from 

observed Ssed profiles (Eq. 1), bursts 34-36. 

Utilisation of the observed a values in Eq. 1 gave predicted Ssed values that matched 
well observed Ssed values for bursts 34-36 (R2 > 0.95). U*v/C_ma values for bursts 35 
and 36 agree broadly with values predicted by a number of wave-current models (e.g. 
Soulsby, 1994). Although S and aw values measured during burst 34 are 
significantly lower than those pertaining during bursts 35 and 36, a larger than 
expected value for U*wc_max was obtained from the burst 34 Ssed profile data 
(6.8cm/s). This may imply that the assumed settling velocity of 3.5 cm/s is incorrect 
for this burst and for this reason the value for U*wc_max for burst 34 is not included 
in Table 1. 

In the case of bursts 37, 38 and 39 a new expression is required to simulate 
the concave curvature in the bottom 10cm of the observed profiles (Figure 6). In 
these cases it was found that the whole Ssed profile for 1 cm < z < 40 cm could be 
matched closely to the "convective" empirical profile proposed by Nielsen (1992) for 
natural sand ripples composed of coarse grains in oscillatory flows. Thus 

C(z) = C(0)\j-+l (2) 

where L is a characteristic length scale. Nielsen (1992) suggests a value of 2 force'. 
In contrast to Eq. 1, Eq. 2 tends towards a Rouse-type profile when z/L » 1 and also 
tends toward C(0) at the bed. The gradients of Ssed profiles depart from the form of 
Eq. 2 at z > 30-40cm where finer material in suspension might be anticipated. 
Present data indicates that the vertical distribution of Ssed in the range 35cm < z < 
100cm can be modelled well using a second Rouse-type profile with a smaller a 
value. However, for z > 50cm, Ssed values are observed to be 3-4 orders of magnitude 
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less than those observed at z < 10cm and can therefore be neglected for practical 
purposes when estimating rates of sediment transport. 

In the present study, Eq. 2 was obtained using a semi-analytical approach by 
assuming that the total wave-current sediment diffusivity is the sum of the Rouse- 
type diffusivity defined in Smith (1977) and a constant diffusivity (£c) found in 
oscillatory only flow over ripples (Nielsen, 1992). This gives 

-wsC- \KU*wc_maxz + £c) 
dz (3) 

and hence C(z) = C(aj 
z + L 

a + L 
(4) 

where a' is a Rouse-type parameter and L = EC/KU,„ 

is identical to Eq. 2. 
.. When a - 0, this profile 

The values of the parameters used in Eq. 4 to obtain the best fit between 
observed and predicted Ssed profiles for bursts 37-39 are shown in Table 2. These 
were obtained by firstly estimating the gradient of the straight line portion of a given 
SSed profile (a') on log-log axes (typically this fell within the range 15cm < z < 
25cm). Using the suspended sediment concentration values at z = 4cm as a 
'reference' concentration, values of L were obtained using C(z) values up to z = 
25cm. Finally, taking the average value of L (Table 2), C(0) was calculated using 
observed concentration values at z = 4cm and U*wc_ma values were derived from 
a'assuming ws = 3.5cm/s (van Rijn, 1989). A comparison between computed and 
observed Ssed profiles is illustrated in Figure 7. In all cases the fit between observed 
and predicted Sse<i profiles is statistically significant (R2 >0.97). 

Burst S 
(cm/s) (cm/s) 

C(0) 
(g/1) 

a' L 
(cm) (cm) (cm/s) 

37   J 46.6 21.8 0.058 1.27 4.2 7.3 6.9 
38 53.1 22.1 0.090 1.48 5.6 10.1 5.9 
39 41.0 23.5 0.079 1.29 3.7 13.3 6.8 

Table 2.   S, <JW and Eq. 4 parameter values derived from observed hydrodynamics 

and Ssed profile data, bursts 37-39. 
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Table 2 shows that values for a' are lower than the value suggested by Nielsen 
(1992) and are similar to the a values shown in Table 1 suggesting a'may be the 
same parameter. Values of the parameter L in the range 3.7-5.6 are only a factor of 
two to four times lower than ks values. A relationship between these two parameters 
is therefore suggested. Work to improve the fit between observed and predicted Ssed 
profiles for these and other field observations of suspended sediment profiles in 
marine situations is currently being undertaken by the authors. 
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Eq.4 burst Obs. 
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0.003 0.006   0.01 0.002   0.03 
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Figure 7. Comparison between and computed Sseij profiles, bursts 37-39. 

Conclusions 

(i) Field data have been obtained in the bottom lm of the water column during a 
storm. 

(ii) Present analysis has examined the temporal response of medium/coarse sandy 
sediments to waves and tidal currents. 

(iii) Sediment resuspension has been shown to be enhanced significantly by the 
passage of groups of waves. 

(iv) Average Ssed profiles observed during storm conditions have been represented 
using a 'simple' Rouse-type profile (Smith, 1977) and a new wave-current 
profile based upon the "convective" empirical profile proposed by Nielsen 
(1992). The new profile allows accurate determination of C(0). 
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CHAPTER 253 

EBB TIDAL DELTA EVOLUTION OF COASTAL INLETS 

Michael R. Dombrowski1, Associate Member, ASCE 
Ashish J. Mehta, Ph.D2, Member, ASCE 

ABSTRACT 

Previous investigations have established the dependence of ebb delta volumes on 
wave energy and tidal energy at sandy inlets. In this study, this dependence was 
examined with respect to the rate of delta growth and the final equilibrium delta 
volume starting with the opening of a new inlet when no delta is present. A 
diagnostic model was developed for examining the influence of the ratio of wave 
energy to tidal energy on delta growth. Model sensitivity tests showed that 
increasing the suspended sediment concentration in the littoral zone caused the delta 
to approach equilibrium faster, but did not affect the equilibrium volume. Increasing 
the wave height increased the time of approach to equilibrium but decreased the 
volume. Finally, increasing the sand size increased the growth rate as well as the 
equilibrium volume. The model was applied to five Florida inlets. It was shown that 
the delta may never attain a true equilibrium volume, and the actual volume may 
fluctuate about a "quasi"-equilibrium volume consistent a wave energy to tidal energy 
ratio representative of the long-term wave and tidal conditions at the entrance. 

INTRODUCTION 

At the seafloor in the immediate vicinity of a coastal inlet the interrupted littoral 
sediment tends to accumulate and raise the floor, leading to the formation of an ebb 
delta. The ebb tidal delta grows due to the supply of littoral sediment and ultimately 
reaches an equilibrium volume when the condition of no net deposition is attained. 
At new inlets, or ones which have been closed for a period of time, the rate at which 
the seafloor is modified by deltaic formation depends on the prevailing physical 

1) Coastal Engineer, Coastal Tech, 1234 Airport Road, Suite 104, Destin, 
Florida 32541, USA. 

2) Professor, Coastal & Oceanographic Engineering, 336 Weil Hall, University 
of Florida, Gainesville, Florida 32611, USA. 
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conditions, availability of littoral sediment, and geologic setting. Previous 
investigations have established the dependence of the delta volume on wave energy 
and tidal energy at sandy inlets. In this study, this dependence was examined with 
respect to the rate of delta growth and final equilibrium delta volume starting with 
the opening of a new inlet when no delta is present. The aim of this study was 
therefore to examine the inter-dependence between significant physical parameters 
governing sediment transport and the rate of delta formation at coastal inlets. 

PROCEDURE 

To examine the influence of the effects of current and waves on the growth rate of 
ebb deltas, a diagnostic approach is developed. The growth process of the delta will 
have an initial condition of a new inlet with no delta present (Figure LA). The 
opening of an inlet the ebb delta volume increases as the inlet tidal current deposits 
material derived from the littoral system and ultimately reaches an equilibrium 
volume when the condition of no net deposition is attained. Delta accumulation 
height will be simulated by modeling tidal currents and superimposed waves to 
determine the combined shear stress, Tb (Pa). The seafloor will continue to rise on 
the condition that the combined shear stress is smaller than the critical shear stress, 
rcr (Pa), for deposition (Figure LB). The model must then determine the delta 
volume when the seafloor reaches an equilibrium elevation (Figure I.C) due to a 
balance of shear stresses (ie. rh = 7cr), and the estimate the time for the equilibrium 
to occur. 
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DIAGNOSTIC EXAMINATION OF SEAFLOOR EVOLUTION 

The net decrease of suspended sediment mass per unit delta bed area, m, with respect 
to time, t (s), is related to sediment settling flux by 

dm (1) 

dt 

Substituting Fs = -pWsCs, where Ws = particle settling velocity (m/s), Cs = depth- 
averaged suspended sediment concentration (kg/m3), and p = probability of 
deposition which is given as/? = (1 - Tb/ra) (Krone, 1962) which can range between 
1 (total deposition) and 0 (no deposition). The settling velocity can be expressed as 
Ws = [(4gdS0/3CD)(ps-pJpJ]m, where ps = particle density (kg/m3), pw = seawater 
density (kg/m3), d50 = median particle size (mm), g = acceleration due to gravity 
(m/s2), and CD = drag coefficient (Schiller and Naumann, 1933). The value of CD 

outside the Stokes range (Reynolds number < 1) decreases rapidly then levels off and 
becomes nearly constant (e.g., 0.43 for spheres) in the fully turbulent flow regime 
considered. 

Equation 1 can thus be expressed as 

dm  -K. 
dt f 1 W.C. (2) S      5 

where Hf [x] = heavyside function such that Hf [x > 0] =x, and Hf [x< 0] =0. Next, 
pd = ADm/V, where pd = dry bed density, AD = ebb delta deposition area (m2), m 
= mass (kg), and V = delta volume (m3). Furthermore, dV = dhAD = d(d)AD, 
where dh = change in water depth and d(d) = change in ebb delta height. 
Substituting these relations into Equation 1 results in an expression for the change of 
ebb delta height over time: 

did) _    H 

dt f 
T V cry 

wc s    s (3) 

Given Ws, Cs, and pd, Equation 3 can be solved provided rb and rcr are determined. 
Komar and Miller (1974) found that data for sediment threshold under oscillatory 
flows closely agreed with Shields' (1936) relationship for incipient grain motion 
under unidirectional flows. Thus, rcr = 0.058(ps - pw)gd50, can be used to determine 
the critical shear stress for waves and currents. Grant and Madsen (1978) prescribed 
the following relationship for shear stress due to both current and waves, Tb = 0.5 
Pwfm>U?, where f^ is the wave-current friction factor, and the combined wave-current 
velocity near the bottom, Ut = {Uwb

2 + Vj + 2Ucb Uwb cos</>)1/2. The quantity, Uc cb> 

is the near-bed current velocity over the bottom, Uwl> = near-bed orbital velocity due 
to waves (m/s), and <j> = angle between the current and wave direction. During 
flood flow, when <!> = 0, the waves are able to penetrate over the shoal and into the 
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inlet channel thereby causing more bottom scour at the delta during flood flow than 
ebb.   Therefore, 4> = 0 will be assumed for this study. 

For calculating the bottom stress, rb, the friction factor due to the combined current 
and waves is given by fcw = (\Ucb\ fc + \Uwb\ fw)/(\Ucb\ + \Uwb\), where/, = 
friction factor due to current, and/w = friction factor due to waves. The near-bed 
orbital velocity due to waves can be obtained from linear wave theory, Uwb = [HTT 

cosh(kh)/T sinh(kh)] (Dean and Dalrymple, 1984), where k = wave number equal to 
2-K/L (1/m), L = wave length (m), T — wave period (s), and h = water depth at the 
delta (m). As a wave train propagates from offshore into shallower water, the wave 
height changes as the depth changes. According to linear wave theory, the shoaled 
wave height (m), H = [HJC0/2C)1/2(b0/bj'a], where b0 = distance between two 
adjacent deep water wave rays (m), bs = distance between two adjacent nearshore 
wave rays (m), C0 = deep water wave celerity (m/s) equal to gT/2%, C = shallow 
water wave velocity (m/s) equal to (gh)1/2, and H0 = deep water wave height (m). 
The model assumes the contours are to remain straight and parallel. Thus, the 
refraction coefficient, (b0/bs)

112 =1. 

The initial step to determine the near-bed current velocity over the delta, Ucb, is to 
obtain the maximum velocity (m/s) through the inlet for a spring tide is given by 
Umax = (0.86-KP/ TtAc), where P = spring tidal prism (m3), Tt = tidal period (s), 
and Ac = throat cross-sectional area of the inlet (m2) (O'Brien, 1969). The average 
inlet velocity at the mouth of the inlet channel over one-half tidal cycle (m/s), Ul = 
(2Umax/ir). As the flow exits the inlet channel it is considered to spread out from the 
inlet mouth. To obtain a characteristic velocity (m/s), U0, at the shoreward end of 
the deposition area, this velocity is assumed to occur along an arc, one-half the 
distance (m), re (Figure LB), from the entrance mouth to the outer edge of the tidal 
prism based ebb delta area (m2), AP, where re = (2AJJ-K)

112
 is obtained from 

continuity.   Thus, U0 = (2U,w/-wrX where w = width of the entrance (m). 

As the seafloor rises, the water depth decreases with respect to the initial water depth 
(m), h0, whereby to maintain the continuity of flow, the current velocity over the 
delta (m/s), Uc, must increase. The current velocity, Uc, decreases with distance 
from the entrance as the flow spreads out over the delta from its inner to outer limit. 
For this study, Uc will be defined as its value at the inner limit of the delta. It 
should also be noted that the velocity profile of Uc is vertically uniform, it is 
therefore necessary to apply a correction factor to obtain the near-bed velocity (m/s), 
ucb- 

From the logarithmic velocity profile (Mehta, 1978), the ratio of the near-bed 
velocity to the depth averaged current velocity, Ucb/Uc = ln(zblz0)lln(hlz0)-l, in 
which z0 = theoretical origin of the logarithmic profile (m), and zb = distance above 
profile origin (m) and is set here equal to 0.05 m. The virtual origin of the profile 
is obtained from the Manning-Strickler formula, z0 = 107n6. 
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Mehta and Ozsoy (1978) noted that a representative Manning's n value of 0.028 can 
be used for sandy inlets with a typical initial water depth of 4.0 m. Thus, the current 
velocity obtained by continuity is multiplied by a correction factor of 0.40, Ucb = 
0A0Uo(ho/h). Note that when the equilibrium delta volume is attained, Uc = Ucr, 
hence Ucb = Ucr = 0A0Uo(ho/he), where he = equilibrium water depth (m). 

Inserting equations above into Equation 3 results in the governing equation for ebb 
delta height variation with time, and is expressed as 

d(d) 
dt P<i T7T 

(Z/a)2cosh2£/z   fl 1f- 
4sinh2ft/z 

U h 
O   *0 Hacoshkh U„K 

2.5sinhA;/j   h 

(4) 

In the finite difference form, the left hand side of Equation 4 becomes Ad/At, and 
was solved using the fourth order Runge-Kutta iteration method for the incremental 
change in delta accumulation, Ad, for At = Tt (tidal period). The incremental 
change in delta accumulation, Ad, can then be multiplied by the depositional area, 
AD, to obtain the incremental ebb delta volume, AV. The cumulative volume change 
is then plotted to illustrate the effects of waves and currents on ebb delta growth rate 
and estimate the duration to achieve an equilibrium volume. 

MODEL PARAMETERS 

Ebb delta area. AD. It is necessary to identify the ebb delta depositional area, AD, 
over which deposition occurs. This was achieved by empirically correlating the tidal 
prism based ebb delta area, AP, with AD using measurements of 21 ebb delta areas 
of Florida's lower Gulf Coast inlets (Davis and Gibeaut, 1990). The equation of the 
regression line relating the tidal prism based delta surface area and the delta 
depositional area, AD = 2.34AP

081, corresponds to the coefficient of regression of 
r2 = 0.65 which shows an acceptable relationship. The surface area, AP = P/2aos, 
is characterized by spring tidal prism, P and spring sea tidal amplitude (m), aos. 

Suspended sediment concentration, C. Downing (1984) presented a time-series of 
sediment concentrations at three locations across the surf zone at Twin Harbor Beach, 
Washington. The investigator found two distinct types of vertical concentration 
profiles. The first occurred between resuspension events ranged from 0.0002 to 
0.0004 kg/m3, when the sediment concentration had vertical uniformity. While 
during resuspension events a concentration gradient, 0.0015 to 0.0100 kg/m3, 
occurred within 0.10 m above the bed in a total column water depth of 0.25 m. 
These concentration ranges will be assumed to apply for this study. 

Sediment grain size diameter. d50. Mehta and Ozsoy (1978) noted that for sandy 
inlets the median grain size at most inlets range between 0.2 and 0.4 mm. This 
range will be considered in the present study. 
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Deep water wave height and period. H„. The deep water wave height has a 
significant effect on the growth rate of the ebb delta and its equilibrium volume. By 
adjusting the wave height, the model generated delta volume-time curve can be made 
to pass through the appropriate smallest and largest measured delta volumes at a 
given inlet. A characteristic wave period of 8 seconds will be used for all model 
runs. 

Friction factors, fw, fc. The friction factor due to current, fc = 8gn2/h1/s, where 
Manning's n and h = water depth (Mehta, 1978). Mehta and Ozsoy (1978) noted 
that a typical mean Manning's n value of 0.028 can be used for sandy inlets. The 
initial water depth used to model the evolution of the ebb deltas averaged 4 m 
(Dombrowski, 1994), resulted in a characteristic friction factor due to current of 
0.039. It should be noted that Mehta (1978) determined friction factors for three 
inlets on the Gulf Coast of Florida ranging between 0.021 to 0.050. 

The friction factor due to waves, fw, was obtained from the wave friction factor 
diagram developed by Jonsson (1965) which plots the friction factor against the wave 
Reynolds number. Given, h = 4 m, H0 = 0.4 m, and wave period of 8 seconds, Re 

= 1.7 x 104, corresponds to the fully turbulent flow range (Figure 6 in Jonsson, 
1965). Given the typical variation of Re in the present study, a representative value 
of fw = 0.005 in the fully turbulent flow range was chosen. 

Tidal inlet characteristics. The tidal inlet characteristics used in the analysis are 
derived from the database found in Dombrowski (1994). The characteristics include: 
inlet throat width, throat depth, tidal prism, and spring tidal range. 

EFFECTS OF IMPORTANT PARAMETERS ON DELTA GROWTH 

The effects of important parameters on the rate of delta formation at coastal inlets is 
examined. The three selected parameters are 1) suspended sediment concentration, 
Cs; 2) median sediment grain size, d50; and 3) deep water wave height, H0. The 
influence of varying these parameters on the volume growth curves are shown in 
plots of ebb delta volume versus time, beginning with a new inlet with no delta. The 
range of values of these three parameters are found in Dombrowski (1994). 

Suspended sediment concentration. C. In the Equation 4 for the change rate of ebb 
delta height, d(d)/dt, is proportional to the suspended sediment concentration, Cs. 
Figure II plots the ebb delta volume, V = AD(h0-h), versus time (years) for three 
suspended sediment concentrations. A characteristic that is evident from the growth 
curves is that the equilibrium ebb delta volumes are the equal (1.4 x 106 m3) for the 
three concentrations. However, it is evident that as Cs increases the rate of 
deposition becomes more rapid. 

Sediment grain size diameter. d5C. Two physical parameters are dependent on the 
median grain size diameter, d50, the settling velocity, Ws, and the critical shear stress 
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Figure II.       An  illustration   of  the   influence   of  suspended   sediment 
concentrations on calculated delta growth rate. 

for sediment transport, Tcr. The ebb delta volume versus time plot for varying 
sediment diameters (Figure III) is characterized by three different growth rates and 
equilibrium volumes. The increase in the sediment diameter increases the rate of 
deposition, due to the dependence of particle fall velocity on sediment size. An 
increase in the sediment size also increases the critical shear stress, allowing the 
sediment bed to remain more stable as compared to a bed composed of smaller grain 
size under the same flow conditions. This effect results in an increase in the 
equilibrium volume for increasing grain diameters. 

10 20 30 40 50 
Years 

Figure III. An  illustration  of the   influence  of  sediment  grain  size 
diameters on calculated delta growth rate. 
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Deep water wave height. Hc. As the waves approach the shoreline, its height 
increases as the water depth decreases. This increase in wave height in turn 
increases the near-bed orbital velocity, Uwb, hence reduces the rate of deposition. 
Figure IV plots the ebb delta volume versus time illustrating delta growth due to 
current alone, 0.0 m wave height, and two additional deep water waves heights of 
0.4 and 0.8 m. During sea conditions when the deep water wave height is equal to 
0.0 m, the rate of deposition is observed to be relatively rapid compared to the other 
two wave conditions. Note the drastic decrease in the equilibrium volume with 
increasing H0. 
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Figure IV.      An illustration of the influence of deep water waves on 
calculated delta growth rate. 

Model sensitivity tests showed that increasing the suspended sediment concentration 
in the littoral zone caused the delta to approach equilibrium at a greater rate, but did 
not affect the equilibrium volume. Increasing the wave height increased the time the 
delta approached equilibrium but decreased the equilibrium volume. Finally, 
increasing the sand size increased the growth rate as well as the equilibrium volume. 

TIME-EVOLUTION OF DELTA VOLUMES 

The time-evolution of sand volumes of five selected deltas along the east coast of 
Florida including those at 1) Jupiter Inlet; 2) South Lake Worth Inlet; 3) Boca Raton 
Inlet; 4) Bakers Haulover Inlet; and 5) Sebastian Inlet were analyzed. These inlets 
were chosen because 1) the date when each inlet was opened was available, and 2) 
four or more data points were available per inlet to represent the time-variation of 
ebb delta volumes. A plot of the measured delta volumes versus date of survey with 
the corresponding volume ranges for Jupiter Inlet obtained from the model is 
presented. The theoretical volume curves were derived from the model using the 
specific characteristics of the respective inlet. These data including 1) spring tidal 
prism, P; 2) inlet throat width, w; 3) inlet depth, h0\ and 4) spring tidal range, 2aos 
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are summarized in Dombrowski (1994). By adjusting the deep water wave height, 
H0, and the suspended sediment concentration, Cs, the delta volume-time curves were 
made to pass through the appropriate smallest and largest measured delta volumes. 

Wave energy to tidal energy ratio, a. The inlet stability parameter, a, was 
introduced by O'Brien (1971) and was later expanded by Mehta and Hou (1974) to 
provide an indicator of the stability of inlets. An inlet in equilibrium is due to a 
balance between the wave energy which tends to close an inlet and the tidal energy 
which maintains the opening. For the present study, the (non-dimensional) stability 
coefficient, a, defined as the ratio of longshore wave energy to the tidal energy is 
used to provide an indication of the relative effect of waves and tidal current in 
governing the rate of growth of the ebb delta. In a reduced form for a representative 
deep water wave height H0, the relationship can be expressed as: 

H2
0TwT, 

64iraP 
(5) 

where T = wave period (s), Tt = tidal period, aos = spring tidal range, and P = 
spring tidal prism). 

As the deep water wave height is increased at a given inlet, a increases and reflects 
a tendency to drive material toward the inlet and the nearshore area, thus limiting the 
delta volume. Conversely, if the deep water wave was set to zero, the corresponding 
a would equal zero indicating a current-determined delta. This condition results in 
a larger ebb delta volume as compared to a higher a-value for the same inlet when 
waves are present. 

Jupiter Inlet. Nine delta volumes were available for Jupiter Inlet since this entrance 
was re-opened for navigation in 1947 (Figure V). The near linear delta growth rate 
from 1947 to 1967 is character "tic of the high initial growth of the delta following 
the opening of the inlet. This high growth rate is consistent with the occurrence of 
a deep sea floor at the time of the entrance opening when the incipient influence of 
wave action is low. The non-zero delta volumes range between 0.23 xlO6 m3 and 
0.77 xlO6 m3, for the years 1981 and 1993, respectively. This variability may, in 
part, be due to the method used in estimating the volumes which could be on the 
order of 15% for Jupiter Inlet. We infer that this variability is primarily influenced 
by wave action and its seasonal as well as year-to-year variation. 

The model was used to simulate the growth curves matching the volume range. The 
a-value of 0.17 resulting from afl„ = 0.54 m yielded a volume of 0.77 xlO6 m3 in 
1993. The higher a-value of 0.27 was calculated for a H0 = 0.68 m to modify the 
growth curve to achieve a volume of 0.23 xlO6 m3 in 1981. It is therefore surmised 
that the relative wide range in the delta volumes between the two curves is the result 
of waves relative to current. Larger delta volumes correspond to lower values of a 
and vice versa.  The maximum range of a being 0.17 to 0.27 for this inlet. 
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Figure V.       Ebb delta volume versus year with model-calculated volume 
ranges for Jupiter Inlet. 

INFLUENCE OF a ON DELTA GROWTH 

A comparison of the ebb delta volume ranges and the corresponding wave to tidal 
energy ratio, a, for each of the five inlets is illustrated in Figure VI. 
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Figure VI.      Ebb delta volume against wave to tidal energy ratio, a 

As a increases, the ebb delta volume has a tendency to decrease, and vise versa. 
Although there is data scatter and a r2-value of 0.58, which is low, the regression 
line does show that there in an inverse relationship between the delta volume to a. 
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The equation of the regression line relating a and V is 

0.15< -0.58 (6) 

Note that V (delta volume) in this case may not represent the actual equilibrium 
value, but may be close to it, given the manner in which the curve fitting was 
conducted. 

DELTA VOLUME VERSUS MAXIMUM WAVE HEIGHT 

Devine (1996) related historical ebb delta volumes with episodic extreme sea 
conditions. The calculated delta volumes for three inlets were plotted against the 
corresponding maximum WIS (Hubertz et al., 1993) wave height of the preceding 
year which showed an inverse relationship between the volumes and wave heights. 
For one inlet, there was no district relationship presumably because the ebb delta has 
not reached a equilibrium condition. 

For this study, 13 surveys performed between 1974 and 1995 of Sebastian Inlet ebb 
delta were estimated and plotted versus the maximum WIS (Hubertz et al., 1993 and 
Brooks, unpublished) wave height of the preceding year (Figure VII). A "best-fit" 
line through the data shows an inverse relationship of wave conditions on the ebb 
delta volumes. The average ebb delta volume for this time period, based on the 
available data, is 1.48 xlO6 m3. The inlet has not undergone any major modification 
since before 1974, therefore the only one parameter controlling the delta volume is 
the changing sea conditions. The fluctuation of data about the average may be 
indicative of the ebb delta being in a "quasi"-equilibrium condition due to: 1) the 
variation of sea conditions; and, 2) the sink not available to accumulate more sand. 
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Figure VII.     Ebb delta volume versus maximum WIS wave height for 
Sebastian Inlet. 
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CONCLUSIONS 

Effects of Significant Physical Parameters on Delta Growth, Three parameters, 
namely the suspended sediment concentration, sediment grain size, and the deep 
water wave height, were varied in the diagnostic model developed for delta growth 
to determined their effects on the rate of delta formation at coastal inlets. It was 
found that an increase in the suspended sediment concentration increases the rate of 
approach to equilibrium, but does not result in a change in the equilibrium volume. 
On the other hand, a change in the sediment grain size and the deep water wave 
height effect both the rate of growth and the equilibrium volume. Thus, an increase 
in the sediment diameter increases the rate of growth due to the dependence of the 
particle fall velocity on sediment size, and increases the critical shear stress resulting 
in an increase in the equilibrium volume. An increase in the deep water wave height 
increases the near-bed orbital velocity at the site of the delta, hence decreases the rate 
of growth.   The equilibrium delta volume likewise decreases. 

Effects of a on Equilibrium Delta Volumes. It was shown through the application 
of the model to five Florida inlets that there is a dependence between the ebb delta 
volume and the wave to tidal energy ratio, a. The growth of the delta is determined 
by the rate at which the sand, supplied by the littoral system, is deposited by the ebb 
tidal flow. As wave action increases, thus increasing a-value, the delta growth rate 
decreases as wave and current induced bottom shear stresses scours sand deposited 
on the delta. 

The dependence of delta volume on a partly explains the observed fluctuations in the 
delta volume at many inlets, since a tends to vary seasonally as well as annually. 
This relationship was further illustrated by plotting the ebb delta volume of Sebastian 
Inlet versus the maximum wave height of the preceding year. Another cause of 
variation of the delta volume at a given inlet is that even under constant sea 
conditions, the equilibrium volume often occurs after several decades following the 
opening of an inlet. Thus the delta volumes measured during the early years of 
evolution will be lower than the equilibrium volume. It was shown that the delta 
may never attain a true equilibrium volume, and the actual volume may fluctuate 
about a "quasi"-equilibrium condition. This would be consistent with a value of the 
wave energy to tidal energy ratio representative of the long-term wave and tidal 
conditions at the entrance. 
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CHAPTER 254 

Adjustments toward Equilibrium of a Large Flood-Tidal Delta 
after a Major Dredging Program, Tauranga Harbour, New Zealand 

Terry Healy, Joseph Mathew, Willem de Lange, and Kerry Black 

Abstract 

The Port of Tauranga is located within a tidal inlet estuarine lagoon system which 
has been dredged to improve navigation for shipping since 1968. In 1992 a major 
dredging program deepened the entrance navigation channel through the ebb-tidal 
delta from 10 to 14 m, and the inner harbor channels to -13 m. As a condition of the 
consent to dredge a detailed monitoring program was required which included 
annual hydrographic surveys over the flood and ebb-tidal delta as well as recording 
current meter records from morphodynamically sensitive locations to compare with 
records taken before the dredging. Results of the hydrographic surveys showed 
significant morphodynamic change of the flood-tidal delta had occurred essentially 
by the time the 6 month dredging program was completed. Comparison of the S4 
current meter recordings showed current changes consistent with expectations of the 
EIA. Changes on the ebb-tidal delta were not expected but have occurred although 
not as rapidly, and seem to be ongoing. 

Introduction: The Pre-dredging Assessment of Impacts 

The Port of Tauranga was established last century within a meso-tidal estuarine 
lagoon enclosed by a Holocene barrier island and tombolo system (Fig. 1). The inlet 
exhibits many morphological features typical of a meso-tidal inlet as presented by 
Boothroyd (1985), including a flood and ebb-tidal delta system and a narrow inlet 
gorge. Prior to dredging, channel depths reached 7-8 m through the delta systems 
with the narrow inlet gorge attaining 30 m. 

* Coastal Marine Group, Department of Earth Sciences, University of Waikato, 
Hamilton, New Zealand.     Email: trh@waikato.ac.nz 
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Fig. 1. Location map of Tauranga Harbour flood and ebb-tidal deltas and dredged 
shipping channels. 

The port was expanded in the 1950s, and in the 1960s Wallingford Hydraulics 
Laboratory of the UK was commissioned to undertake a study investigating 
improvements for navigation approaches to the port. To improve port operations for 
ocean-going vessels, dredging of a navigation channel to depths of 10 m through 
both the flood and ebb-tidal deltas was carried out in the late 1960s. As was to be 
expected in a high current flow sandy tidal inlet located on a littoral drift shoreline, 
the navigation channels required significant maintenance dredging. Since the initial 
navigation channel construction through the tidal delta system, the average 
maintenance dredging has been -70,000 m3 per year, which was taken primarily 
from specific zones of channel deposition located either side of the inlet gorge, i.e., 
in the Entrance Channel through the ebb-tidal delta, and in the Cutter Channel 
which transects the flood-tidal delta. 
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In 1992, as part of further port expansion, a major shipping channel deepening and 
widening program was undertaken to deepen the channels from 10 to 13 m within 
the harbor, and to 14 m outside of the entrance. This involved dredging some 5.5 

million m^ of predominantly sandy material with some shell gravel (Healy et al., 
1991). 

A condition of the consent permitting the development, required the port company 
"to monitor all aspects of the dredging programme and its impact upon the 
environment, and take such action as necessary to mitigate adverse effects that the 
dredging shall have." Accordingly, monitoring included annual full hydrographic 
surveys over the flood-tidal delta and adjacent channels, pre- and post-dredging 
measurement of current flows using RCMs, and surveys of barrier island shoreline 
change, in conjunction with biological monitoring. The monitoring continued until 
the end of 1995, some 4 years after the dredging. 

The aims of this paper are to report on the morphodynamic changes that occurred 
after the dredging in this large tidal inlet and delta system, and make an assessment 
of the time it took for the inlet-tidal delta system to readjust to changed hydraulic 
conditions. 

Morphodynamic Change 

Morphodynamic change refers to change in bathymetry or landform created by the 
actions of the formative processes, in this case the currents and waves. Changing the 
conditions of the tidal inlet dynamic equilibrium, such as by inducing current flow 
hydraulic change will likely change the sediment transport pathways, and therefore 
lead to morphological change. The most sensitive areas are the ebb and flood-tidal 
deltas and the associated channels. 

The projected impact on morpho- and hydrodynamics was studied at the El A stage 
using 2-dimensional hydrodynamic modelling (Bell, 1991). The modelling indicated 
a substantial alteration to the current flow regime over the flood-tidal delta and 
shipping channel (the Cutter Channel), but no detectable impact on tidal currents 
over the ebb-tidal delta. Within the harbor the major impact predicted was that the 
shipping channel of ~13 m depth (c.f. original natural pre-dredged depths of 5-6 m) 
would act as a tidal "sink" on the ebb flow which would substantially alter the tidal 
cycle residual flow vectors over the flood-tidal delta (Fig.2). Accordingly, Healy et 
al. (1991; 1993) predicted as a result of the dredging that parts of the flood-tidal 
delta sediment transport pathways would be subject to change which would likely 
induce some morphodynamic change. What was not known was how long it would 
take for the flood-tidal delta to come to equilibrium after the dredging. 
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Fig. 2. Residual velocity vector differences showing the changes due solely to the 
deepened shipping channel in a spring tide (after Bell, 1991). 

Sedimentation Within The Dredged Channels 

Deepening an entrance channel to an inlet creates a greater hindrance to littoral drift 
and a more effective sediment trap. The long term effectiveness of the sediment trap 
is measured by the maintenance dredging requirement. For this case, since the 
channel deepening of 1992, the maintenance dredging has increased from a long 
term average of -70,000 m3 per year to ~110,000 m3 per year for each of 1993, 
1994, and 1995. An increase of this magnitude was expected, and to date has been 
remarkably uniform in amount per year. The sediment has accumulated on both the 
seaward and the harbor side of the inlet gorge. 

The Flood-Tidal Delta (Centre Bank) 

The flood-tidal delta is perhaps the most sensitive to morphodynamic change 
because it is formed largely as an interplay between the tidal current hydraulics and 
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sediment supply, whereas the ebb-tidal delta may also be influenced by wave action. 
Centre Bank shows some features typical of the Boothroyd (1985) "horseshoe crab" 
morphological model of flood-tidal delta, but is distorted by alignment of the 
harbour in relation to the inlet entrance, and the consequent predominant ebb-tidal 
discharge flowing laterally across the feature rather than being diverted by the ebb 
shield around the delta. For Centre Bank the EIA showed that deepening of the 
shipping channels within the harbor would be expected to induce a much greater 
west-to-east component of flow across Centre Bank, and this would likely have an 
impact on the sediment transport pathways. 

The availability of earlier hydrographic surveys over Centre Bank, and the regular 
soundings since 1989, allow a close monitoring of the changes. The changes in tidal 
channel and bank outline bathymetry for the 1 m and 5 m depths relative to chart 
datum (extreme low water spring tide level) are presented in Fig.3. The plots show 
that between 1982 and 1989 the Lower Western Channel where it crossed the flood- 
tidal delta, markedly reduced in depth with a greater proportion of the tidal flow 
being diverted around and to the south of Centre Bank, at which time the disparate, 
shallower small southern shoals were scoured away. In July 1992 the major 
dredging program was just being completed, and as a result of the greater west-to- 
east tidal flows across Centre Bank, the Lower Western Channel was already 
opening up again. By September 1993, the Lower Western Channel had re- 
established itself, coincident with shallow shoals also redeveloping on the 
southeastern margins, and increased area of shoaling on the eastern margin adjacent 
to the shipping channel. Since 1993 the flood-tidal delta morphology has not 
changed in broad outline (Mathew et al., 1995). 

The net bathymetric differences exceeding 0.5 m between April 1990 and April 
1994 are presented in Fig. 4. A broad zone of scour is evident along the Lower 
Western Channel, resultant upon the deepening of the channel. A zone of minor 
scour occurred along the outer ebb shield, with a parallel band of minor accretion, 
indicating a relocation of the distal ebb shield. Minor scour also occurred along the 
southeastern flank of Matakana barrier island. Accretion was marked on the flood 
ramp due to channel realignment, as well as an additional capping on the highest 
part of the inner ebb shield, and along the northeastern rim of the Centre Bank 
adjacent to the shipping channel. 

J. Mathew (in prep.) has undertaken detailed analysis of the sounding data including 
detailed cross sections. The profiles showing the most change are presented in Fig 
5. The sounding sections show post-dredging infilling and scour of parts of the 
Lower Western Channel, with only minor change on the other parts of the Centre 
Bank. In particular the shallowing of the ebb shield, interpreted as a strong 
possibility in the EIA (Healy et al., 1991), has partly occurred, but only up to 0.5 m 
vertical accretion over an area of ~ 600 x 300 m2, and this change likewise occurred 
rapidly after the 1992 dredging. 
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Fig. 3. Bathymetric changes in the Lower Western Channel between December 1982 and March 1995. 
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Fig. 4. Bathymetric differences on the flood tidal delta exceeding 0.5 m vertical 
extent between April 1990 and April 1994. 

Air Photo Record 

The annual vertical air photos flown since the major dredging have shown 
realignment of the direction of the sand waves which cap the topographical high of 
Centre Bank, geomorphically the ebb shield. Noticeable on the eastern sector of the 
ebb shield the sand wave bedforms have shown an easterly movement. The air 
photos also show a response of the flood ramp to the dredging and removal of part 
of a rocky shelf which had been protruding into the inlet gorge and was considered 
a hazard to navigation. This resulted in an expanded flood jet onto the flood ramp, 
and created a new area of scoured shell-gravel lag. Expansion of the flood jet was 
consistent with the higher current flows recorded after dredging by the S4 current 
meters, discussed below. 
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Fig. 5. Cross-sections across Western Channel showing deposition of up to 3 m in 
Lower Western Channel (EF) and up to 6 m in the blind flood channel (GH) 
between 1983 and 1994. 

Changes in Current Flows Near Panepane Point 

Current flows were monitored at 3 locations adjacent to the barrier island side of the 
inlet using S4 electromagnetic current meters. These were located in the Lower 
Western Channel, Pilot Bay Channel and on the edge of the Cutter Channel. The 
resulting data (Figs 6a-b) show some changes in velocities for the Cutter Channel 
site with greater flood tide dominance rising from 0.85 m/s to 1.20 m/s after the 
1992 major dredging. In the Lower Western Channel near Panepane Point there was 
an increase in current magnitude from 1.00 m/s peak flood flow and 0.75 m/s peak 
ebb flow before the dredging to 1.25 m/s peak flood flow and 1.10 m/s peak ebb 
coincident with a directional change after the dredging. However a later deployment 
at the same site in 1994 showed that the current direction had resumed its pre - 1992 
dredging alignment. 

The observed increase in current speed at points measured is consistent with a re- 
aligned and laterally extended tidal jet as a result of removal of the Tanea Shelf 
from the inlet gorge. That, as expected, has induced some change in the affected sea 
floor, in particular the Lower Western Channel and flood ramp area. 
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Fig. 6. Current velocities at 1 m above the bed before and after dredging at: (a) the 
edge of Cutter Channel and (b) at Lower Western Channel near Panepane Point. 
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The Ebb-Tidal Delta 

Annual bathymetric surveys were also carried out over the ebb-tidal delta since 
1989. Comparison of the surveys indicates that the ebb delta has been largely stable 
in terms of its gross morphology, for example the terminal lobe has not changed in 
location between 1989 and 1995 (Fig.7). The major identifiable change has been 
that a proximal (inner) blind ebb channel northwest of Mount Maunganui has 
tended to infill from about 13 m depth in 1989 to 10 m depth in 1995. A distal 
(outer) blind ebb channel has increased in size. 

Overall there has been no sudden or substantial change to the ebb delta morphology 
which can obviously be linked to the entrance shipping channel deepening in 1992. 
This is consistent with the numerical model residual vector patterns carried out in 
the EIA which showed that there was unlikely to be identifiable difference from 
deepening the Entrance navigation channel from 11 m to 14 m. 
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Fig. 7. Bathymetric differences on the ebb-tidal delta between March 1989 and 
September 1995. 
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Conclusions 

Since the 1992 major channel dredging, the hydrographic surveys have shown that 
some areas of the flood ramp have accreted by up to 3 m in vertical extent while up 
to 2.5 m of scour associated with increased currents have occurred in the non- 
dredged semi-major Western Channel. Alignment of large 'dune' bedforms on the 
topographic high of the flood delta, morphologically the ebb shield, has changed 
significantly, but the depths have changed only by about 0.5 m, and overall the 
broadscale morphology of the flood-tidal delta has retained its coherency. 

In terms of how rapidly the tidal inlet and delta system has adjusted to new 
conditions after the substantial hydraulic change to the tidal delta system 
consequent upon the 1992 dredging, it is clear that major readjustment for the flood- 
tidal delta was very rapid, and essentially occurred by the time the dredging was 
completed - over a 6 month period. On the other hand, the ebb-tidal delta 
adjustment has been much slower and seems to be ongoing. 
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CHAPTER 255 

LABORATORY MOBILE BED MODEL STUDIES ON EBB TIDAL SHOAL 
EVOLUTION 

Xu Wang , Lihwa Lin and Hsiang Wang 

Abstract 

Laboratory mobile bed experiments were conducted to study the ebb tidal 
shoal evolution process under storm wave conditions. An idealized inlet 
configuration was chosen for the experiment representing a typical median-sized 
inlet on the east coast of Florida, USA. Six different cases were tested including a 
natural inlet and a jettied inlet with different jetty length and jetty type. Formation 
of ebb tidal shoal was observed in all cases; the rate of growth and location of ebb 
tidal shoal were different for the cases. Inlet channel shoaling and beach erosion 
next to the inlet are far more severe in the case of natural inlet than that in the case 
of jettied inlet. In general, the established tidal shoal tends to grow during the ebb 
cycles and deteriorate during flood cycles. And partial removal of ebb tidal shoal 
has shown to increase downdrift beach erosion and reduce the rate of ebb shoal 
growth, though the rate of change of the mined case rapidly approached that of the 
case without mining. 

1. Introduction 

Ebb tidal shoal is a common feature associated with tidal inlets in coastal 
area. It is created by the combined deposition of littoral material diverted from 
adjacent beaches together with the alluvial material carried out from inlet by the 
tidal current. When inlets are stabilized with training structures, ebb tidal shoal can 
become more prominent as littoral material is diverted further offshore into deeper 
water. As a consequence, the ebb shoal volume also increases. This causes 
additional disruption of the normal longshore sediment transport and often results in 
severe downdrift shoreline recession. In Florida, over 85% of the shoreline erosion 
is considered to be related to inlets, particularly to those with training structures. 

Engineer I, Division of Natural Resources Management of Lee County, FL 33902, 
Research Scientist,   Professor, Coastal and Oceanographic Engineering Department, 

Univeristy of Florida, Gainesville, FL 3261 l.USA. 
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Since ebb tidal shoal is formed mainly by material diverted from the updrifit beach it 
is a tempting source, and reasonably so, to tap for downdrift beach nourishment. 
However, such practice is not common because the formation of ebb tidal shoal is 
part of the natural process and disturbing an ebb tidal shoal environment so close to 
shoreline without knowing clearly its effects is unsettling. 

This paper is aimed at investigating the evolution process of ebb tidal shoal 
on one hand and finding the possibility of utilizing the sand from ebb tidal shoal on 
beach nourishment on the other by means of movable-bed physical modeling in the 
laboratory. To achieve this goal, an inlet model testing is designed and carried out 
to investigate ebb tidal shoal evolution process and corresponding shoreline 
responses for a natural and unimproved inlet, an inlet with jetty structures and with 
the ebb tidal shoal partial removal. 

2. Design Of Inlet Model Experiments 

The inlet-beach physical model was designed with considerations on 
experimental constraints and modeling laws. The model was tested under simulated 
storm wave conditions to insure turbulent flow and suspended sediment transport 
mode. The modeling law adopted in the present study is shown in Table 1, which is 
for an inlet-beach system based on the analyses of the experimental results of a 
series of 2-D and 3-D laboratory model study (Wang, et ah, 1994: Wang, et al., 
1995). 

Table 1: Modeling Law 
Geometric 
Distortion* 

Wave Height 
Distortion 

Hydrodynamic 
Time Scale 

Morphological 
Time Scale 

Nt = ACX
8 

NH = JN^ NT = Jih N,=4K 

N„,Ni, Nk are fall velocity, vertical and horizontal length ratios, respectively. 

The model experiments were carried out in a wave basin located in Coastal 
and Oceanographic Engineering Laboratory at the University of Florida. The wave 
basin has a physical size of 25m wide, 30m long, and lm deep as shown on Figure 
1. The inlet-beach model and a wave maker were located at two long ends of the 
basin. An ideal inlet, of straight, rectangular channel, with uniform width and depth 
of 1.75m and 0.2m, respectively, was constructed cutting through a plane beach 
made of a natural quartz sand (D50=0.19mm). The overall length of the beach from 
updrift to downdrift ends is 19m. The model is laterally bounded on two wave 
guides formed by concrete blocks. The wave guides are perforated to allow flows in 
and out of the test section. The downdrift wave guide is open at the beach end to 
allow downdrift littoral transport to leave the test section and to be collected in the 
catch channel. The plane beach consists of a flat back shore segment, a steep-slope 
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foreshore segment, and a mild-slope offshore profile which extends seaward to 
about 7m form the shoreline beach face before merging with the concrete floor. The 

beach profile approximates an equilibrium shape of h = Ax0i, which h is water 
depth, x is seaward distance from shoreline, A is a scale factor. 

A schematic of experiment setup 

EBB   FLOW 
T> GATE 

SRND   TRRP 
RNNEL 

0      2      1      6      8      10 

SCBLE   IN  METERS 

Figure 1: The Schematic Setup for Movable-Bed Inlet Physical Model. 

The inlet is offset from the center towards the updrift with the updrift beach 
length of 5m and downdrift beach length of 12m. The wave generator is located 
about 27m form the shoreline based on an average water depth about 0.35m. Tidal 
currents are generated by recirculating water through the circulation channels 
connected with the wave basin. The flow discharge is controlled by the flood and 
ebb flow weir boxes. Water is supplied form the upper basin weir boxes (flood flow 
weirs) for flood current and from the lower basin weir box (ebb flow weir) for ebb 
current. A curved feeder beach section at the updrift end allows for continuous and 
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more uniform sediment supply to the downdrift which is purely due to wave- 
induced transport. 

3.   Experimental Conditions 

Six different experimental cases and associated conditions are summarized 
in Table 2. Tidal currents are simulated in the experiment by alternating ebb and 
flood cycles at equal interval of 40 minutes, which is equivalent to a semi-diurnal 
tidal period at 1:80 geometrical scale ratio according to Froud number criterion. A 
constant discharge of 0.04 m3/sec is used for both ebb and flood cycles. The cross- 
sectional averaged currents in the inlet are maintained to be 0.12 m/s and 0.14 m/s 
for the flood and ebb cycles, respectively. The tidal range is 3 cm in the experiment. 

Table 2: Test Conditions of Inlet-Beach System Experiment. 
Case Wave 

height 
Incident wave 

condition (Wave 
period: lsec) 
Wave angle 

Beach slope Jetties (type) 
e: even length 

u:uneven length 

Model 
time 
(min) 

Foreshore Offshore 

Cl 8 cm 15 deg 1:2.4 1:14.5 none 480 

C2 8 cm 15deg 1:2.9 1:14.5 Riprap(u) 1600 

C3 8 cm 7.5 deg 1:2.9 1:14.5 Caisson (u) 3200 

C4 7 cm 7.5 deg 1:2.9 1:14.5 Caisson (e) 3200 

EC1 7 cm 7.5 deg 1.2.9 1:14.5 Caisson (e) 3200 

EC2 7 cm 7.5 deg 1:2.9 1:14.5 ebb shoal mining 3200 

Experiment Cl is to simulate a natural inlet; C2 is to simulate a jettied inlet with 
riprap type jetties; C3 and C4 are to simulate a jettied inlet with caisson type jetties. In 
Case C2 and C3, the inlet consists of an updrift jetty of 1.5m and a downdrift jetty of 
0.7m, both straight and perpendicular to initial shoreline. The uneven updrift and downdrift 
jetty geometry of an inlet is common in Florida. In C4, the updrift and downdrift jetty 
jetties have the same length of lm. Experiment EC1 and EC2 were conducted to 
investigate the effects of ebb tidal shoal removal. Experiment EC1 is the case without 
removal of ebb tidal shoal and EC2 is the case with removal of ebb tidal shoal. Both 
experiments have the same test conditions as that of C4, except C4 has a slight larger width 
of the inlet. The jetty elevation is about 5cm above the flood tide water surface and jetty 
width is 20cm. Figure 2 shows the initial bathymetry for natural inlet case. Also, the major 
difference between riprap and caisson type jetties is that the riprap is porous and not sand 
tight whereas the caisson is impervious. 

4.   Experimental Procedures 

The model experiments is conducted according to the following procedures: 
(1) Prepare initial inlet model bathymetry, (2) Conduct initial profile survey at 
selected cross-sections as shown in Figure 1, (3) Adjust water level and discharge to 
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the specified ebb conditions, (4) Start wave maker to generate storm waves, (5) Run 
the ebb cycle experiment for 40 minutes, (6) Readjust water level and tidal flow for 
the flood condition, (7) Start wave generator and run the flood cycle for 40 minutes, 
(8) Repeat steps from (3) to (7) until an prominent ebb tidal shoal is established, and 
(9) Reshape the model to its initial bathymetry for the next experiment. Eleven 
bottom profile surveys were conducted at irregular time intervals, shorter in the 
early stage and longer later in the experiment. Sediment accumulated inside the inlet 
and outside of the downdrift boundary was collected at the same time when bottom 
surveys were conducted. Both dye and sand tracer studies were conducted from time 
to time. The dye study was for current pattern observation and was documented by 
video recordings. Sand tracers were used for visual examination on sediment 
transport pattern. No quantitative measure of sand tracer movement was attempted. 

Natural Inlet Initial Contours 

-100        0        100      200      300      400      500      600      700      800      900 
Longshore Distance,cm 

Figure 2: Initial Topographic Contours for Natural Inlet Experiment 

The initial topography of Case EC2 was prepared by modifying the final 
topography (3200 min) of EC1, which included mining of ebb tidal shoal and 
downdrift beach nourishment. Sand was removed from the ebb shoal and inlet 
channel areas which is indicated by the dashed rectanger in Figure ?. This sand was 
used in all for the downdrift beach nourishment in the preparation of initial 
topography of EC2. 
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5. Experimental Results 

Formation of ebb tidal shoal was observed in all cases; the location of ebb 
tidal shoal and the rate of growth were different. In the laboratory, + 2cm above the 
initial bottom profile was chosen as the reference plane to present the results of ebb 
tidal shoal growth. 

In the natural inlet experiment, a small shoal formed immediately near the 
entrance in the first ebb and flood cycles as the beach material was rapidly carried 
seaward to form nearshore breaking bars. Inside the breaking line, sediment from 
the updrift beach was seen to move towards the inlet by strong wave action. Outside 
the breaking line, sediment was carried across the channel and deposited at 
downdrfit side of the channel outside the surf zone. Beach erosion was severe at 
both sides of the inlet from the beginning of the experiment. In the following ebb 
and flood cycles, the initial shoal built near the inlet entrance continued to grow and 
expand to form channel shoal and ebb tidal shoal. The experiment was stopped at 
480 minutes or six complete tidal cycles as both channel shoaling and beach erosion 
became excessively severe. The shoreline erosion pattern was nearly symmetrical 
with respect to the inlet center. The generation and growth of the ebb tidal shoal and 
also the shoreline patterns in Experiment Cl using the net +2cm as the base contour 
are exhibited in Figure 3. It is seen that shoaling began at the channel entrance and 
grew in both directions towards offshore and into the channel. At 120 minutes, 
channel shoal and ebb tidal shoal can be separately identified. The ebb shoal began 
to shift towards downdrift after 120 minutes. At the end of 480 minutes, a drastic 
ebb tidal shoal was establish while the channel shoaling was seen to extend and 
reconnect with the ebb shoal. 

In the jettied inlet experiments, general sediment transport patterns were 
similar in the beginning ebb and flood cycles. Accretion of sediment occurred at the 
tips of both updrift and downdrift jetties. Generation of ebb shoal was not evident in 
this early stage. In subsequent time, the sediment transport patterns became 
different, 
which then influenced the development of the ebb tidal shoal. In C2, the updrift jetty 
tended to attract sediment owing to the structural porosity. Accordingly, sediment 
was heavily deposited on both sides of the updrift jetty around its tip. In C3 and C4, 
on the other hand, more updrift sediment was seen to bypass the jetty. In these 
jettied inlet experiments, beach erosion was significant only at the downdrift side, 
particularly in C2 owing to the larger incident wave angle. In C4, the ebb tidal shoal 
was generated more closer to the inlet than in C2 and C3 due to the small incident 
wave height. Compared with C4, EC1 had more centered ebb tidal shoal and much 
less channel shoaling because of the smaller width of the inlet which tended to 
transport more sediment bypassing the jetties. 
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Figure 3: Ebb Tidal Shoal Evolution in Experiment Cl. 
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Porous Jetty Inlet Ebb Shoal Evolution 
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Figure 4: Ebb Tidal Shoal Evolution in Experiment C2. 



EBB TIDAL SHOAL EVOLUTION 3303 

480 min 

10 12 14 16 

1120 min 

10 12 14 16 

6 8 10 
longshore distance (m) 

16 

Figure 5: Ebb Tidal Shoal Evolution in Experiment EC1. 
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Figure 4 to 5 present the evolution pattern of ebb tidal shoal in C2 and C3 , 
respectively. Figure 6 compares the ebb tidal shoal volume for C1,C2, C3 and EC1. 
It is seen that the growth of ebb tidal shoal was unsteady in the early stage in these 
cases. The ebb shoal simply grew during ebb cycles but shrunk during flood cycles. 
After the first few cycles, the ebb tidal shoal began to grow steadily, almost in a 
linear fashion. The process was much rapid in the case of the natural inlet than the 
jettied inlet. The rate of growth apparently slowed down at a later stage of the 
experiment. 

Inlet Model Ebb Tidal Shoal Evolution 

Impervious Jetty Inlet Model Case EC1 

Impervious Jetty Inlet Mprtel Casn 3 

'orous Jetty Inlet Model Case 2 

1000 2000 3000 
Model Time.min 

4000 5000 

Figure 6:   Comparison of Ebb Tidal Shoal Volume Changes for Cl, C2, C3 and 
EC1 

Experiments EC1 and EC2 were conducted to study the effect of the partial 
ebb tidal shoal removal. Figure 7 shows the ebb tidal shoal evolution process after 
part of the ebb tidal shoal sand was removed and used as the downdrift beach 
nourishment in EC2. 

The effects of ebb tidal shoal removal on downdrift beach were evaluated by 
comparing the total volume of sand eroded from the beach between the downdrift 
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jetty and downdrift boundary in experiments EC1 and EC2. This comparison of 
downdrift beach erosion and erosion rate versus the elapsed time is shown in Figure 
8. It is seen that the downdrift beach erosion is overall significant in EC1 and EC2, 
with a greater erosive rate in EC2 than in EC1, though at the later stage, this 
difference became much smaller. 

The degree of restoration of the ebb tidal shoal was evaluated by comparing 
the volumes of the ebb shoal in EC1 and EC2 as shown in Figure 9. At 800 min, the 
ebb tidal shoal in EC2 has less volume than the shoal in EC1 implying a slower rate 
of growth in EC2. However, from 800 min to 1600 min, the ebb shoal growth 
approaches a steady rate in both experiments. The rate of growth fluctuates greatly 
in the first 160 min reflecting the effects of the short time intervals corresponding to 
individual ebb and flood tides. 

6. Conclusion 

Based on the experimental results, inlet channel shoaling and beach erosion 
in the cases of jettied inlet experiment were not as severe as compared to the case of 
the natural inlet. Apparently, the presence of jetties slows down the inlet shoaling 
and beach erosion near the inlet. It is evident that jetty structures are necessary for 
tidal inlets under strong wave environment. 

Formation and growth of ebb tidal shoal were observed in all the inlet 
experiments. The location and rate of growth of ebb .shoal were different, 
though.The ebb tidal shoal were created and expanded during ebb cycles but 
deteriorated and diffused during flood cycles. The porous jetty tended to attract 
sediment deposition near the inlet entrance whereas impervious jetty caused more 
sediment bypassing the inlet. 

Mining an ebb tidal shoal has shown to increase downdrift beach erosion and 
reduce the rate of ebb shoal growth at certain degree. However, the rate of change of 
the mined case rapidly approached that of the case without mining, which implies 
the feasibility of using sediment from ebb tidal shoal in downdrift beach 
nourishment. The experiment was successful in reproducing ebb tidal shoals 
observed in nature. 
However, more research work is needed to gain the insight of dynamics of the 
system. 
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Volume of Downdrift Beach Erosion Versus Time, Model Scale. 
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CHAPTER 256 

INTERACTION OF THE COLORADO RIVER PROJECT, TEXAS, WITH 
LONGSHORE SEDIMENT TRANSPORT 

Daniel J. Heilman1, M. ASCE and Billy L. Edge2, M. ASCE 

ABSTRACT 

In 1985, a weir jetty system was constructed at the mouth of the,Colorado River, 
Texas, and river discharge was diverted from this mouth in 1992. An evaluation of 
project impacts on longshore sediment transport was performed to determine the 
effectiveness of the project at preserving an open, navigable channel while preventing 
excessive erosion along adjacent beaches. This evaluation included both physical and 
numerical analysis of pre- and post-project conditions at the Colorado River mouth. 
Analysis of site data revealed that under the dredging and mechanical bypassing 
schedule followed during the first 8 years after jetty construction, the project resulted 
in significant trapping and sorting of sediment transported alongshore. Numerical 
modeling of the design maintenance dredging plan confirmed the plan to be sufficient 
for achieving project objectives. However, the entrance channel has continued to 
shoal considerably more rapidly than was anticipated during the project design. 

INTRODUCTION 

General Setting 

The Colorado River discharges into the Gulf of Mexico through Matagorda 
Peninsula on the Texas Gulf Coast about midway between Galveston and Corpus 
Christi (Fig. 1). With a generally linear WSW-ENE orientation, the Matagorda 
Peninsula outer shoreline is dominated primarily by Gulf waves from the northeast 
(Fig. 2), and it is subjected to a resulting longshore current that transports sediment in 
a southwestward direction (McGowen and Brewton 1975). The peninsula ranges in 
width from about 1.2 to 1.6 km with an average elevation of approximately 2 m and 
faces the Gulf with a moderately wide sandy beach. The tide is diurnal with a range 
on the order of 0.6 m (U.S. Army Corps of Engineers (USACE) 1977). As reported 
by Morton et al. (1976), the beach varies in composition and texture from fine sand to 
shell and rock-fragment gravel. 

1) Research Scientist, Conrad Blucher Instit. for Surveying and Science, Texas A&M 
Univ.-Corpus Christi, 6300 Ocean Drive, Corpus Christi, TX 78412. Formerly 
M.S. student, Ocean Eng. Program, Dept. of Civil Eng., Texas A&M Univ., 
College Station, TX 77843. 

2) Head, Ocean Eng. Program, Dept. of Civil Eng., Texas A&M Univ., College 
Station, TX 77843. 
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The Colorado River Mouth 

Originally discharging into a large estuary shared with the nearby Brazos River, 
the Colorado River began discharging into Matagorda Bay near the mainland shore at 
Matagorda, Texas, around 1,000 years ago (McGowen and Brewton 1975). Sediment 
transported by the river to the bay was restricted in the mid and late 1800s by a jam 
consisting of tangled masses of logs and brush embedded in silt, which was 
characteristic of the Lower Colorado River (Morton et al. 1976). By 1926, the log 
mass backed up in the river 74 km above Matagorda and created a lake, further 
restricting river sediment discharge by impounding course sediment. As shown in 
Fig. 3, which is a digitized rendering of a survey map prepared in January, 1839, the 
lake and log mass effectively prevented the river from creating a delta in the bay. In 
the late 1920s, a channel was dredged through the log mass, resulting in the release of 
trapped sediment and the rapid growth of the Colorado River delta into Matagorda 
Bay (Fig. 4) (Bouma and Bryant 1969). By 1935, the delta extended across 
Matagorda Bay to Matagorda Peninsula. In search of a direct path connecting the 
river to the Gulf, the Matagorda County and Reclamation District dredged a straight 
channel from one of the river outlets in the delta, across the bay, and through 
Matagorda Peninsula to the Gulf of Mexico (Morton et al. 1976, Ralston 1987). 

The Colorado River Project 

The Gulf entrance of the Colorado River has historically been subject to heavy 
shoaling, primarily due to longshore transport, and was often restricted enough to 
prevent the passage of small boats or flood flows. The major portion of the bed load 
material transported by the river was deposited above the GIWW in a silting basin 
(USACE 1977). The inlet was occasionally re-opened by high river discharges and by 
periodic maintenance dredging (Ralston 1987). 

The shoaling which occurred at the Gulf entrance of the river continued to 
interrupt the capability of the river to serve as a dependable small-craft channel. In 
1968, federal authorization was given for the USACE Mouth of the Colorado River 
Project in response to a need for a dependable, navigable channel connecting the Gulf 
Intracoastal Waterway (GIWW) to the Gulf of Mexico near the town of Matagorda, 
Texas. The project included a jettied entrance at the Gulf of Mexico, a navigation 
channel along the existing Colorado River through the delta, a harbor and turning 
basin, recreational facilities, and full, uncontrolled diversion of the Colorado River 
into Matagorda Bay (Fig. 5) (USACE 1977). The primary benefit from the project 
was dependable navigation between the Gulf and the GIWW. 

The jetty system for the project was completed in 1985 and included a weir jetty 
on the northeast side of the inlet and an impoundment basin adjacent to the weir to 
accumulate southwesterly moving longshore sediment. The river diversion was 
completed in 1992, and construction of a 4.6-m deep and 61-m wide entrance channel 
and a 3.7-m deep and 30.5-m wide navigation channel extending to the GIWW 
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Figure 3.   Survey map of Matagorda Bay, dated January 16, 1839 (original map 
archived by the Texas General Land Office). 
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Figure 4.   Map showing Colorado River delta which extended across Matagorda 
Bay to Matagorda Peninsula by 1935. 
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Figure 5. Features of the USACE Colorado River Project. 

near Matagorda was completed by 1990 (USACE 1977). The jetties and entrance 
channel were aligned along the pre-existing flood discharge channel into the Gulf, 
with the seaward ends of the jetties spaced about 400-m apart. The weir section in the 
northeast jetty extended 305-m seaward from the shoreline at a crown elevation of 
0 mean low tide (MLT). Past the weir section the jetty extended to the 3.7-m depth 
contour and was aligned to serve as a breakwater for the impoundment basin and 
entrance channel. The southwest jetty extended seaward to the 1.5-m depth contour. 

The impoundment basin was initially designed to hold approximately 460,000 m3 

of littoral sediment (USACE 1977). Based on estimated rates of longshore sediment 
transport, it was assumed the basin would require dredging on average once every two 
years. Material dredged from the basin was to be mechanically bypassed by pipeline 
and discharged in the surf zone approximately 610 m downdrift of the southwest jetty 
(Fig. 6). 

STUDY OBJECTIVES 

Because the entrance to the navigation channel and the impoundment basin have 
accumulated sediment more rapidly than was anticipated, assumptions made about the 
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Discharge Zone 
Net Transport 

Figure 6. Colorado River mouth, December 12, 1992. 

sediment transport rate at the mouth of the Colorado River have been in question 
since completion of the jetties (Rozsypal 1994). The frequent maintenance that has 
been required to retain an open, navigable channel has suggested the need for 
modification of the jetties or bypassing system. However, improvements cannot be 
made without accurate understanding of the interaction between the project and 
sediment transport processes. 

To evaluate the influence of the project on longshore sediment transport, a coastal 
processes analysis was conducted using historical and recent data, and numerical 
analysis was conducted using the GENESIS shoreline change model (Hanson and 
Kraus 1989). The updrift and downdrift limits of inlet impact on shoreline migration 
were estimated, a summary of predicted longshore sediment transport rates was 
developed, and pre- and post-project beach profiles were used along with dredging 
records to quantify sediment trapping. Present and future project impacts on shoreline 
stability and longshore sediment transport were estimated through the use of 
GENESIS. Future project effectiveness was tested based on the anticipated pre- 
project maintenance dredging plan. 

PROCEDURE 

Historic Inlet Impact on Adjacent Shorelines 

An evaluation of historical volumetric shoreline changes along Matagorda 
Peninsula was conducted using shoreline position data obtained from the University 
of Texas, Bureau of Economic Geology (Morton et al. 1976, Paine and Morton 1989). 
The data were compiled from topographic charts and aerial photographs and cover the 
period from 1855 to 1982. Based on these data, Morton et al. (1976) and Paine and 
Morton (1989) concluded that the Matagorda Peninsula Gulf shoreline is historically 
erosional. 
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Beach volume change trends were estimated by application of the equilibrium 
beach profile concept as presented by Moore (1982) and Dean (1991). The beach 
volume change trends were evaluated to a distance of 33.6 km downdrift and 11.5 km 
updrift. Using methods developed by Bodge (1995), whereby shoreline change data 
representing pre- and post-introduction of a potential sediment sink are compared, the 
differences between the average of the pre- and post-inlet beach volume change rates 
were considered to identify the net effects of the inlet (which was cut in 1935) on the 
adjacent beaches. In the method, all beach volume change updrift and downdrift of 
the inlet is attributed to the interruption of the longshore sediment transport by the 
inlet (i.e., the effects of hurricanes, cross-shore transport, wind-blown sand transport, 
etc., are neglected). Based on this assumption, the maxima in a curve plotting the 
difference between the averages of the pre- and post inlet volume change rates, 
calculated cumulatively as a function of distance from the inlet, represents the 
alongshore terminus of the beach segment within which the inlet influences beach 
volume change. As plotted in Figs. 7 and 8, the un-jettied Colorado River mouth (as 
existed from 1935 to 1982) may have impacted shoreline stability as far downdrift as 
18.4 km and as far updrift as 5.4 km along the Gulf-facing shoreline of Matagorda 
Peninsula. 
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Figure 7. Cumulative annualized volume changes downdrift of the un-jettied 
Colorado River mouth. The pre-inlet average is based on 1855 to 1937 
shoreline position data, and the post-inlet average is based on 1937 to 
1982 shoreline position data. 
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Figure 8. Cumulative annualized volume changes updrift of the un-jettied 
Colorado River mouth. The pre-inlet average is based on 1855 to 
1937 shoreline position data, and the post-inlet average is based on 
1937 to 1982 shoreline position data. 

Sediment Transport 

As outlined by US ACE (1984), four methods of estimating longshore sediment 
transport exist, including (in order of decreasing preference) calculations based on: 
(1) A known rate at a nearby site; (2) Measured historical changes in bathymetry or 
topography; (3) Wave height and direction data; (4) Only wave height data. These 
prediction methods can be combined to compare estimated rates or to supplement a 
lack of data that precludes the complete application of any one method. The 
traditional methods outlined by the USACE were applied to the study area, and the 
results are summarized in Table 1. 

Calculated net longshore transport rates for the Texas Gulf Coast which are in 
excess of 200,000 m3/yr appear to the authors to represent over-estimates, particularly 
if comparison is made to other calculations of net transport documented for harsher 
wave climates. For example, Bodge (1995) determined the net average longshore 
transport rate to be about 184,000 m3/yr for a beach on the north Florida coast facing 
the Atlantic Ocean; the transport rate along Texas beaches should be less because the 
average wave climate is less severe. Heilman and Kraus (1995) calculated the net 
average transport rate along South Padre Island, Texas, to be 115,000 m3/yr based on 
a sediment budget, and Kraus et al. (1996) calculated the net rate along Mustang and 
north Padre Islands to be 34,000 m3/yr and the gross rate to be 150,000 m3/yr based on 
8 years of wave hindcast data. Also, as noted by Mason (1971), Mason and Sorensen 
(1971), and Kraus and Militello (1996), small cuts have historically existed near the 
eastern end of East Matagorda Bay. These cuts, which are not subjected to strong 
tidal flows, would be expected to rapidly close under a strong longshore transport rate. 
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Table 1. Summary of longshore transport rate estimations for Matagorda 
Peninsula. Net rates are to the southwest. 

Method Rate (m3/yr) 

1. Estimate based on hindcast wave data, spit growth, and 
beach erosion at Brown Cedar Cut, Matagorda Peninsula 
(Mason and Sorensen 1971). 

38,000 net 
460,000 gross 

2. Estimation derived from sediment budget developed for 
nearby Sargent Beach (Seelig and Sorensen 1973). 31,000 net 

3. Average rate based on 47 years of historical shoreline 
position data (Heilman 1995). 152,000 net 

4. Estimation derived from evaluation of sediment 
impoundment at nearby Matagorda Ship Channel jetties 
(USACE1977). 

150,000 net 

5. Estimation based on inspection of historic data at the 
project site, including survey data, aerial photography, and 
dredging records (USACE 1977). 

170,000 net 

6. Design rate used for the project based on combination of 
methods 2 and 3 above (USACE 1977). 230,000 net 

7. Post-project rate based on inspection of beach profile 
survey data and dredging records (revised after Heilman 1995) 
(data obtained from USACE). 

250,000 net 
420,000 gross 

8. Potential rate calculated from a 22-month time series of 
directional wave data using K= 0.77 (Heilman 1995) (data 
obtained from USACE, CERC). 

310,000 net 
580,000 gross 

Over-prediction of sediment transport rates based on bathymetric changes at the 
study site may be due to use of the assumption that sediments are predominantly 
introduced to the system from alongshore. A significant volume of sand may be 
transported onshore as the historic Colorado River ebb delta (if it exists) is eroded by 
waves (Kraus 1995). The cause of the suspected over-prediction of the longshore 
transport rate based on collected directional wave data is unknown, but may have 
occurred if the sampling period (May, 1990 to August, 1992) was not representative 
of the typical, long-term wave climate. A comparison between wave and wind data 
for the study site indicated that the measured wave directions were accurate, with the 
predominant direction being from the southeast and sediment transport reversals 
occurring only 20% of the year. The average mean wave height at a depth of 5.2 m 
was 0.77 m, the average wave period was 5.3 sec, and the average incident wave angle 
was 84 deg measured clockwise from the local shoreline orientation. 

Inspection of aerial photographs and observations made at the site indicate that 
wind-blown sand also plays a significant role in channel infilling, as sand along the 
beach is transported across and around the jetties to constrict the channel opening. 
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This process has been noted to play an important role at other jettied Texas inlets 
(Kieslich 1977, Kraus and Heilman 1996). 

Sediment Sorting and Trapping 

Sediment grain-size data collected in August, 1994, and October, 1995, by the 
USACE, Galveston District, were examined to determine that finer sand (0.02 to 
0.04 mm) collects in the impoundment basin than in the portion of the entrance 
channel adjacent to the basin (0.14 to 0.18 mm). The existence of finer sand in the 
impoundment basin is probably a result of: 1) the sorting of suspended-load 
sediments from bed-load sediments by the weir; 2) the lack of sediment sorting by 
currents in the deep (low-energy) basin; and 3) the transport of fluvial silts and clays 
to the inlet from the navigation channel during ebb flows (these fine sediments may 
be trapped in the basin). Analysis of survey data collected by the USACE revealed 
that the channel and impoundment basin fill from the weir side in a southwestward 
direction and that the heaviest shoaling occurs close to the shoreline. 

As shown in Table 2, a comparison was made between pre- and post-project beach 
volume change rates near the jetties. The change from pre-project beach erosion to 
post-project beach accretion was considered to represent a reduction in the net 
longshore transport of sand past the inlet. The comparison indicated an average 
increase in the beach volume change rate of about 53,700 m3/yr (the difference 
between -9,700 m3/yr and +44,000 m3/yr) between 1984 and 1992 along 3.9 km of 
shoreline updrift and downdrift of the channel. Based on a longshore transport rate of 
approximately 230,000 m /yr, this impoundment of sand at the inlet is equivalent to a 
23% reduction in the transport of sand to beaches downdrift of the inlet. 

Table 2. Comparison of pre- and post-project beach volume change rates. 

Rate of Beach Volume Change (m3/yr) 

Period (Years) 
Updrift Beach 

(from 0.8 to 3.6 km 
from inlet) 

Downdrift Beach 
(from 1.6 to 2.7 km 

from inlet) 

Total 
(along 3.9 km of 

shoreline) 

1857-1935 (Pre-lnlet) 6,700 -2,800 3,900 

1935-1956 13,800 22,000 35,800 

1956-1965 -58,000 60,400 2,400 

1965-1974 -15,400 -109,000 -124,400 

1974-1982 8,100 -13,000 -4,900 

1935-1982 (Average) -7,100 -2,600 -9,700 

1984-1992 31,000 13,000 44,000 
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Numerical Simulation of Shoreline Change 

As a means of supplementing knowledge gained through evaluation of field data 
collected at the project site, numerical modeling was conducted to simulate shoreline 
change based on theory and approximation. The GENESIS model, developed by the 
US ACE, Coastal Engineering Research Center (CERC) (Hanson and Kraus 1989) was 
applied to the study site to test the effectiveness of the design maintenance dredging 
schedule at preventing channel shoaling. Shoreline reaches updrift and downdrift of 
the jettied inlet were modeled separately. Details of the model setup, input, and 
calibration are presented in Heilman (1995). 

Model results indicated that the design maintenance dredging volume of 
460,000 m3 consistently bypassed every other year is sufficient for preserving the 
transport of sand past the inlet and for minimizing channel shoaling. However, the 
model results also suggested that accelerated shoreline erosion will occur updrift of 
the weir due to the unidirectional transport of sediment over the weir. Based on 
inspection of aerial photography and visits to the site, this shoreline recession has not 
distinctly occurred updrift of the weir, although a series of beach profile surveys 
conducted by the US ACE, CERC indicate beach erosion occurred within about 500 m 
updrift of the weir between 1984 and 1992 (Liang 1995). Model results also revealed 
a tendency for sediments to be temporarily stockpiled in the dredged material 
discharge zone (approximately 600 m downdrift) due to wave sheltering by the jetties. 
The sediment stockpiling process may increase rates of channel shoaling as the 
effective length of the downdrift jetty is reduced and northeastward-flowing sand 
enters the channel. 

CONCLUSIONS 

The Colorado River Project was a response to the need for a dependable, 
navigable channel connecting the GIWW to the Gulf of Mexico. Jetties were 
constructed in 1985 including provisions for the mechanical bypassing of littoral 
sediments past the entrance from an impoundment basin filled by functioning of an 
innovative weir. Through utilization of the bypassing system, whereby sediments are 
regularly dredged from the impoundment basin and discharged into the surf along the 
downdrift beach, the potential for accelerated beach erosion has been reduced. 
However, the efficiency of the system has been decreased by the unexpectedly-high 
infilling of the impoundment basin and resulting excessive channel shoaling, and by 
the sorting of littoral sediments. 

Possible causes for the rapid shoaling which occurs at the Colorado River mouth 
include: 

1. A higher than anticipated net longshore transport rate. 

2. The breakup of an assumed historic Colorado River shoal. 

3. The reduction in effective length of the downdrift jetty (which originally 
extended only to the 1.5-m depth contour) by the growth of a shoreline fillet; 
this process results in a nearly unimpeded transport of sediment around the 
jetty during longshore transport reversals. 
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4. The diversion of river discharge to Matagorda Bay and associated reduction in 
flushing of channel sediments from the channel entrance. 

5. The growth of shoals across the channel adjacent to open, unvegetated areas 
of the beach by wind-blown sand. 

Main results of this study are: 

1. Historical records indicate that the un-jettied Colorado River inlet influenced 
migration of the Matagorda Peninsula Gulf shoreline as far updrift as 5.4 km 
and as far downdrift as 18.4 km. The Colorado River jetties and channel are 
expected to exert control on long-term shoreline migration at least as far as 
these extents. 

2. The Colorado River jetties trap sediment despite mechanical bypassing. Some 
sorting occurs as the weir separates suspended and bed-load sediments. 

3. A varying degree of sediment is lost from the mechanical bypassing process 
when more sediment reaches the impoundment basin than can be stored. 
Overflowing sediment may be either lost to shoals (causing navigation 
hazards) or transported farther downshore (starving the local beach). 
Numerical simulation indicates that this sediment overflow can be reduced 
with a consistent bypassing schedule. 

4. Numerical simulation predicts that a unidirectional transport of sediment 
occurs across the weir, resulting in a sediment deficit directly northeast of the 
weir during periods when waves arrive from the southwest. The effects of this 
process have not been observed at the study site. 
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CHAPTER 257 

A Comprehensive Field Study of Tidal Inlet Processes 
at Ponce de Leon Inlet, Florida 

Gary L. Howell1 

1    Introduction 

Traditional coastal engineering concerns at tidal inlets include navigation and 
channel maintenance. Today coastal engineers are faced with new concerns such 
as adjacent shoreline impacts, water quality, and wetlands preservation. The 
development of new engineering tools to address these problems depends on im- 
proved understanding of tidal inlet processes. A necessary component of this 
research is comprehensive field measurement of the complex hydrodynamic and 
sedimentation processes at tidal inlets (Mehta, 1995). 

The field measurement work unit of the Coastal Inlets Research Program 
(CIRP) of the US Army Corps of Engineers is a coordinated effort to acquire a 
comprehensive data set of physical inlet processes. The measurements will be 
used to evaluate and refine existing process models and motivate new predictive 
methods. A wide range of approaches must be served by common measurements. 
These include physical, numerical, analytical, empirical, semi-empirical, and hy- 
brid models. Field data are required for development, calibration, and validation. 

This paper describes the planning, site selection, and design of the study. 
Preliminary results from the first year of data collection are presented. It is 
intended as a reference for investigators using the data. Problems as well as 
successes are described so that future studies will hopefully improve on the efforts 
described here. 

2    Planning 

2.1    Measurements 

The Ponce study is the first major long term field study of a tidal inlet since the 
General Investigations of Tidal Inlets program (G.I.T.I.) of the 1970s. It is also 
the first to benefit from the major improvements in instrumentation and computer 
technology since that time. However a tidal inlet remains a difficult environment 
for field studies. The same conditions that cause hazardous navigation impact 
the installation and survivability of instrumentation. Rapid changes in bedforms 

1 Research Engineer, US Army Engineer Waterways Experiment Station, Coastal and Hy- 
draulics Laboratory, 3909 Halls Ferry Road, Vicksburg, Mississippi 39180-6199 USA. 
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make siting of in-situ gages difficult and mandate frequent surveys. The variety 
of measurements required to describe all of the interacting processes still exceeds 
todays measurement capabilities. 

Careful planning of field experiments is required to match limited resources 
with conflicting needs. Approaches to field experiments are affected by the tech- 
nical discipline and research interests of various investigators. For example, there 
is not a consensus on whether it's best to study a single inlet intensively or study 
several inlets with limited measurements.The planning of the Ponce experiment 
reflects the evolution of research from traditional tidal hydraulics problems to 
problems of decadal or longer time scales such as impacts on adjacent shorelines 
from dredging and other engineering activities. Today there is more emphasis on 
these longterm geomorphologic responses and the sediment transport processes 
that drive them. Measurement technology has improved in the areas of hydro- 
dynamics but unfortunately, progress in sediment transport measurements has 
been much slower. 

The approach which led to the Ponce study was based on applying an en- 
gineering design method to the field studies. Study proposals and measurement 
requirements documents were developed by each investigator. The requirements 
focussed on the end use of the data, rather than specific gages or surveys. Based on 
requirements, experiment plans were developed which attempted to meet as many 
requirements as possible. Gages and surveys were prioritized by the number and 
technical value of requirements they satisfied. The decision to initially concen- 
trate on comprehensive measurements at a single inlet was based on cost/benefit 
analysis. There remains a need to examine variability between different types of 
inlets, but this will be left to future studies. The planning resulted in the following 
types of measurements: 

• Water levels at the open coast, outer throat, inner throat, and back bay open 
boundaries. 

• Directional wave measurements in the offshore, ebb shoal, and throat areas. 

• Current measurements in the throat and on the ebb shoal. 

• Wind velocity and barometric pressure. 

• Bathymetry 

• Beach profiles on the ocean side 

• Sediment samples 

• Long term monitoring of shoreline, breaker lines, and the shoals. 

• Regular and post-storm aerial photography. 
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2.2    Site selection 

Since the CIRP is a national program, there were many possible field study sites. 
The selection was based on technical merit by using a formal analysis that matched 
technical and operational requirements with the characteristics of candidate inlet 
field sites. Each investigator developed requirements for hydrodynamic and sedi- 
mentary characteristics of the study inlet. Operational and cost factors were also 
considered for each inlet. 

The set of all U.S. inlets was reduced to 12 candidate inlets by establishing 
minimum requirements. From the research viewpoint, availability of historical 
data was a major factor. Relevance as demonstrated by real world problems 
representative of those faced by the Corps was important. Finally the inlet should 
have a manageable physical size for field operations. 

A weighted requirements matrix analysis was employed to compute separate 
metrics for technical and operational characteristics of the candidate inlets. In 
the case of the technical requirements, the field study requirements were used to 
compute the weights. For operational and cost factors, weights were assigned 
based on a consensus of senior field technicians and project engineers. 

The candidate inlets were ranked by operational score, technical score, and a 
combined score which was normalized to provide equal weight to the operational 
and technical factors. Separately each candidate inlet was evaluated to determine 
it's suitability for physical modeling. The major factor in this evaluation was the 
scale factor necessary to represent the inlet in available facilities. For some inlets, 
factors such as tide range and wave generation requirements were also important. 

The results of the formal analysis ranked Ponce de Leon Inlet, Fl. highest. 
The recommendation was reviewed and accepted by all investigators, program 
managers, and sponsors. Experience during the first year of the field study has 
supported the selection. Ponce is a tidal inlet typical of the east coast of the U.S. 
It has a jettied entrance with a visible north jetty and a south jetty covered with 
sand. The design channel is 5m deep and 70m wide. Historically, the inlet has 
undergone significant evolution due to engineering activity and natural response. 
A substantial set of historic data is available (USAE Jacksonville District, 1993). 
Present engineering problems include dangerous navigation, potential breach loc- 
ations, severe scour along the inside of the north jetty, inner bank erosion, and 
jetty sand bypassing problems. Many unique operational advantages at Ponce 
have been important in achieving a successful monitoring effort. These include 
undeveloped land south of the inlet, the Coast Guard Station close by, and a single 
tall condominum building near the inlet which was ideally sited for video monit- 
oring. Ponce is a dynamic inlet which can be expected to undergo measureable 
changes during the lifetime of the study. 
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DWGI0TH1 
A.DCPOTHI 

DWG1EBBI 
ADCPEBB1 

Figure 1: Ponce Inlet long term field measurements. 

3    Instrumentation 

3.1    Hydronamic gages 

Figure 1 shows the layout of the long term instrumentation at Ponce. There 
are directional wave gages at three sites on the ocean side of the inlet. The 
site DWG1INT1 is intended as a reference for incident waves. The gage is 
located in 14m of water north of the inlet in an area where the bottom contours 
are relatively parallel. The site DWG1EBB1 is located on the face of the ebb 
shoal in approximately 7m of water. The site in the outer throat of the inlet 
is DWGIOTHI. Each of these sites has a DWG-1 (Howell, 1992) directional 
wave gage. The DWG-1 is a short-baseline pressure gage array. The pressure 
gages are Paros Digiquartz which provide accurate water level information. PUV 
type directional wave gages using electro-magnetic current meters were not used 
because of the high cost and difficulty of the regular cleaning. The Ponce area is 
regularly visited by shrimp trawlers, making the trawler resistant design of the 



PONCE DE LEON INLET, FLORIDA 3327 

DWG1EBB1 
DWG1INT1 
DWG10TH1 
SPRSBAY1 
SPRSBAY2 
SPRSBAY3 
VITLBAY3 

Ebb Shoal 
North of Inlet 
Outer Inlet Throat 
Deepwater Marina 
Utility Company (W) 
Riverview Restaurant (S) 
Coast Guard Station 

29deg 
29deg 
29deg 
29deg 
29deg 
29deg 
29deg 

04.565min N, 
05.462min N, 
04.605min N, 
05.453min N, 
03.944min N, 
02.266min N, 
03.776min N, 

80deg 
80deg 
80deg 
80deg 
80deg 
80deg 
80deg 

53.902min W 
54.620min W 
54.489min W 
56.432min W 
56.332min W 
54.299min W 
54.909min W 

Table 1: Map coordinates of the principle gage sites. 

Figure 2: DWG-1 directional wave gage modified with a colocated ADCP (top 
right). Continuous digital time series data from both instruments are transmitted 
on a single cable. 
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Gage type Sample period Resolution 
Directional Wave Gages 
Current Profiler 
Bay Water Levels 

0.2-sec 
1-sec 

360-sec 

2-mm 
1 — cm/sec 

1-cm 

Table 2: Sampling periods for the hydrodynamic measurements. Record lengths 
are approximately continuous. 

DWG-1 advantageous. 
The ebb shoal site and the inlet throat site also have RDI 2 broadband 1200kHz 

Acoustic Doppler Current Profilers (ADCP) located on the same mounting pod 
as the DWG-1. Figure 2 shows the right angle upward looking style ADCP used. 
The ADCP is configured for continuous real time output at a \Hz sample rate 
and lm vertical bins. The combined DWG-1 and ADCP share the same cable for 
both power and data output. All data recording is continuous, real-time via the 
cable. The internal recording modes of the instruments are not used. 

Water level data in the inner bay is provided by Paros Digiquartz pressure 
sensors. The sensors are mounted in a steel protective sleeve sleeves are attached 
to a fixed length pipe which is used to mount the sensors to a pile. The top 
of the pipe has a reference mark which can be surveyed to establish the datum 
for the water levels. Both the offshore water levels (from the DWG-1) and the 
inner bay water levels use absolute pressure sensors which require compensation 
for barometric pressure. Another Paros sensor is used as the principle barometric 
pressure measurement and is recorded simultaneously with the water level sensors. 
A backup barometric measurement is available from the meteorological station 
installed on the north beach3The meteorological station is provided by the Battelle 
institute. A standard stilling well tide gage is located at the Coast Guard Station 
(VITLBAY3 in Figure 1). This gage uses an air acoustic sensor and provides 
a check on the air pressure corrections and datums for the pressure water level 
sensors. 

Datums for the offshore water levels obtained from the DWG-1 wave gages 
were not surveyed like the inner bay gages. Instead data analysis of six months 
of data was used to estimate the datums. The technique is based on an iterative 
minimization of the residuals between the Coast Guard Station tide gage (VITL- 
BAY3 and the offshore water levels. The technique selects data windows at slack 
water when the inner and outer water levels approach equality. The method pro- 
duces accuracies comparable to that obtained with conventional surveys. Details 
of the method will be provided in a future publication. 

Table 1 lists the locations of the principle measurement sites. 

2RD Instruments, see http://www.adcp.com/for additional information. 
3 
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' DWGNNT1 

DWG10TH1 
ADCPOTH1 

DWG1EBB1 
ADCPEBB1 

—t ^  

Serial Port Patch 
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PC A Internet 
Router 

PCB 

RTSP.Converter —H BP  , Vitel Rec 

' I I 
^"    EM cable 
— •    Telco 

•   '     56k Telco 

Bay Press Gages 
SPRSBAY* 

Vitel Tide Gage 
VITLBAY3 

Figure 3: Diagram of the Ponce hydrodynamic gage data acquisition system. 

3.2    Time series data acquistion 

Table 2 gives the sample rates and resolution of the measurements. All data are 
acquired continuously. However some of the routine analysis use shorter record 
lengths. For example directional wave spectra are computed using 34 minute 
records windowed from the available 59 minute records.4 All data analyses are 
performed at least hourly. Data from all of the time series gages are logged by a 
single computer located in a leased trailer at the Coast Guard Station. The trailer 
is connected to the Internet via a 56k Baud leased line to the Jacksonville COE 
District office in Jacksonville. Figure 3 shows the layout of the connections from 
the gages to the central logging computer.  Most of the connections are through 

4A variety of analysis products are produced from the Ponce data. Users should check the 
analyses parameters used for the particular product rather than relying on the general description 
here. 
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cable installed for the experiment or local leased telephone lines. This design was 
used instead of radio telemetry because experience in previous projects has shown 
that wireline installations provide higher data return at a lower maintenance cost 
than telemetry. Another reason for use of a central computer facility was the 
desire to preposition the infrastructure that would be required for a larger short 
term experiment. Without this requirement a design based on several outdoor 
Remote Transmission Units (RTUs) could have been used. 

All of the data logged by the central computer are acquired through serial 
ports. The computer is a standard industrial rackmount PC computer. A mul- 
tiport serial card is installed to provide extra ports. There are three identical 
computers installed. Two of the computers are operational all of the time and 
have the serial data arriving continuously. Logged data from one of the com- 
puters is transferred over the Internet link to a computer in Vicksburg which is 
configured with a standard data acquisition, analysis and storage system known 
internally as PMAS (McKinney and Howell, 1996). Should a failure of the prin- 
cipal computer occur, data are automatically acquired from the backup computer. 
The third computer is installed and tested, but disconnected from power, network, 
and serial lines. It can be manually configured to replace either of the two oper- 
ating computers. This mode is used to protect this machine from lightning surges 
which overpower the surge protection devices. 

The software for the PC compatible computers logs the data from each serial 
port to files. The Posix compliant Linux5 operating system provided most of 
the building blocks for the system. Customized code was implemented primarily 
with shell scripts. Procedures too complex for shell scripts were implemented 
as Ada programs using the freely available GNAT Ada compiler6. The software 
is configured to operate completely unattended. Status information is available 
at any time on-site or remotely using the finger command. Automated email 
messages are sent to advise of any unusual situation or error. A status monitor 
implemented as a shell script runs continuously on the computer in Vicksburg. 
It uses a combination of the finger and traceroute commands to detect problems 
at the site and network outages. Automated email messages are also sent by the 
Vicksburg monitor computer to warn of problems. 

3.3    Problems and performance 

The general performance of the hydrodynamic monitoring system has been very 
good. The data acquisition system has achieved over 99% reliability. The ebb 
shoal directional wave gage and ADCP experienced a cable failure during the 
March 1996 storm. The failure was caused by incomplete disassembly of the 
instrument by unauthorized divers.  The instrument located in the throat of the 

6A freely available Unix like operating system which runs on PCs. See http: //www. li. org/ 
for additional information. 

6GNAT is a the Free Software Foundation Ada 95 compiler. See http: //www. gnat. com/ for 
additional information. 
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Figure 4: The SHOALS helicopter Lidar bathymetric system. The Pod on the 
bottom of the helicopter contains the laser, scanner, and optics. The computers 
and operator's consoles are located inside the helicopter. 

inlet has experienced periodic burial by sand. The directional wave gage continued 
to yield useful data. However the sand cover which ranged from l-2m rendered 
the ADCP data unuseable. Relocation of these instruments is under consideration. 
Some problems have been encountered with the Vitel tide gage in setting its range 
to accomodate the extreme highs and lows of the water levels. These problems 
have been easily corrected but compromise the peak tide data until correction. 
After an initial period of working with the telephone company to debug the leased 
telephone lines, the bay pressure tide gages have been very reliable. 

Data analysis of the wave and water level gages has been generally routine. 
However the Ponce system is our first experience with continuous time series 
data from multiple ADCPs. Automated analysis and quality control software 
was not available at the beginning of the study. Development of this software is 
underway, but will require extensive effort before its performance is comparable 
with existing wave and tide measurement software. ADCPs have the potential to 
provide details of both mean and orbital velocities, as well as suspended sediment 
concentrations. As better analysis tools become available these measurements 
should become feasible. 
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4    Spatial monitoring and surveys 

4.1 Bathymetry 
The Ponce study is fortunate to have available a powerful new tool for coastal en- 
gineering work, the helicopter Lidar bathymetric system. The system developed 
by the Corps of Engineers is known as SHOALS. Irish et a/.(1996) in this Pro- 
ceedings provides a detailed description of the SHOALS system and its use for 
monitoring volume changes at inlets. Figure 1 shows bathymetry obtained from 
the SHOALS system. The detailed and rapid coverage provided by the laser 
system allow the details of the complex bottom topography of the inlet system. 

A Lidar system operates by measuring the time difference between the reflec- 
tion of a laser light pulse from the water surface and the bottom. Scanning the 
laser allows coverage of a 100m swath as the helicopter moves across the survey 
area. Figure 4 shows a photograph of the SHOALS system mounted on the survey 
helicopter. The accuracy of SHOALS is continually being evaluated and improved. 
Experience at Ponce shows that accuracies are already comparable with that of 
traditional fathometer surveys. Improved GPS technology now allows SHOALS 
to survey the above water portions of the beach profile. The accuracies of this 
capability are currently under evaluation. 

The main limitation of Lidar technology is dependence on water clarity. At 
Ponce there have been periods where surveys could not be performed because 
the water was too turbid. Turbidity problems were most severe near the throat 
and in the back bay. Turbidity can be caused by a variety of weather conditions. 
These include storms which suspend large quantities of sediment. The rapid 
survey capability of SHOALS makes it ideal as a post-storm survey tool, however 
turbidity will prevent its use during the storm and the recovery period immediately 
afterwards. 

4.2 Shoreline response 
Monitoring of the long term shoreline response is performed using previously 
developed techniques. Data are acquired from 

• Color digital aerial photography 

• Wading beach profiles 

• Continuous video monitoring 

The aerial photography and beach profiles are combined with the SHOALS 
bathymetry in a Geographic Information System (GIS) database. Once in the 
GIS, standard tools such as differencing and volume change mapping are applied. 
As longer records become available, the GIS will be used as a tool to help manage 
the spatial data and facilitate correlations with the hydrodynamic forcing. 
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Figure 5: Video photo looking out from the top of the condominium toward the 
inlet channel and jetties. The photo is a result of a timed exposure which causes 
the breaker lines to appear as white streaks. 

Potential development of inlet response models require long term data of 
shoreline position that is sampled more frequently than annual or semiannual 
beach surveys. One approach that has been applied to beaches on the open coast 
is video monitoring. Konicki and Holman (1996) describe the technique in a paper 
in this Proceedings. For the Ponce experiment, five video cameras were mounted 
on top of a condominium on the south side of the inlet. The cameras provide views 
of the up and down coast beach, the throat, ebb shoal, and flood shoal. Figure 5 
shows an unrectified view from one camera of the channel and jetties. The photo 
is the result of a six minute time averaged exposure. Averaging highlights wave 
breaking zones as white bands. By processing many such photos, shoreline, bar, 
and shoal positions may be tracked. 

The usefulness of the video data has not yet been demonstrated. Long term 
records and substantial efforts in data analysis are required. If successful, results 
from this monitoring will appear in future publications. 

5    Sample storm data 

Figure 6 shows waves from both the offshore gage and the wave gage in the throat 
of the inlet. This storm occurred in March 1996 and was unusual in that the wind 
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OTH1- OUTER THROAT DWG - PRS SENSOR 3/10/1996-3/13/1996 

Figure 6: Inlet wave shoaling during a large storm. Note the modulation of wave 
height by water level in the throat (OTH1). 
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direction stayed fairly constant as can be seen by the wave direction. The throat 
waves show both the effects of shoaling and the sheltering of the north jetty. The 
modulation of the wave height by the tide confirms the importance of water levels 
and tidal currents in predicting waves in inlets. 

Figure 7 shows vertically averaged mean currents on the ebb shoal during a 
moderate Nor'easter. The beginning and end of the record show tidal currents 
dominant as is the ambient condition. As the wind and wave directions change, 
the tidal component of the mean current is strongly influenced. 

Additional data analysis is currently underway and will be reported by the 
program investigators. The data already acquired provide confirmation of the 
complexity of the hydrodynamic and sedimentary processes at Ponce inlet. 
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CHAPTER 258 

Transport of Fluid Mud generated by Waves 
on Inclined Beds 

Thijs van Kessel* C. Kranenburgt and J.A. Battjes* 

Abstract 

Liquefaction of a freshly deposited mud bed may occur if shear stresses 
in the bed, generated by wave-induced pressure gradients, locally exceed 
the yield strength. In this way fluid mud is generated, which has a concen- 
tration close to the original bed concentration (generally a few hundreds 
kg m~3). If fluid mud is displaced, very high transport rates are to be 
expected. This may be an explanation for rapid mud accumulations often 
observed in navigation channels after storm periods. In this paper wave- 
induced liquefaction of a sloping mud bed is investigated with laboratory 
experiments. A yield strength profile of the bed is obtained with a small- 
scale sounding test. Rheological properties of the mud after liquefaction 
are determined with independent rheological experiments. It is shown that 
calculated shear stresses in the bed at the onset of liquefaction just exceed 
the measured yield strength. The combination of waves and a slope turns 
out to be very effective for the transport of fluid mud. 

1    Introduction 

Harbours and coastal areas are affected by the accumulation of mud in several 
respects. Resulting bathymetric changes often hamper navigation and make ex- 
pensive dredgeing operations unavoidable in order to maintain navigable depth. 
Moreover, mud is often heavily polluted as it easily adsorbs many pollutants 
such as heavy metals and pesticides because of its high specific area and surface 
properties. This negatively affects water and sea bed quality and makes disposal 
of dredged material expensive. In order to prevent the undesired accumulation 
of mud, the relevant transport mechanisms have to be identified, thus providing 
a tool for coastal management. 

*PhD Student, Hydromechanics Group, Dept. of Civ. Engrg., Delft Univ. of Technol., P.O. 
Box 5048, 2600 GA Delft, The Netherlands. E-mail: T.vanKessel@ct.tudelft.nl 
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Mud may accumulate gradually by sedimentation from the water column 
during slack tide. This is a slow process, as the sediment concentration in the 
water column generally does not exceed 1 g l-1, and the settling velocity of the 
mud particles is low. The freshly deposited sediments may also be resuspended 
during ebb and flood tides, which reduces the net accumulation rate during a 
tidal cycle. 

Another transport mechanism is the transport of concentrated, near-bottom 
mud layers—often referred to as 'fluid mud'—under the influence of waves and 
gravity. This may result in very high transport rates during a short period of 
time, as sediment concentrations in fluid mud may be up to a few hundreds kg 
m~3. This transport mechanism may be an explanation for the rapid, event-like 
mud accumulations often observed after storm periods. 

In this paper the latter mechanism is studied by means of laboratory experi- 
ments. In §2 the theory underlying the generation and transport of concentrated 
mud layers is discussed in greater detail; in §3 the experimental results are pre- 
sented and discussed. Conclusions are drawn in §4. 

2    Theory 

2.1    Generation of fluid mud 

Several erosion mechanisms of mud are possible. Surface erosion will occur if 
the bed shear stress exerted by the orbital motion of water under waves or by 
current, exceeds the critical shear strength for erosion (Mehta et al. 1989). Bulk 
erosion will occur if the shear stress inside the bed generated by wave-induced 
pressure gradients on the bed surface, exceeds the yield strength of the bed. For 
the experiments reported in this paper the latter mechanism prevailed, as the 
frictional bed shear stress remained small because of the absence of current. 

Because of the very low permeability of a mud bed, water flow inside the bed 
caused by wave-induced pressure gradients is negligible (undrained conditions). 
Erosion caused by fluidisation or swell will not occur in this case. The behaviour 
during and after undrained failure of a mud layer will depend on its state of con- 
solidation. Freshly deposited and consolidated beds tend to decrease in volume 
when subjected to shear, as they are loosely packed. A (positive) excess pore 
water pressure is generated, resulting in decreases in effective stress and strength. 
As the bed liquifies without the flow of water, sediment particles become mainly 
supported by the pore water instead of the grain skeleton. A liquified bed is 
easily transported if net forces are acting on it (De Wit 1995). 

However, if the bed is closely packed because it has been exposed to high 
effective stresses in the past—by burial and subsequent exposure, for example— 
it tends to expand under shear, resulting in the generation of negative pore 
pressures. No liquefaction occurs in this case; on the contrary, the bed 'breaks'. 
Shear stresses needed for this type of failure to occur are generally much higher 
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than those for the liquefaction of loosely packed mud beds. 
The sediment beds used in the experiments described in the present paper 

were freshly consolidated and loosely packed. Therefore, a positive excess pore 
water pressure generated upon failure, and liquefaction of the bed are to be 
expected. 

The yield stress of the sediment bed is the key parameter for possible bed 
failure for the present experiments. It is essential that yield strength is measured 
in situ, as remoulded yield strength tends to be much lower than in situ strength. 
Measurements with a rheometer using a standard geometry in which a bed sample 
is injected gives erroneous results. A better option would be to use a vane 
geometry that inserted into the undisturbed bed, as the shear surface during 
insertion is different from the shear surface when measuring yield strength. 

Another technique, which has been applied to the beds used in this study, is 
a sounding test, during which the force exerted on a small geometry slowly pene- 
trating into the sediment bed is measured with a sensitive balance. With bearing 
capacity theory (Terzaghi 1943) the yield strength profile can be calculated from 
the force as a function of vertical position (Van Kessel 1996b). 

As was remarked before, undrained failure occurs if the wave-induced shear 
stresses inside the mud bed exceed the local yield strength. Shear stresses in the 
bed generated by the pressure gradients caused by waves can be calculated from 
prescribed boundary conditions assuming a certain constitutive behaviour of the 
bed. For stresses well below the yield stress the bed will behave as an elastic 
material, whereas for stresses close to the yield stress the bed will behave as an 
visco-elastic material. Stresses beyond the yield stress result in liquefaction and 
concurrently viscous behaviour. If the constitutive behaviour of the bed is purely 
elastic, then the applied shear stress and the resulting strain are in phase. If the 
behaviour is purely viscous, then the shear stress and shear rate are in phase. 

The wave-induced shear stresses in the bed during the present experiments 
were calculated assuming an elastic constitutive behaviour, which is in accor- 
dance with the concept of a yield strength as long as it is not exceeded. Horizon- 
tal and vertical displacements at the interface between sediment bed and fixed 
bottom were assumed to be zero (no-slip condition), whereas at the interface 
between sediment bed and overlying water the shear stress was assumed to be 
zero. The latter boundary condition can be justified if the stresses inside the bed 
caused by the pressure gradients are much larger than the frictional shear stress 
on the bed surface caused by the orbital motion of water under waves, which 
is shown to be true in §3.2. The final boundary condition needed to obtain a 
closed set of equations is the wave-induced pressure gradient exerted on the bed 
surface, which can be calculated from linear surface wave theory, for example. 
Details of the calculations are not presented herein for reasons of brevity. An 
analytical solution can be obtained (Van Kessel et al. 1997), which is a special 
case of the Yamamoto et al. (1978) model. 
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2.2    Transport of fluid mud 

After the yield strength has been exceeded, the liquified bed starts to flow if sub- 
jected to a net force, which is the gravity force in the present study. As failure of 
the bed is undrained, the sediment concentration in the liquified layer equals the 
original bed concentration, which generally is a few hundreds kg m~3. Because 
of the high viscosity, the flow of these layers tends to be laminar. Mixing with 
overlying water hardly occurs, because of the large density gradient stabilizing 
the interface. 

In order to predict the flow of fluid mud layers, it is essential to know their 
rheological behaviour. The rheology of concentrated suspensions of cohesive sedi- 
ment particles is quite complex; for a detailed discussion the reader is referred to 
Van Kessel (1996a), Toorman (1993), James et al. (1987) and Williams (1984). 
Fluid mud subjected to simple shear flow can be rheologically characterized by 
a (residual) yield strength and a shear rate dependent viscosity (non-Newtonian 
behaviour). A complication is that the viscosity is a function of the shear rate 
history rather than the actual shear rate, because structural changes that take 
place within fluid mud if the shear rate is changed, need time to reach an equi- 
librium situation. The constitutive model used to describe the fluid mud flow in 
the present experiments includes thixotropic behaviour (Toorman 1997): 

rxz = \ry + hoc + 1     *      j 7    (TXZ > \Ty) (1) 

where TXZ is the shear stress parallel to the bed, 7 is the shear rate, TV is the 
yield stress, r^^ is the viscosity as infinite shear rate and c\ and /? are coefficients 
incorporating shear-thinning behaviour. The structure parameter A decreases 
with time from 1 to 0 as a result of structural break-up of the sediment caused 
by wave action (Moore 1959): 

Structural recovery is not taken into account for the present experiments, because 
the time scale of recovery is much larger than that of the experiments. In §3.3 
the calibration of the model coefficients TV, 7}^, c\, (5 and c^ for the sediment 
type and concentration used is discussed. 

The equation of motion for the fluid mud layer can be solved together with 
the rheological model and boundary conditions. The equation of motion can be 
simplified into: 

du        dp     drxz . 
pYt=~Yx + -di + {p-p-)9Sme (3) 

where p is the density of fluid mud, pw is the density of water, u the local velocity, 
t is time, dp/dx) is the the wave-induced pressure gradient, z the coordinate 
normal to the bed, g is the acceleration of gravity and 8 is the angle of the slope 



TRANSPORT OF FLUID MUD 3341 

to the horizontal. The convective terms that should appear in (3) have been 
neglected, as for the present experiments they are very small compared to the 
other terms. Additionally, it has been assumed that the motion of the overlying 
water layer is not influenced by the mud layer, and that the slope is small. The 
pressure gradient at the bed caused by wave action is expressed by: 

— 7— = —k—w, ,, cosfwt — kx) (4) 
ox cosh kh 

where k is the wave number, a is the wave amplitude, h is the water depth, w is 
the circular wave frequency and x the coordinate parallel to the water surface. 

Boundary conditions are: 

z = Dl   :   u = 0 1 , . 
2 = 0:7 = 0/ (5j 

Here z = D\ is the elevation of the interface between non-liquified and liquified 
mud determined from observations and z = 0 is the interface between liquified 
mud and water. Initial conditions are: 

t = 0 : u = 0forall,z (6) 

These equations, which describe the motion of the mud layer after liquefaction, 
were solved numerically. 

3     Experimental results and discussion 

3.1    Experimental methods 

An experimental setup was built to study wave-induced liquefaction and trans- 
port on a slope experimentally (Figure 1). Sediment beds were prepared by 
sedimentation and consolidation of a suspension of China clay in tap water in 
which 0.5% NaCl was dissolved. The initial sediment concentration was 275 kg 
m~3. The suspension was mixed for 2 weeks in order to reach physicochemical 
equilibrium. China clay—mainly consisting of kaolinite—was used as an artifi- 
cial mud because of its reproducible properties and easy handling. After 1 week 
of consolidation the bed height remained constant and the bed was titled to its 
desired angle (0.05 rad). The bed height after consolidation was 0.12 m, its width 
0.65 and its length 4.67 m. 

At z — 0, 0.02, 0.06 and 0.10 m from the bed surface pore pressure transdu- 
cers were mounted to observe the liquefaction behaviour. These transducers were 
located at measuring station 3. The sediment concentration profile in the bed 
was measured with a conductivity probe. Velocities both in the bed (after lique- 
faction) and above the bed were measured with two electromagnetic flow meters 
(EMF) mounted on traversing units to obtain vertical profiles. These traversing 
units were located at measuring stations 1, 2 and 3. Sediment concentrations in 
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wave maker inner tilting flume 
guiding walls !___—i  wave damper 

mud trap 0.92 1.52      2.42 0.56 

]   4.50  t  1.75   , 5.42 3.00 

Figure 1: Experimental set-up (not to scale); measuring stations 1, 2 and 3 are 
indicated; lengths in m 

the water column were measured with turbidity meters in order to estimate the 
importance of interfacial mixing. Also three wave height meters were installed. 
The signals of these instruments were logged onto a PC. 

3.2    Wave-induced liquefaction 

The experiments were started by generating sinusoidal waves with a period of 
1.65 s and an initial wave amplitude of 0.005 m. During the experiments the 
wave amplitude was increased in steps to 0.008, 0.010, 0.013, 0.016, 0.021, 0.027, 
0.036 and finally 0.042 m and the pore pressure response was measured (Figure 2). 
Initially no changes in the wave-averaged pore pressure were observed. However, 
after an increase in wave-height from o = 0.005 to a = 0.008 m, suddenly excess 
pore pressures were generated and the bed started to liquefy. Bed flow does not 
yet occur at this wave-height, as is illustrated in Figure 3, where the velocity 
histories at several levels inside and above the bed are shown. 

The bed did flow if the wave amplitude was increased to 0.010 m. This 
can be derived from Figure 2, where a sudden drop in pore pressure can be 
attributed to the removal of the liquified mud layer. The thickness of this layer 
can be calculated from the observed pore pressure drop (approximately 150 Pa at 
z = 0.06 m), as the initial sediment concentration is known from the conductivity 
probe measurements (p = 1340 kg m-3). The thickness thus estimated ia 0.045 
m. This result is consistent with Figure 4, where the velocity histories shown 
indicate that the bed is eroded up to the level z = 0.065 m. 

A comparison of the wave-induced stresses in the bed—calculated from the 
elastic model—with the yield strength profile obtained with the sounding test 
(§2) is shown in Figure 5. At a = 0.005 m, when no liquefaction is observed, 
wave-induced shear stresses just remain below the yield strength. At a = 0.008 
m, however, onset of liquefaction was observed, which is consistent with Figure 5, 
where, for this wave amplitude, the shear stress exceeds the yield strength in the 
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s 

i(s) 
Figure 4: Velocities versus time for a = 26 mm; z in mm; station 3 

upper 8 cm of the bed. The onset of liquefaction can therefore be well predicted 
if the yield strength profile of the bed is known. The yield strength of the bed 
increased with depth in a similar fashion as the effective stress, wich was also 
observed by Bowden (1988). 

3.3    Fluid mud flow 

After liquefaction the fluid mud starts to flow. Rheological properties of China 
clay have been investigated independently to calibrate the rheological model 
applied (§2). In Figure 6 the equilibrium flow curve of China clay with C = 467 
kg m-3 suspended in tap water with 0.5% NaCl is shown. It was measured with a 
Carrimed controlled stress rheometer equipped with a cone-plate geometry. This 
flow curve has been used to calibrate the Toorman (1997) model. In addition 
to measuring the flow curve, also thixotropic experiments have to be performed 
to measure the time-scales of structural break-up. These measurements are not 
discussed herein, the reader is referred to Van Kessel (1996a). Values for the 
model parameters used are listed in Table 1. 

With the rheological model and the equation of motion presented in §2 fluid 
mud flow can be calculated numerically. Results of these calculations are shown 
in Figure 7. Peak velocities are approximately 0.02 m s-1 and increase in time 
because of structural break-up of fluid mud. Plug flow can be explained by 
the residual yield strength of the bed; negative velocities do not occur for the 
conditions during the experiments because of the finite yield stress. The model 
shows that the combination of wave-loading and the shear-thinning behaviour 
of mud results in a decrease in its effective viscosity, which markedly enhances 
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Table 1:  Calibrated values of the parameters in (1) based on Figure 6 and TV 

shown in Figure 5 

parameter value dimension 
Ty 3.4 + 2352: Pa (z in m) 
%o 0.0066 Pas 
C\ 0.86 Pas 

0 0.081 s 
C2 io-2 

- 

transport under the influence of net forces, such as gravity. 
A displacement of 5 m (approximately the length of the test section) is reached 

within a few minutes, therefore fluid mud flow can be observed only for a short 
period of time, which is confirmed by visual observations. However, quantitative 
comparison between the flow model and measured velocities proved difficult. The 
accuracy of the flow meters in the velocity range of 0.01 m s"1 is low, too. 

After removal of the fluid mud layer, a new non-liquified layer became expo- 
sed, which would only liquefy if the wave amplitude was increased. At a = 0.027 
m, when the bed is clearly completely eroded at z = 0.06 m, a pore pressure 
increase at z = 0.10 m was observed. Erosion of this layer occurred at a = 0.027 
and 0.036 m. 

Even at the largest wave amplitude, a = 0.042 m, not all sediment was 
liquified. After the experiments a layer of 0.02-0.03 m was still present in the 
upper part of the tilting flume, which is not influenced by the sill at the lower 
end. This can be explained by two factors. First, the yield strength close to 
to the fixed bottom is the highest as the mud has been most compacted by the 
weight of the overlying sediment, and secondly, the (high) pressure gradients at 
the end of the experiments are much less effective, as the bed becomes thinner 
and thinner, which leads to lower shear stresses inside the bed. 

4    Conclusions 

Undrained failure of freshly deposited mud layers may be caused by pressure 
gradients on the bed surface, if the resulting shear stresses inside the layer locally 
exceed the yield strength. If the yield strength profile is known, failure can be 
well predicted using an elastic model to calculated shear stresses in the mud 
layer. For loosely packed layers, which have not yet been subjected to higher 
effective stresses than the actual effective stress, positive excess pore pressure 
are generated upon failure and liquefaction occurs. The strength of the layer is 
then much reduced, and a transition from predominantly elastic to predominantly 
viscous behaviour takes place. 
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Figure 7: Velocity profile u(z, t) resulting from wave-induced liquefaction on a 
slope. Dx = 0.04 m, p = 1346 kg m-3, 0 = 0.05 rad, h = 0.30 m, a = 10 mm, 
k = 2.49 m-1, w = 3.93 s-1; rheological coefficients used are listed in Table 1 

If the fluid mud layer generated by liquefaction starts to flow under the in- 
fluence of a net force, e.g. gravity, very high transport rates in a short period of 
time are possible, as the concentration of the liquified mud equals the original 
bed concentration (generally a few hundreds kg m~3). This may partly explain 
the large mud accumulations often observed in the field after a storm period. In 
order to model fluid mud flow, its rheological properties have to be studied first, 
taking into account shear rate dependent and thixotropic behaviour. 

The transport mechanism described in this paper may be important for the 
redistribution of cohesive sediments in depositional areas, where layers of freshly 
deposited, still consolidating mud are present. In erosional areas, however, the 
surface layer has generally been buried in the past and is therefore more com- 
pacted. Also ageing effects will contribute to the strength which tends to be 
much higher than for surface layers in depositional areas. Liquefaction of these 
old layers is therefore unlikely. 
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CHAPTER 259 

Wave on pebble beach and deformation of pebble beach 

Ichiro Deguchi1), Masanobu ONOD and Toru SAWARAGP) 

Abstract 

Hydraulic function of pebble are investigated by carrying out 2-D experiments in 
laboratory. Numerical model for predicting wave height and wave run-up are developed 
by applying a Boussinesq type equation and a non-linear unsteady Darcy's law for the 
fluid motion on the pebble beach and in the pebble layer. The applicability of the model 
are examined using experimental results. Deformation of pebble beach are also 
measured in the field and laboratory to investigate the applicability of Dean's profile and 
to examine the shoreline change by a single-line theory. 

Introduction 

Urban coastal region in Japan have been developed in various ways for various 
purposes. Especially, after the World War II, through the post-war industrial 
reconstruction, Japan experienced a rapid and high economic growth. During that 
period, a large part of natural shoreline around big cities in Japan disappeared by the 
reclamation for heavy industries. As a result, public access to the shoreline decreased 
and natural coastal environment was lost. Recently, there are strong demands for 
restraining lost natural coastal environment and creating new pro-water front structures 
to increase public access to the coast and coastal amenity. 

Target structure of this study is the pebble beach constructed as a permeable 
gentle slope seawall to increase public access and improve coastal view. It is usually 
permitted for such kind of pebble beaches to deform their profiles until they lose their 
originally expected function. The aims of this study are to examine hydraulic function 
of pebble beach and to establish numerical model for predicting wave transformation 
and run-up on pebble beach through carrying out two dimensional experiments. 
Characteristics of deformation of pebble beach is also investigated by using 
experimental results and field data. 

2-D experiments on the hydraulic function of pebble beach 

Experimental set-up and conditions: 

Hydraulic function of pebble beach was examined by carrying out two-dimen- 
sional experiments in a laboratory. Figure 1 shows a rough sketch of the experimental 
set-up. 

1) Department of Civil Engineering, Osaka University,, Suita-city, Osaka 565, Japan 
2) Department of Civil Engineering, Osaka Sangyo University, Daito-city Osaka, Japan 
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We examined two slopes 1/10 and 1/5 constructed by pebbles of different sizes 
in a wave tank of 27m long, 1,9m high and 1,5m wide. To investigate the effect of 
permeability of the slope on incident wave, wave run-up, reflection, we also conducted 
the same measurements on the impermeable slope. The mean diameter D of the larger 
one was about 4.1cm and that of smaller one was 1.8cm. Table 1 shows the permea- 
bility kp, turbulent drag coefficient Cf, added mass coefficient Cm and void ratio A, of 
these two pebbles obtained from the unsteady permeability tests. Depth at the horizontal 
bottom was varied from 25cm to 55cm and incident wave height was in the region of 
6cm to 14cm with the period of 1.2s to 2.0s. 

Surface displacement was measured between 0.5m landward from the shoreline 
and horizontal bottom. When deformation of pebble beach took place, we recorded the 
profile. 

region of measurement of 
surface displacement 

*T().5ifi*~ H=5-14cm, T=1.2s,2.0s 

D=1.76cm,4.08cm ''^-^j^l/lO h=25-55cn 

tanP=i/5    ""'-;-;- ,^ 

Figure 1 Experimental set-up 

Table 1 Characteristics of pebbles 
D(cm) kp (cm2) Cf Cm X 

4.08 

1.76 
0.0038 

0.0015 

0.151 

0.255 

1.0 
1.0 

0.47 

0.46 

Wave height distribution on pebble beach: 
Figures 2 and 3 show measured cross-shore distribution of wave height on 

pebble beach and on impermeable slope of the slope 1/5 and 1/10. Incident wave period 
and height on horizontal bottom in both figure are 1.6s and 14cm and water depth at 
horizontal bottom was 50cm. Closed and open circles are the wave height and set-up 
measured on the impermeable slope and another symbols are the results obtained on the 
pebble beaches. 

Wave height on pebble beach decreases significantly when compared with that 
on the impermeable slope. Especially the decay of wave height on the slope of 1/10 is 
large because incident waves have to travel for long distance on the permeable layer 
when compared with the case of the slope 1/5. On the other hand, there is little 
difference between the wave height measured on the pebble beaches of different sizes. 
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Wave run-up and reflection coefficient: 

Figure 4 shows the non-dimensional run-up height normalized by the incident 
wave height R/H. The horizontal axis is the surf similarity parameter. Measured run-up 
height on pebble beaches shown by closed triangle and rectangle are 40 to 50% smaller 
than that measured on impermeable slope shown by the closed circles. Solid line in the 
figure show the relation R/H=^ that is usually applied to the run-up height on 
impermeable slope. Broken line in the figure is the empirical result for the non- 
dimensional run-up height on rubble mound breakwater obtained by Losada and 
Kurto(1981). 
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Figure 4 Wave run-up height 

Figure 5 illustrates measured reflection coefficient Kr by Goda's method using 
two time series of measured surface displacements on the horizontal bottom. Horizontal 
axis is the incident wave steepness. The value of Kr in all cases are less than 30% and 
significant difference between the value of Kr measured on impermeable slope and 
pebble beaches can not be seen. Kr plotted in the region of wave steepness smaller than 
0.005 is the result of long wave generated by a bichromatic waves. 

•tanp=l/5  tanp=1/10  
—     Miche 

• ~bi* A isrbe- 

60x10      H/L 

Figure 5 Reflection coefficient 

Solid and broken line in the figure are the reflection coefficient on the 
impermeable slope of 1/5 and 1/10 evaluated by the Mich's formulae. 

Numerical model for predicting wave height distribution on pebble beach 

We have already proposed a simple model for estimating wave height on the 
permeable slope (Deguchi et al., 1995). Definition of variables and coordinate system 
used in the model is illustrated in Fig.6. h is the depth on pebble beach and d is the 
thickness of the pebble layer. For evaluating wave height on the sloping beach, we 
apply nonlinear shoaling model proposed by Shuto(1974) with the energy dissipation 
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after wave breaking Et>, energy loss in the permeable layer Ep and surface drag on the 
pebble beach En,. These expression are shown below: 

D:mean diametg: 
Kpe:equivalent perme^birf 
fe:equivalent drag 

coefficient 

Figure 6 Definition of variables 

In the calculation, wave height on the sloping beach was firstly calculated from 
Eq.(l) by giving incident wave height at offshore. When the wave height became grater 
than wave breaking height, wave height was reduced according to the energy loss by 
wave breaking that is given by Eq.(2) (Sawaragi, et al., 1984). 

gHT2 jh2 <;30: small amplitide wave theory 

30 <; gHt/h2 =s 50: HhV = const. 

50 s gHT2jh2 : Hh5l2{jgHT2jh2 -2^") = const. 

Eb = aJ 53-331,. 
0.07 \({pgH2ltf\ 
tan/3/(      p/f      J 

V2 

(1) 

(2) 

where p is the density of water, g is the gravitational acceleration, P is the slope, | is 
the surf similarity parameter and oq is the empirical constant of the order of one. 

When waves propagate on pebble beach, wave height is also reduced by energy 
dissipation on the permeability and the surface drag that are expressed by Eqs.(3) and 
(4) (Sawaragi et al., 1992). 

E -&&-Ck bP~     4    c/> 

E   --* 
""    3n r3sinh3kh 

pfwH
3 

Jfl>' (1-A) 

(3) 

(4) 

where Cg is the group velocity, f is Jonsson's friction factor, and k{ is the imaginary 
wave number determined by the following dispersion relation on the permeable layer: 

2 {S/fe+ 0 smn k^ cosn krf + (l/f,) cosh k// sinh kd 
(S/fe + i)cosh k/icosh \sd + (1/ ,£)sinh k/;sinh kd 

(5) 

ill which k is the complex wavenumber and fe is the equivalent drag coefficient defined 
by using equivalent permeability kpe as follow: 

Vft=Kpealv,fe=O.l + 1.8(u/0Dm (6) 
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Figure 7 is the comparisons of measured and calculated wave height and set-up 
on permeable and impermeable slope of 1/10. The mean diameter of the pebble on the 
permeable slope was D= 1.76cm. Shift of the location of breaking point and decrease in 
wave height are reproduced well by the model. 
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Figure 7 Comparison of measured and calculated wave height 

Numerical model for predicting wave run-up on pebble beach 
Some numerical model have already developed to predict wave run-up on the 

permeable slope (fro example, Kobayashi and Wurjanto, 1990). However, it is not 
sufficient to explain various non-linear phenomena including wave breaking, wave 
propagation into the permeable layer , wave run-up on the slope and so on. Here, we 
developed a numerical procedure for predicting surface displacement on the slope in a 
coordinate system shown in Fig.8. To construct numerical model, we neglected a 
vertical water particle velocity and applied Boussinesq type equation and a non-linear 
unsteady Darcy's law for the fluid motion on and in the pebble beach. Driving force of 
the fluid motion on and in the pebble beach is the pressure gradient. Although pressure 
on the pebble beach calculated from the Boussinesq equation is not hydrostatic, driving 
force on fluid motion in the pebble layer is assumed to be determined by the gradient of 
surface displacement. Definition of variables are shown in Fig.8. 

Figure 8 Coordinate system and definition of variables 

Equation of motion of water particles on and in the pebble beach are expressed 
as follows: 
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du_    dU     ^_h£j^(h^]£\\ _jf_^_\±.^£\_n 

dt     Udx    8 dx~ 2dx[dx\   dt)\     6dx[dxdt\      ' 

Dl=a2±j^(h+ri){i)y^-fu\u\ 

dt dx        dx        Kp ^Kp 

(7) 

(8) 

(9) 

S = {l + (l-A)C,„}/A 

where u and uj are the water particle velocity on the pebble beach and in the pebble 
layer, pDi is the momentum dissipation, K is Karman's constant, 0:2 and 03 are the 
empirical constants. 

Equation of continuity of the fluid motion on the horizontal bottom and on the 
pebble beach are expressed by the following two equations. 

dr\     d 

dt     dx1 •-+—[{r, + h)u]-0 (10) 

17+— [{tl+h)u + hdUd] = 0 
dt     dx 

(11) 

In the region shoreward of the wave front on pebble beach, h in Eq(l 1) becomes zero. 
These equations are transformed into finite difference equations and are solved 

by giving time variations of surface displacement and water particle velocity at the 
offshore boundary. Continuity condition of surface displacement inside and on the 
pebble beach is imposed. A so-called moving boundary condition is used to determine 
the location of wave front on the pebble beach. 

Figure 9 illustrates a comparison of calculated and measured surface 
displacements in the breaker zone on the pebble beach of the slope 1/5 of large grain 
size. 

t(s) 

Figure 9 Comparison of calculated and measured time variation of surface displacement 



3356 COASTAL ENGINEERING 1996 

In the figure, T)(-50), r|(15) and r|(50) are the surface displacements at -50cm , 
15cm and 50cm from the initial shoreline, solid and broken lines are the calculated and 
measured surface displacement. Calculated and measured surface displacements in front 
of the pebble beach, r|(15) and r|(50), coincide well with each other. Calculated 
amplitude of the surface displacement in pebble beach, r|(-50), also reproduces the 
measured one. However, the time variation of measured surface displacement is smooth 
when compared with the calculated result and there is a small phase lag between them. 
Until now, we can not explain the reason of these discrepancy. 

Figure 10 is an example of calculated surface profiles drawn at time interval of 
0.2s on impermeable slope of 1/5. Incident wave period is 2.0s. 
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Figure 10 Surface profile in front of impermeable slope and pebble beach 
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Figure(a) is the result on the impermeable slope and Figures(b) and (c) are the 
results on the pebble beach of different materials. The maximum run-up height on the 
impermeable slope is almost the same as the incident wave height. Run-up height on the 
pebble beach of large materials under the same wave conditions shown in Fig,(b) is 
smaller than the incident wave height and even in the permeable layer, surface 
displacement of the amplitude of more than 1cm exists. Run-up height on the pebble 
beach of small materials shown in Fig.(c) is almost the same as that in the former case 
but the amplitude of the surface displacement in the permeable layer is smaller then the 
former case. 

Open symbols in Fig.4 are the run-up height determined from the calculated 
surface profiles examples of which are shown in Fig. 10. Although the predicted run-up 
height on both pebble beach and impermeable slope are a little bit smaller than those of 
the measured results, the decrease in the run-up height on a pebble beach is expressed 
by the numerical model. 

Characteristics of topography change of pebble beach 
Field and laboratory experiments: 

We examined the characteristics of the deformation of the pebble beach based on 
the bottom topographies measured in two dimensional experiments and field 
measurements. In the experiments, significant deformation took place only in the case 
of pebble beach of small materials of the slope of 1/5. Field measurement were carried 
out on the artificial pebble beach constructed as a gentle slope seawall of the reclamation 
just landward of the Kansai International Airport in Osaka Bay as shown in Fig. 11. The 
total length of the beach is about 3 km and we measured bottom topography in one 
section of the beach surrounded by two groins. The length of the section is 300m. 
Construction of the beach finished in March 1992. In this paper, characteristics of the 
deformation are discussed based on the measured results on October 1995 about 
3.5years after the construction of the beach. 

<^*    A 

Site of field 
measurement 

Marble Beach 

0km   1km   2km   3km   4km 

Figure 11 Location of field measurement 
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The representative planned cross-section of the beach is shown in Fig. 12. 
Average depth at the toe is about 5m and the slope of the beach is 1/15. The surface of 
the beach is covered by pebbles of marble of the diameter 4-10cm. The thickness of the 
cover laver is lm. We call this beach as Marble Beach. 

DL-33? 

Rubble Stone -v „       ,        ,      , .    . , „      . „     . Cover layer (marble stone ofDm=4-8cm) 

Figure 12 Representative cross-section of the Marble beach 

Bottom topography was measured along 15 measuring lines set at an interval of 
20m. Figure 13 illustrates the bottom topography when we see the beach from the land. 
There are groins at both side of this section. 

*v>« 
AVJ^Q 

Figure 13 Measured topography of Marble Beach 

Characteristics of topography change took place on Marble Beach: 
In Fig. 13, two berm crests can be seen at the north side of the beach and it is 

easy to imagine that pebbles were transported landward to form landward berm at first 
stage of the deformation and then they were transported from south to north to form the 
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second berm. According to the empirical eigenfunction analysis, it is found that about 
60% of the total deformation was caused by the longshore pebble transport and about 
30% was caused by the net onshore pebble transport. Measuring line #15 is the north 
end of the beach and #8 is almost the neutral section for the topography change due to 
longshore transport. 
Applicability of 2/3-power law: 

Figures 14 and 15 are the representative cross-sections measured on the Marble 
Beach and in the laboratory. 
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14 Representative measured cross-sections of Marble Beach 
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Figure 15 Measured cross-sections in experiments 

Both sections shown in the figure, as well as those shown in Fig. 14, are the 
typical accretion-type profile. We examined the applicability of the 2/3-power-law to 
these sections. Bruun(1962) and Dean(1991) proposed the equilibrium beach profile 
that is expressed by Eq.(12). 

h = Ax .2/3 (12) 
where h is the depth of the equilibrium beach profile, x is the cross-shore distance and 
A is the empirical constant. 
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Dean (1991) gave physical meaning to Eq.(12) from the view point of energy 
dissipation in the surf zone and proposed the following empirical expression for the 
value of A as a function of settling velocity of the bed material Wf. 

A = 0.067Wf (13) 

We examined the applicability of the expression of Eq.(12) to the measured 
profile of pebble beach in the laboratory and in the Marble Beach. Figures 16 and 17 
are the results. Profiles of both laboratory and field roughly coincide with the predicted 
profiles with the value of A 0.34 and 0.4, respectively. 

 h=0.4x ' 
+ Line #10 
° Line #13 
•   Line #14 

al slope 

0.0 5.0 10.0 15.0 20.0 
offshore distance from berm crest (m) 

Figure 16 Comparison of Dean's profile and that measured on Marble Beach 

O   exp.(H=14cm,T=2.0s) 
•   exp.(H=12cra,T=1.6s) 

-, ! ! r 

10 20 30 40 50 

offshore distance from berm crest (cm) 

Figure 17 Comparison of Dean's profile and that measured in experiments 

Shoreline change: 

To evaluate total energy flux to the beach, we used wave records measured at 
observation station near the Kansai International Airport where various quantities 
concerning with the sea state are measured at one hour interval. 

The total incident wave energy flux are evaluated from south to north and from 
north to south separately. The result is shown in Table 2. Energy flux from south to 
north is larger than that from north to south. Using this result together with the 
calculated volume of pebbles that were transported from south to north, we determined 
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the longshore pebble transport rate and one representative wave to calculate location of 
contour line by a so-called one line theory. 

Table 2 Incident wave energy flux in longshore direction (ton) 

1992 1993 1994 1995 total 

from south to north 

from north to south 

107280 

45720 

178740 

61128 

136656 

56988 

68076 

32580 

490752 

196416 

It is found that the total longshore pebble transport rate Qy is related to the 
longshore energy flux of incident waves in deep water by the following relation: 

Qy [in I day) = 0.036(£Cg) sin 9cos9(t/m/day) (14) 

where (ECg)0 is the incident wave energy flux in deep water and 6 is the incident wave 
direction. 

Figure 18 is the comparison of the calculated shift of the -4m contour line and 
measured location of the same contour line. As can be seen from the figure, -4m 
contour line almost becomes equilibrium 4 years after the construction and the measured 
location coincides calculated location fairly well. The measured contour line locates a 
little shoreward than the location of the calculated contour line. This is because the 
advancement of the contour line caused by the net onshore pebble transport is not taken 
into account in the calculated location of the -4m contour line. 
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Figure 18 Comparison of measured and calculated deformation of -4m contour line 
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Conclusions 

In this paper, numerical models for predicting wave height and run-up on 
pebble beach are proposed and the applicability of the model are examined through the 
laboratory experiments. Although the proposed model is too simple to reproduce the 
phenomena perfectly, we can predict rough figure of the wave tun -up on pebble beach. 
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Characteristics of the deformation of the pebble beach are also investigated 
using measured bottom topography in the field and laboratory. It is found that we can 
apply a so-called 2/3-power law and a single line theory for the cross-sectional profile 
and shoreline change of pebble beach. 
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CHAPTER 260 

Wind-Induced Waves and Currents 
in a Nearshore Zone 

Nobuhiro Matsunaga1, Misao Hashida2 and Hiroshi Kawakami3 

Abstract 

Characteristics of waves and currents induced when a strong wind 
blows shoreward in a nearshore zone have been investigated 
experimentally. The drag coefficient of wavy surface has been related 
to the ratio u*a/cP, where u*a is the air friction velocity on the water 
surface and cP the phase velocity of the predominant wind waves. 
Though the relation between the frequencies of the predominant waves 
and fetch is very similar to that for deep water, the fetch-relation of the 
wave energy is a little complicated because of the wave shoaling and the 
wave breaking. The dependence of the energy spectra on the 
frequency /changes from /-5 to/"3 in the high frequency region with 
increase of the wind velocity. A strong onshore drift current forms 
along a thin layer near the water surface and the compensating offshore 
current is induced under this layer. As the wind velocity increases, the 
offshore current velocity increases and becomes much larger than the 
wave-induced mass transport velocity which is calculated from Longuet- 
Higgins' theoretical solution. 

1. Introduction 

When a nearshore zone is under swell weather conditions, the 
1 Associate Professor, Department of Earth System Science and Technology, 

Kyushu University, Kasuga 816, Japan. 
2 Professor, Department of Civil Engineering, Nippon Bunri University, 

Oita 870-03, Japan. 
3 Graduate student, Department of Earth System Science and Technology, 

Kyushu University, Kasuga 816, Japan. 
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wind 

Fig.l Sketch of sediment transport process in a nearshore zone 
under a storm. 

sediment transport process depends strongly on the wave-induced mass 
transport velocity. The process is relatively slow. On the other 
hand, a large amount of sediment is suspended and transported under a 
storm. The transport process under storm weather conditions is very 
different from that under swell weather conditions. Shepard (1950) 
observed the change of beach profiles along Scripps Pier, La Jalla, 
Carifornia. He revealed that a beach profile with longshore bars forms 
under storm weather conditions and a profile with pronounced berms 
develops under swell weather conditions. The former has been 
referred to as the winter profile, and the latter as the summer profile. 
Komer (1976) claims the use of terms 'storm profile' and 'swell profile' 
to be preferable. 

Many researchers (e.g., Johnson (1949), Rector (1954), Iwagaki 
and Noda (1963)) investigated seasonal variations of beach profiles and 
obtained a critical wave steepness at which they change from the storm 
profile to the swell one. In their studies, the steepness of storm waves 
was regarded as the most important factor to determine the beach 
profile. However, it seems to be difficult to explain the sediment 
transport process under storm weather conditions without considering 
the wind effect. In the case when a strong wind blows shoreward, a 
strong onshore wind-driven current forms along a thin layer near the 
water surface, and the compensating offshore current along the bed (see 
figure 1). The offshore current may transport a large amount of 
sediment seaward because the concentration of suspended sediment 
increases to the seabed. After a storm, in fact, we can often see a 
beach being eroded remarkably and floating matters such as seaweeds 
and pieces of wood being cast ashore. 

In this study, waves and currents formed in a nearshore zone 
under storm weather conditions have been investigated experimentally 
in order to understand the wind effect on the onshore-offshore sediment 
transport. 
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Fig.2 Experimental apparatus. 

2. Experimental set-up 

Experiments were carried out by using a water tank equipped with 
an inhalation-type wind tunnel. Figure 2 shows a schematic diagram 
of the experimental apparatus. The tank was 32 m long, 0.6 m wide 
and 0.94 m high. A sloping bed was attached to the end of the tank as 
a beach model. Its gradient was fixed at 1/30. The mean water 
depth was 0.3 m at the horizontal bed section. Wind waves were 
generated by the shoreward wind. Measurements of the wind velocity, 
wave height and wind-induced current velocity were made at positions 1 
to 5. The distance from the intake of the wind to Position 1 was 11m. 
The intervals between the adjacent measuring positions were 2.0 m. 
Positions 1 and 2 were in the horizontal bed section and positions 3 to 5 
on the sloping bed. The wind velocity was measured by using a 
propeller-type current meter. In the wave height measurements, two 
capacitance-type wave gauges were used in order to obtain the phase 
velocity. They were set 28 cm away. The wave signals were 
digitized at the intervals of 1/50 s and 16,384 data were sampled. 
Horizontal and vertical components of the wind-induced currents were 
obtained by using an electromagnetic current meter. The sampling 
rate of the velocity signals was 1/20 s and the number of sampled data 
was 2,048. 

Table 1 shows the wind parameters and the wave ones. Five 
tests in all were carried out by varing the wind velocity. The cross- 
sectionally averaged wind velocity Um was varied from 7.60 m/s to 21.8 
m/s. F is the fetch and h the mean water depth. The air friction 
velocity on the wavy surface is denoted by w*« and the mean wind 
velocity at a 10 m height by Uw. H is the mean wave height. The 
periods,   lengths  and  phase  velocities  of predominant  waves  are 
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Table 1 Experimental parameters. 

l/„(m/s) Pos. f(m) A (cm) u,o(m/s) ^io(m/s) ^cm) m £*M Cp(m/s) £(cm2) U,a/Cp cD Ur 

1 11.0 30.0 0.335 10.9 2.20 0.467 0.400 0.856 0.688 0.391 9.45E-4 0.130 

2 13.0 30.0 0.259 10.4 2.43 0.467 0.417 0.893 0.836 0.290 6.20E-4 0.157 

7.60 3 15.0 25.0 0.274 10.4 2.63 0.474 0.433 0.914 0.977 0.300 6.94E-4 0.316 

4 17.0 18.4 0.238 10.7 2.83 0.515 0.493 0.956 1.17 0.249 4.95E-4 1.10 

5 19.0 11.9 0.294 11.1 2.99 0.535 0.483 0.903 1.26 0.326 7.02E-4 4.14 

1 11.0 30.4 0.682 18.1 4.68 0.585 0.637 1.09 2.88 0.626 1.42E-3 0.676 

2 13.0 30.2 0.S68 17.3 5.06 0.595 0.685 1.15 3.31 0.494 1.08E-3 0.862 

11.6 3 15.0 25.2 0.723 19.1 5.30 0.658 0.743 1.13 3.53 0.640 1.44E-3 1.83 

4 17.0 18.7 0.823 20.6 5.33 0.662 0.834 1.26 3.59 0.653 1.60E-3 5.67 

5 19.0 12.4 0.658 19.1 4.46 0.699 0.741 1.06 2.57 0.621 1.19E-3 12.8 

1 11.0 29.9 1.18 26.4 5.58 0.662 0.768 1.16 4.01 1.02 2.00E-3 1.23 

2 13.0 30.1 1.29 28.0 6.41 0.714 0.971 1.36 5.07 0.949 2.10E-3 2.22 

15.5 3 15.0 25.5 1.19 27.3 6.55 0.709 0.851 1.20 5.26 0.992 1.91E-3 2.86 

4 17.0 19.3 1.32 29.1 6.11 0.746 0.896 1.20 4.86 1.10 2.06E-3 6.82 

5 19.0 13.4 1.49 31.1 4.55 0.775 0.791 1.02 3.01 1.46 2.30E-3 11.8 

1 11.0 28.5 1.10 29.0 6.05 0.699 0.881 1.26 4.71 0.873 1.45E-3 2.03 

2 13.0 30.0 1.63 34.8 6.39 0.719 0.971 1.35 5.45 1.21 2.20E-3 2.23 

18.9 3 15.0 25.6 1.82 36.9 6.69 0.746 0.955 1.28 6.06 1.42 2.44E-3 3.64 

4 17.0 19.6 2.10 40.3 5.87 0.787 1.00 1.27 4.95 1.65 2.72E-3 7.80 

5 19.0 14.0 2.57 45.6 4.81 0.840 0.830 0.988 3.43 2.60 3.19E-3 12.1 

1 11.0 27.8 1.99 39.4 6.30 0.719 0.971 1.35 5.38 1.47 2.54E-3 2.76 

2 13.0 28.1 2.04 43.3 6.49 0.741 1.02 1.38 5.92 1.48 2.21E-3 3.04 

21.8 3 15.0 24.1 2.02 42.9 6.91 0.794 1.04 1.31 6.41 1.54 2.21E-3 5.34 

4 17.0 18.2 2.19 45.1 5.76 0.794 1.02 1.28 4.64 1.71 2.36E-3 9.94 

5 19.0 13.5 2.40 45.9 4.19 0.885 1.04 1.18 3.09 2.03 2.72E-3 18.4 

represented by TP, LP and cp, respectively. E denotes the total wave 
energy. The drag coefficient CD is defined by (u*a/Uw)2, and Ur is an 
Ursell parameter defined by HLP

2/h3. 

3. Experimental results and discussion 

3.1 Drag coefficient of wavy surface 
Vertical profiles of the mean wind velocity U in the case of Um = 

15.5 m/s are shown in figure 3, where z is the vertical coordinate taken 
upward from the mean water level. Though the wind velocity near the 
ceiling of the wind tunnel decreases due to the boundary layer, a 
logarithmic profile is formed near the water surface. The wind set-up 
increases the wind velocity and the velocity gradient near the water 
surface in the leeward direction.     The values of u*a were calculated by 



NEARSHORE ZONE 3367 

20 

U 
(mis) 

15 

10 

Um=15.5(m/s) 

i AlktUiiH 

° Pos.l 
* Pos.l 
* Pos.3 
* Pos.4 
° Pos.5 

A* 4 

*       i     t    v 

/<H /<H       z(m)     10° 

Fig.3 Vertical profiles of mean wind velocity. 

fitting the logarithmic law 

U = 22-In 2- 
K      z0 

(1) 

to the wind velocity profiles, where K (= 0.4) is von Karman's constant. 
It is read from table 1 that the values of u*a increase with increase of Um 
and with increase of F.     The drag coefficient CD is defined by 

CD = U*a 

U 10 
(2) 

The relation between CD and Uw has been investigated until now by 
many researchers. Some of the empirical expressions and our 
experimental data are shown in figure 4. The data include ones 
obtained through other experiments in which the wind blew on swells 
made by a wavemaker. Though the t/10-dependence for the wind 
waves is different from that for the swell and wind waves, the data 
approach gradually to Kondo's empirical curve when Uw ^ 25 m/s. 
Some of our data are under the values to which the empirical curves 
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Fig.5 Relation between CD and u*a/cP. 
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approach with increase of i/jo.    The validity of these data remains to be 
proved. 

The relation of CD and U\Q has been investigated from the 
standpoint of practicality. However, if we try to obtain a universal 
form for CD, relations between CD and dimensionless parameters should 
be examined. Figure 5 shows a relation between Co and u*a/cP. The 
solid line is drawn by the least-square fit method. The discrepancy 
between the data for the wind waves and ones for the swell and wind 
waves becomes much smaller than that shown in figure 4. Increasing 
linearly with u*a/cP when u*a/cP s 1, CD becomes constant for a large 
value of u*a/cp. 

3.2 Wind waves in shallow water 
It is well-known that the energy of wind waves in deep water and 

the periods of the predominant wind waves increase with increase of u*a 
and F. The empirical fetch-relations proposed by Mitsuyasu (1968) 
are 

• 1/2 f „J7 \0.504 

U*a2 \ U*a2 
«^l.i3ixi<r»lLp (3) 

and 

^lA= LOO (H_ 
S \ U*a2 

•0.330 

(4) 

where fP = 2JT/TP. As read from table 1, the values of TP in shallow 
water increase with increase of F but the values of E do not increase 
monotonically with F because of the wave breaking. We can also read 
that the increase of F corresponds to that of Ur. It means that the wind 
waves progress into a shallow region with increase of F. If equations 
(3) and (4) are rewritten by using the wave energy E0 and the frequency 
fPo at a standard point, 

JL = LFf008 (5) 

and 

£-(#" 
are obtained, where F0 is fetch at the standard point. Equations (5) and 
(6) give the increasing rate of the wave energy to EQ and the decreasing 
rate of the predominant wave frequency to fPo, respectively.        The 
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Experimental data 
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•    Um = 11.6(m/s) 
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Fig.6 Comparison of fetch relation of E in shallow water 
with that in deep water. 

Fig.7 Comparison of fetch relation of fP in shallow water 
with that in deep water. 
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values of E/EQ are plotted against F/F0 in figure 6, where the fetch to the 
breaking point is selected as F0. The breaking point of the wind waves 
is defined as a position at which E becomes maximum. The solid line 
expresses the relation given by equation (5). The dashed line is the 
best fit curve based on the data. In the offshore side from the breaking 
point (F/F0 < 1), the increasing rate of £ is a little larger than that in 
deep water. It may be caused by the wave shoaling. On the other 
hand, in the onshore side (F/F0 > 1), the increasing rate decreases 
rapidly with fetch because of the wave breaking. Figure 7 shows the 
relation between fP /fPo and F/F0. The data collapse well onto the curve 
given by equation (6). It means that the decreasing rate of fP in 
shallow water agrees well with that in deep water. 

Figure 8 shows energy spectra 0(/) of wind waves measured at 
Position 2. The total energy increases with increase of Um because no 
wave breaking occurs at Position 2. The values of (p (fP ) become large 
with the f/m-increase and the values of fP become small. These are the 
same features as in deep water waves. The/-dependence of 0(/) in 
the high frequency region changes from /-5 to /-3 as the wind velocity 
increases.     The spectral form in an equilibrium region is given by 

0(/)°cgo«-2-a/"3~a (7) 

with the aid of a dimensional analysis, where g is the gravity 
acceleration and a an arbitrary constant. In the case when the effect of 
the gravity is much larger than the wind effect, a takes 2. At that time, 
0(/) is proportional to/-5 in the high frequency region. On the other 
hand, as the wind velocity increases, it can be guessed that the effect of 
the gravity becomes small and <p (/)  oc / -3 fn the limit. These 
dimensional considerations are supported by the results shown in figure 
8- 

Figure 9 shows the energy spectra of wind waves at positions 1 to 
5. It is seen that the energy of the predominant waves decays 
remarkably due to the wave breaking. 

3.3 Wind-induced currents 
Figures 10 (a) to (e) show vertical profiles of wind-induced 

currents. Here, u is the horizontal component of the current velocity 
and the negative value indicates that the current is offshore. The 
vertical axis z is normalized using the local water depth h. Offshore 
wind-induced currents are formed in the range of -1.0 <• z/h <, -0.1. 
This suggests that an onshore strong current is generated in a thin layer 
near the water surface.        As a natural result, the offshore currents 
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become stronger as u*a increases and as the water depth decreases. 
In figures 11 (a) to (d), the values of u are normalized by using the 

water friction velocity u*w calculated from (pa/pw)V2u*a. Here pa and 
pw are the densities of air and water, respectively. The values of u/u*w 
at positions 1 and 2 are expressed approximately by the solid line (see 
figure 11 (a)). It may be due to that the wind-induced currents on a 
horizontal bed are uniform in the flow direction and the current velocity 
increases in proportion to u*a. The maximum velocity of the offshore 
currents takes about 1.5u**> at z/h = -0.3. Figures 11 (b) to (d) show 
the normalized vertical profiles for positions 3 to 5, respectively. The 
solid lines in these figures are the one drawn in figure 11 (a).       It is 
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difficult to express universally the vertical profiles on the sloping bed by 
using u*w and h, because even if u*w is uniform in the leeward direction, 
the water depth variation makes the offshore currents accelerate. In 
fact, the values of u/u *w increase in the leeward direction. 

Dimensionless velocity profiles of the wind-induced currents at 
Position 2 and the wave-induced currents are compared in figures 12 (a) 
to (e). The wave-induced velocity is estimated by using Longuet- 
Higgins' theoretical solution (Longuet-Higgins (1953)) and the measured 
values at Position 2. The theoretical results are drawn by the solid 
lines. The wave amplitude a, frequency a and wave number k are 
given by H/2, Irc/Tp and ItfLp, respectively. From these figures, it is 
seen that the wind-induced currents become much larger than the wave- 
induced currents as the values of u*w increase. This suggests that the 
wind effect on the sediment transport under storm weather conditions is 
very important rather than the increase of wave steepness. 

4. Conclusions 

In this study, the caracteristics of waves and currents formed in a 
nearshore zone under storm weather conditions have been investigated 
experimentally.     The obtained main results are as follows. 

1) The drag coefficient of wavy surface CD is related to u*a/cP. The 
values of CD increase monotonically with increase of u*a/cP but 
become constant for a large value of u*a/cP. 

2) In the offshore side from the breaking point, the increasing rate of the 
total wave energy in shallow water is a little larger than that in deep 
water because of the wave shoaling. However, the increasing rate 
reduces remarkably in the onshore side from the breaking point due to 
the wave breaking. The decreasing rate of the predominant wave 
frequency in shallow water agree well with that in deep water. 

3) The wind-induced current velocity increases with the wind velocity 
and becomes much larger than the wave-induced current velocity. 
Therefore, the wind effect is very important in the sediment transport 
process under storm weather conditions. 

The authors are grateful for a grant from the Ministry of 
Education, Science and Culture. 
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CHAPTER 261 

PREDICTING LARGE-SCALE, CROSS-SHORE 
SEDIMENT MOVEMENT FROM ORBITAL SPEEDS 

Edward B. Hands1, John P. Ahrens2, and Donald T. Resio3 

ABSTRACT: The ratio U of near-bed peak orbital speed to grain 
threshold speed should express the competence of coastal waves to 
agitate loose seafloor sediments. Using Stream Function Wave Theory, 
[/can be evaluated separately under the wave crest Uc and trough UT to 
produce a pair of parameters whose relative magnitudes indicate the 
direction of the displacing force. The authors tested this simple 
parametrization in two distinctly different, large-scale coastal transport 
situations. One situation involved relative stabilities and displacements 
of submerged dredged-material mounds outside the normal surf zone. 
These mounds contained 10s to 100s of thousands of cubic meters of 
sandy material. Predicted wave responses match well with 
measurements made over months and years at 11 such mounds widely 
scattered around the United States. The second situation involved 
predicting whether beaches accrete or erode during single storms. 
Comparison between [/-based predictions and 99 beach responses, 
compiled from the published literature, provided good confirmation in 
the second situation. 

Critical values of [/are surprisingly skillful in predicting both types of 
cross-shore movement. Where extreme [/c's exceeded [/T's by more 
than about 5, mounds migrated shoreward; where waves were more 
linear, mounds remained stationary. Beaches eroded significantly where 
UT < -2; and accreted otherwise regardless of the degree of wave 
linearity. 

Research Phy Scientist' and Senior Scientist3 USAE Waterways Experiment Station, 
Coastal and Hydraulics Laboratory, 3909 Halls Ferry Road, Vicksburg, MS 39180 

Specialist2, Coastal Processes, NOAA, Sea Grant, 1335 East-West Highway, Silver 
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INTRODUCTION 

Purpose 
Two very simple critical conditions "explain" different types of coastal sediment 

dispersion. Either the tested large-scale laboratory and field studies fail to capture some 
significant class of conditions or the relative speed of bottom wave oscillations and 
sediment thresholds is the dominant factor controlling coastal profile response from the 
shoreline to well offshore. Broad-scale predictors, even if not precise, are useful to 
engineers who must often work with limited input data. Accordingly, the profile 
adjustment predictors developed here depend on the height and period of the wave, size 
and density of the sediment, and depth and density of the water. 

Background 
Artificial beach nourishment is a widely popular form of storm damage 

reduction. Good uses for dredged sands that improve cost-to-benefit ratios of inlet 
channel maintenance are of keen interest to coastal managers. Much of the sand 
dredged continually to maintain navigation can be used to reduce coastal storm 
damages. Several new uses involve designing submerged mounds to either shelter 
adjacent shorelines from erosive waves or cost-effectively augment the natural sediment 
supply to the coast (Bodge 1994 a 1994b; Foster, Healy, and de Lange 1996; Hands and 
Resio 1994; Landin, Davis, and Hands 1995; Stive et al. 1992). Motivated by the need 
for an easy method to determine which conditions move sand onshore and offshore, we 
found two velocity parameters to be effective predictors in widely disparate transport 
situations. 

DEFINITION OF PARAMETERS 

Both parameters are ratios of near-bed oscillatory peak speeds (NOPS) to the 
sediment threshold speed, i.e., U= u_dmax^ ucrit, where u_dmax is the NOPS and ucrit 

is the threshold speed required to initiate motion of selected grain sizes. As waves 
approach shore, orbital speeds increase under narrowing crests while decreasing under 
widening troughs. A pair of parameters results if a nonlinear theory is used to evaluate 
[/separately under the wave crest (Uc ) and trough (UT). Differences (UC-UT) may be 
crucial especially in contrasting nearshore transport effects of steep storm waves versus 
gentle swell. 

METHODS OF APPLICATION 

NOPS were determined from Dean's (1974) Stream Function Wave Theory 
(SFWT). SFWT contains the crucial nonlinearities and is easy to apply because 
extremely accurate regression equations were developed in this study for a suitably wide 
range of conditions ( 0.002 < d/L0 < 0.20 and HbIA <, H < Hh, where d is water depth, 
L0 is the deepwater wave length, H is local wave height, and Hb is the breaking wave 
height). 
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Under the wave crest, 

'H][V-0-B79 
0.289-0.491(H/d)-2.97(*(.„) ^ 

where T is the wave period and L is the local wave length. Under the trough, 

e 1.996-1.73(H/d)-6.70(«(.o)+5.58(H/(.o) (J) 'H" 
V T, 

More information on fitting near-bed speeds to Stream Function Wave Theory will be 
provided in Ahrens and Hands 1997. 

If the representative grain size d5„ z 2 mm, threshold speeds come from 
Hallermeier(1980) 

fiVQd7o (3) 

where yg is the grain to fluid ratio of unit submerged weights. If d50 > 2 mm, threshold 
speeds come from Komar and Miller (1974) 

"cm = [0.47YffT1" (nd50)3M]4/7 (4) 

For application to long-term fates of submerged mounds, where wave conditions 
fluctuated over a wide range, NOPS were calculated for an arbitrary, but common 
representation for wave extremes: the 12-hr/year exceedance value. Threshold speeds 
were calculated based on median grain sizes as sampled soon after mound placements. 

For discrimination between beach erosion and accretion, the threshold speeds 
were calculated for the reported typical beach grain sizes. The breaker depth was 
selected as a reasonable standard location at which threshold ratios (Uc and UT) are 
compared. This reference depth was obtained by fitting a breaker depth index to the 
SFWT data to obtain 
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0.68 
I 2nJ 

In 1+s 
1-s 

(5) 

where s = Hb 10.171 L0 and Hb comes from Kaminski and Kraus's (1993) expression for 
the breaker height index 

H. 
0.46 

/   u   \ -0.26 

~°J 
(6) 

RESULTS 

The skill of these new U parameters is determined by applying them to a number 
of published laboratory and field studies. The single parameter UT shows considerable 
and unsuspected skill in predicting erosion or accretion of beaches. Surprisingly, the 
seaward-directed component better discriminates between eroding and accreting 
beaches. Combining both parameters, Uc and UT, explains observed movement of the 
11 test mounds. 

Response of Shore Profiles from Large Wave Tank Tests 
Larson and Kraus (1989) published results from two sets of large-scale wave 

tank tests. One set was run with monochromatic waves at the Coastal Engineering 
Research Center (CERC) (Saville 1957). The other set was run at the Central Research 
Institute of Electric Power Industry in Japan (CRIEPI) (Kajima et al. 1982). Deep-water 
wave heights were in the range of 0.30 < H0 < 1.78 m, wave periods were in the range 
of 3.0 < T < 16.0 sec, and sediment sizes were in the range of 0.22 < dso < 0.47. These 
laboratory conditions thus cover a wide range of prototype conditions. 

Erosional profiles had no berm above uprush and at least one pronounced bar 
offshore; accretional profiles had a prominent berm and no bar formations. Kraus et al. 
(1991) has shown that HJL0 and J%/wfT , where w f is the sediment fall velocity, 
correctly categorize these two types of storm profile changes. Dalrymple (1992) 
combined Kraus's two variables into a single profile change predictor. 

Figure 1 shows accretional (A) and erosional (E) profile responses as functions 
of Uc and UT. Profile transitions during the storms were erosional if Ur was less than 
a critical value near -2. In other words, if magnitude of NOPS under the trough was 
greater than twice the grain threshold speed, the storms ended with erosional profiles. 
Otherwise profiles became accretional. Even events with high Uc values remained 
erosional so long as the critical value of Ur remained less than -2. 
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Skill is a simple statistical measure for quantifying the performance of a 
categorical predictor on a given set of data (Seymour and Castel 1989). Skill equals the 
ratio of correct predictions to total observations. Using UT= 1.8 as a threshold level, 
there is one miscategorized erosion and one miscategorized accretion in the 32 tank 
results, for a predictive skill of 0.94. 

UT  -2 

A 

A A. 
A      A 

A . .     A        A A 

E 

%    *     E 

E 

A = Accretlonal    \ E 
E = Erosional \ t 

E 
8 12 

Figure 1 Large wave tank data 

Storm Response of Shore Profiles from Field Measurements 
Kraus and Mason (1991) compiled and standardized 99 cases of storm profile 

change from field studies published by many researchers worldwide. Seventy-two cases 
were erosional. Twenty-seven were accretional. To qualify as accretional the storm 
had to have resulted in a notable seaward advance of the shoreline, a buildup of the 
subaerial berm, or a landward movement of the longshore bar. Kraus et al. (1991) used 
this data set, along with the previously presented results from large wave tank tests, to 
develop discriminators between erosional and accretional storms. In the field data set, 
deepwater significant wave heights ranged from 0.08 to 7.90 m, wave periods from 2.0 
to 15.3 sec, and sediment sizes from 0.17 to 3.5 mm. Wave periods were associated 
with either deepwater significant wave height or the spectral peak. 

Accretional and erosional type profiles are denoted in Figure 2 as functions of 
Uc and UT. UT discriminates well between erosional and accretional profiles at a value 
around -2, just as for the laboratory data. And if Ur < -2, erosional profiles occur even 
if Uc is quite large. 
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Figure 2 Field beach profile data 

Using UT = -1.90 as the discriminator, three cases are miscategorized as 
erosional and three are miscategorized as accretional in this field data set of 99, for a 
predictive skill (0.94) similar to that of previously proposed criteria. The skill of 
Dalrymple's (1992) criterion on this field data is 0.94 and the favored pair one of eight 
criteria examined by Kraus et al. (1991) had a skill of 0.91. Largely by coincidence, the 
skill of UT on field and laboratory data are identical. More importantly, the critical UT 

threshold levels are essentially equal for both field and large wave tank results. 

Long-Term Response of Submerged Mounds 
Nearshore placement of feeder deposits is an increasingly attractive form of 

erosion protection offering a variety of environmental, social, and economic benefits 
(Bodge 1994a and b; Bruun 1988; de Lange and Healy 1994; Foster, Healy, and 
de Lange 1994; Foster, Healy, 1996; Mulder, van de Kreeke, and van Vessem 1995; 
Roelvink and Stive, 1988; Russell, Robinson, and Soward 1994; Uda, Naito, and Kanda 
1991; Zenkovich and Schwartz 1987). Hands and Allison (1991) compiled results from 
feeder mound tests and developed criteria to distinguish between stable nearshore 
deposits and others that moved promptly shoreward. Those mound criteria were used 
to identify conditions where dredged material mounded outside the surf zone acts not 
only as a temporary wave dissipator, but also gets pushed shoreward to nourish the surf 
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Eleven reference mounds monitored in the United States have been categorized 
as active or stable depending on whether repeated surveys indicated significant loss of 
material from the placement area. All but one of the active cases showed clear 
shoreward displacement of mound centroids. Evidence of change was always 
identifiable within months. Stable mounds remained stationary without evidence of 
dispersion or displacement for years (Hands 1991). Wave forces appear to be the 
dominant factor in moving mounds landward (Hands and Resio 1994, Douglass, Resio, 
and Hands, 1995). There has never been strong evidence of any seaward movement at 
the test sites. 

Table 1 lists the locations of all 11 field test mounds, premound water depths, 
median grain sizes of placed material (d50), wave parameters, and indicators of which 
mounds were active (A) and which stable (S). 

Table 1 Dredged Mound Data 

Site 
Location 

Mound 
Depth 

(m) 

Smaller 
of 

"99.863 
or 

(m) 

(sec) 
Grain 
Size 
d5o 

(mm) 

Stable 
or 

Active 

Uc UT 

Long Island, NY 4.6 2.4 8.0 0.40 A 7.20 -3.27 

Long Branch, NJ 11.6 2.9 8.0 0.23 S 6.25 -5.38 

Atlantic City, NJ 5.8 2.5 8.0 0.35 S 7.16 -3.98 

Dam Neck, VA 10.4 3.4 10.0 0.08 s 15.39 -10.06 

Dam Neck, VA (crest) 7.6 3.1 10.0 0.08 A 16.97 -9.36 

New River, NC 2.1 1.6* 7.0 0.50 A 6.62 -1.63 

Sand Island, AL (berm) 5.8 2.2 9.1 0.20 A 8.96 -4.63 

Sand Island, AL (mound) 5.6 2.2 9.1 0.22 A 8.63 -4.34 

Brazos, TX 8.1 2.8 10.0 0.13 A 11.88 -6.79 

Silver Strand, CA 5.8 2.3 16.7 0.22 A 10.70 -2.82 

Santa Barbara, CA 6.7 1.4 15.0 0.20 S 6.66 -2.65 

Humboldt, CA 15.8 7.6 14.3 0.23 A 16.29 -8.01 

only  case  with Hb  >  H_. 

To test the velocity ratios, the full time series of waves were transformed to each 
mound from the nearest offshore Wave Information Study hindcast site. Velocity ratios 
were evaluated using transformed spectral peak heights and average associated peak 
periods, TA, i.e., the average period of all waves having a height within 0.1 m of the 
99.863 percentile nonexceedance wave height (H99m). This wave height was chosen 
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to match Hallermeier's (1980) selection of the 12-hr/ year exceedance wave height as 
the determinate for beach profile zonation. Use of H99m to calculate the velocity ratio 
is also consistent with its use in the Empirical BERM model (Hands and Resio 1994). 
In only one case would this extreme wave have broken before passing over the mound. 
It seems reasonable in such a case to use the Hb estimated from SFWT. Both 
approaches gave identical results, however, to within the two significant figures used 
here. 

Mound responses are denoted in Figure 3 as functions of Uc and Uj. In the 
mound situation, UT alone is a poor discriminator. Uc and C/T are both needed. Stable 
mounds have smaller values of Uc than active mounds for approximately equivalent 
values of C/T. The Uc = Ur line indicates the limiting condition for NOPS which is 
reached only by linear waves. Above this line a curve follows the trend between active 
and stable mounds. 

UT -« 

a = active 
S = STABLE 

99 

Figure 3 Field mound response data 

Bivariate classification of the reference mounds does not imply one should 
expect unambiguous behavior at future mounds. An ill-defined zone of uncertainty 
separates the two classes. Occurrence of a severe storm or extended periods of unusual 
calm will affect a mound's response and the accuracy of any climatological-based 
prediction. And the role of unusual storms should be most critical for the mounds in the 
transition zone separating expected stable and active regions. 
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Earlier Approach for Mound Predictions 
Hallermeier (1977) proposed a sediment entrainment parameter to characterize 

fluid motion at the onset of intense bed agitation. This parameter had the form of a 
Froude number which Hallermeier (1980) simplified using linear wave theory to obtain 
his two profile zonation limits. Hands (1991) used dimensionless ratios of these profile 
limits to mound depths as feeder-berm citing criteria. Linear theory was also used to 
show that the distributions of predicted near-bed oscillatory speeds from hindcasted 
waves could be used to distinguish between active and stable mound sites (ibid.). The 
new approach, presented here, is the first attempt we know to improve mound 
predictions by advancing beyond linear wave theory. 

Revised Approach for Evaluation of Nonlinear Oscillatory Speeds 
Threshold ratios presented here are very much works in progress. The form of 

the threshold ratios, the theory and procedure for evaluating oscillatory speeds, and 
alternative methods for summarizing distributions have not been thoroughly explored. 
We briefly examined the impact of basing the criteria on deepwater, local, and breaking 
wave heights; fitting u.d„iax instead of U to SFWT, and optimizing fit in terms of Ur 

instead of to both UT and Uc because only the single criterion seems necessary for 
erosion prediction. These variations led to considerable differences in the spread of UT 

and Uc values, yet, each of these versions support the same conclusions except for small 
adjustments as to the best critical values. With different versions, the critical Ur for 
beach erosion field data ranged from -1.8 to -2.3. Present uncertainties about sediment 
transport and the limited available prototype data do not support refinement of details. 
Fortunately threshold ratios seem to be robust with respect to tested methods of 
evaluation. 

SUMMARY 

Simple threshold ratios indicate tendencies for waves to drive cross-shore 
sediment fluxes. These ratios combine oscillatory peak speeds with initiation of 
movement criteria. The given equations are applicable over a wide range of indicated 
wave conditions and sediment sizes. Results from testing these ratios against known 
laboratory and field data produce trends consistent with present understandings of 
onshore and offshore sediment movement under waves. 

The single parameter UT shows considerable and unexpected skill (0.94) in 
distinguishing between beach erosion and accretion. Surprisingly, the speed under the 
trough is more diagnostic than under the crest. In fact Uc seems to be unimportant for 
predicting the shore profile change. Both parameters, Ur and ^ , are necessary, 
however, to predict responses of nearshore mounds built of sand- to silt-sized dredged 
material. While experiences with mounds is limited and many cases cluster close to the 
discrimination boundary, the present approach has an advantage over previous methods 
given by Hands (1991), because U captures the inherent nonlinearity of waves nearshore 
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and provides a logical explanation for the noted preferential shoreward movement of 
active mounds. 

CONCLUSIONS 

Admittedly, this presentation does not investigate the mechanics of sediment 
motion and thus does not offer a general solution to cross-shore coastal transport. 
Nevertheless, we hope our results focus more attention on what certainly seems to be 
the dominant effect of nonlinear wave motion in some important coastal situations. The 
success of U criteria over the demonstrated range of wave conditions, water depths, and 
grain sizes seems to justify their adoption as simple decision criteria needed now to help 
manage coastal sediment resources. For long-term mound movement, the option of 
using a more encompassing parameter to represent ranges of near-bed fluid motion 
seems promising as an easy improvement that should characterize the net effect of the 
range of waves impacting mounds over their months and years of migration. On a 
spatial scale, some broader measure of surf conditions may offer improvements over the 
simple default to breaker conditions tested first. 

Obviously, however, wave effects are more complex than can be represented by 
peak bottom speed and many other factors affect sediment motion (e.g., bottom slope, 
bed forms, cohesive particle forces, and other currents). Net effects of wave groupiness, 
undertow, grain inertia, and intra-wave phase lags between stress and sediment 
concentration and a time-varying eddy viscosity are simply lumped in a single critical 
ratio. The fact that such a simple characterization as U, even with reduction of NOPS 
distributions to a default percentile, produced a more than acceptable correlation with 
laboratory and field data, will hopefully spark theoretically based improvements. 
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CHAPTER 262 

Small-scale Morphology Related to Wave and Current Parameters 
Over a Barred Beach 

A.F. Garcez Faria1, E.B. Thornton1, T.P. Stanton1 

ABSTRACT: Small-scale morphology (< 5 m horizontal wavelength) was measured 
by combining CRAB surveys with bed elevations acquired from a 1 MHZ sonic 
altimeter mounted on the CRAB during the DUCK94 experiment in October 1994. 
Bedform plan views were recorded simultaneously using a 500 KHz side-scan sonar 
mounted on the CRAB. Waves and currents were measured at the same time. Three 
cases are examined in detail: mild waves and weak longshore currents resulting in 
wave ripples throughout the study area; narrow-band, normally incident waves with a 
strong rip current resulting in a planar bed except in the throat of the rip where mega- 
ripples were measured; and storm waves with strong longshore currents resulting in 
lunate and straight-crested mega-ripples in the trough of the barred beach. During these 
strong current days, bed shear stresses calculated from logarithmic velocity profiles are 
equated to a quadratic bottom shear stress formulation. The associated bed shear stress 
coefficients vary by more than an order of magnitude across the surf zone (0.0006- 
0.012). Bottom roughness was obtained by calculating the wavenumber spectra of the 
bed. The bed shear stress coefficients are positively correlated with bottom roughness 
(linear correlation coefficient, 0.68). A higher linear correlation coefficient (0.80) is 
obtained by subtracting skin friction from the total bed shear stress. 

INTRODUCTION 
The nearshore bed on a barred beach is composed of complex bedforms 

caused by varying wave and current regimes. With the exception of wave ripples in 
deeper water, few quantitative observations of bedforms are available, especially in 
the nearshore, and simultaneous quantitative wave and current measurements are 
almost non-existent. The lack of data is due to difficulties in making measurements 
in the nearshore. Observations historically have been made by divers who are limited 
by visibility and the harsh nearshore environment, which can become unfavorable for 
observations even in the mildest of storms. 

Earlier field measurements were reported by Dingier and Inman (1976), 
which profiled wave ripples using a moveable acoustic altimeter placed on a track on 
the bottom outside the surf zone, but were limited to a single track of approximately 
2 m in length. Other methods have included using waxed combs pushed into the bed 
by divers to record ripple profiles. Miller and Komar (1980) found ripple wavelength 
to be related to the orbital diameter of the waves. 

The measurements described in this paper were made in shallow water (<8m) 
where shoaling and breaking waves are typically asymmetric, resulting in asymmetric 
bedforms. A conceptual view of wave-induced small-scale morphology on a barred 
beach is summarized by Clifton (1976) based on diver observations, which describes 
the asymmetric transition of bedforms with increasing velocity from long-crested 

1 Oceanography Department, Naval  Postgraduate School, Monterey, CA, 93943-5000, 
USA; E-mail: faria@oc.nps.navy.mil; Tel: +1 408 656 2379; Fax: +1 408 656 2712. 
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ripples, to irregular ripples, to cross-ripples, to lunate mega-ripples on the seaward 
slope of the bar, to a planar bar crest where the waves break, and to wave ripples 
again in the trough where wave intensity decreases after waves cross the bar. These 
are the least observed nearshore bedforms owing to difficulties in obtaining 
quantitative measurements. 

The objective of this paper is to correlate small-scale morphology measured 
over a barred beach with waves and currents. In the following sections, a description 
of the DUCK94 experiment, the methodology of the data analysis, the description of 
the small-scale morphology observed on Oct. 8, 12, and 20, and the relationship 
between measured bottom roughness and bed shear stress are presented. 

DUCK94 EXPERIMENT 
The measurements described here are part of the comprehensive nearshore 

DUCK94 experiment conducted during October 1994 at the U.S. Army Corps of 
Engineers Field Research Facility (FRF), Duck, North Carolina. The weather during 
October was climatologically characterized by three distinct phases: weak currents 
and winds from the north (4-9 Oct.), relatively strong currents from the north (0.6- 
1.0 m/s) caused by a storm with predominant winds and waves from the north (10-12 
Oct.), and variable currents and winds from the north/south (13-21 Oct.). 

The morphology of the bottom (bathymetry) was measured at various scales 
using the Coastal Research Amphibious Buggy (CRAB). The surveys were 
performed daily during the experiment by driving the CRAB in a series of cross- 
shore survey lines with alongshore separation of 25 to 30m. Large-scale variations 
of bathymetry were obtained by recording the CRAB position using a laser 
ranging/auto-tracking system approximately every meter (order 3 cm rms vertical 
and horizontal accuracy). Three-dimensional, large-scale morphology mapped by the 
CRAB during the three periods of interest ( 8, 12, and 20 Oct.) are shown in Fig. 1. 

Small-scale vertical bottom variations relative to the CRAB, including ripples 
and megaripples, were measured with a 1 MHZ sonic altimeter mounted on the 
CRAB 70 cm from the bed. The altimeter has a nominal sampling rate of 25 Hz, 
which resulted in a sample spacing of 2-4 cm (dependent on CRAB speed) with mm 
vertical resolution and accuracy less than 2 cm (Gallagher et ah, 1995). The decrease 
in accuracy relative to resolution is due to the changing reflective surface owing to 
the bed dialating or sediment transported along the bed as waves pass overhead. The 
CRAB survey and altimeter measurements were combined to obtain a high resolution 
description of the bottom (Thornton et al., 1996). 

A 500 KHz side-scan sonar suspended in the center of the CRAB 
approximately 1.25 m from the bed generates high-resolution plan views of the 
morphology. The nominal horizontal range of the sonar was approximately 10 to 
15 m to each side of the sonar, which allowed overlap of sonar data from adjacent 
survey lines, giving a relatively complete view of the geometry and spatial 
representation of the ripple features. 

Corroborating wave and current data were acquired using an instrumented 
sled. A vertical stack of eight Marsh-McBirney two-component electromagnetic 
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current meters (em's, hereafter) with 2.5 cm diameter spherical probes were mounted 
on a 2.5 m mast to measure vertical profiles of longshore and cross-shore currents. 
The sled was oriented with the vertical stack of current meters placed on the up- 
current side to prevent the sled structure from contaminating flow measurements. 
Waves and mean water level were measured using an array of five pressure sensors 
configured in a 3 m square with sensors at the corners and one at the center. For data 
collection, each morning the sled was towed by the CRAB to its furthest position 
offshore, dependent upon wave conditions, for the first data run. A forklift on the 
beach pulled the sled shoreward approximately 10 to 30 m for each subsequent run. 
Data were acquired at each location for approximately one hour at four to eight 
locations. Additionally, directional wave spectra were acquired using a linear array 
of 10 pressure sensors in 8 m depth offshore of the survey area. 

METHODOLOGY 
The bottom roughness is examined by calculating wavenumber spectra of the 

bed. To calculate wavenumber spectra, the unevenly spaced data from the combined 
CRAB surveys and altimeter measurements are linearly interpolated to evenly spaced 
2 cm increments of the cross-shore distance. The small-scale morphology in general 
shows large cross-shore variation; as a consequence, the condition of spatial 
homogeneity (stationarity) required for calculating averaged spectra is not met. 
Therefore, continuous wavenumber spectra are calculated for 20 m cross-shore 
segments at increments of 1 m across the surf zone. Lowest wave numbers are 
filtered by subtracting a third-order polynomial best-fit curve from each 20 m 
section. A 10 percent cosine-taper data window is applied. The spectra are summed 
over three wavelength bands (0.4 - 0.83 m, 0.83 - 1.67 m, and 1.67-5 m) plus the 
total band (0.4 - 5 m), resulting in 52, 24, 16, and 92 degrees of freedom for each 
band respectively. The wavelength bands chosen are based on examination of 
individual spectra that were generally broad, indicating that several ripple 
wavelengths coexisted as a result of newly formed ripples combining with residual 
ripples from the past to form a complex series of ripple patterns. The rms height of 
each band is calculated as the square root of the variance within each band.The 
general trend is that the bottom was smoothest offshore and over the bar where wave 
ripples were planed-off due to higher near-bottom velocities, with increased 
roughness within the trough associated with mega-ripples (see Thornton, et ah, 1996, 
for details). 

Linear shear stress gradients occur in flows driven by constant hydrostatic 
pressure gradients, such as in steady open channel flows, are well described by a 
logarithmic velocity profile. Therefore it is hypothesized that a steady, uniform, 
turbulent boundary layer flow over a rough surface in the alongshore direction can 
be described by a logarithmic profile: 

v»         z + h 
V(z) = — In ( ) (1) 

K Z 
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where z is positive upwards from the surface, h is the mean water depth, K is the Von 
Karman constant (0.4), v, is the alongshore shear stress velocity and zo is the 
physical roughness height, determined by bottom topography and sediment grain 
size. When waves are present, nonlinear interactions between waves and currents 
within the bottom boundary layer increase the bottom shear stress. Following Grant 
and Madsen (1979), this additional stress can be modeled by an apparent roughness 
height za, that is analogous to, but larger than zo. Logarithmic profiles are fit to the 
data based on a linear-regression least-squares method. The value of za is calculated 
from the z intercept of the linear-regression on a semi-log plot of z versus V(z), 
and the shear stress velocity v, is calculated from the slope. 

Mean along shore bottom shear stress ( T (-h)) is related to the alongshore 
shear stress velocity (v,) through (overbar indicates time averaging) 

\{~h) = pv.1 (2) 
y 

where p is water density. In addition, the bed shear stress coefficient, C,, can be 
calculated assuming a quadratic bed shear stress relationship 

(3) V-*) : = pCf («2+ v2)I/2v 

and combining with (2), gives 

C, = 
2 

f 
(u2 + v2)1/2v 

(4) 

C, values are calculated using measured velocities (u,v) at the elevation of 1 m above 
the bed, with v, determined by least-squares log fit (Garcez Faria et al., 1996). 

DISCUSSION 

October 8 Morphology 
The large-scale morphology on Oct. 8 at first glance appears to be relatively 

homogeneous. The offshore bar is nearly parallel to the shore and is located 
approximately 230-250 m offshore (Fig. 1). Therefore, it would be expected that the 
small-scale morphology would also be homogenous alongshore throughout the 
survey area given the same wave and current conditions. However, close examination 
shows that the small-scale morphology is not homogeneous and that ripple patterns 
vary both in the cross-shore and alongshore directions. 

Two representative lines (710 and 940 m along shore coordinate) of cross- 
shore combined CRAB and altimeter profiles are selected to depict the differences 
present in the small-scale morphology for the survey area (Fig. 2). The primary 
differences in the ripple dimensions between the two representative lines are 
observed in the trough and the seaward slope of the bar. The small-scale morphology 
in the trough of line 940 is predominantly long wavelength mega-ripples (1.67-5 m) 
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with shorter wavelength wave ripples superimposed on them. The trough region of 
line 710 has a more homogeneous ripple pattern in which no wavelength band 
predominates. The seaward slope of the bar on line 940 shows the ripple wavelength 
bands of 0.83-1.67 m and 1.67-5 m are dominant and the rms height is on the order 
of 3 cm. The seaward slope of the bar on line 710 shows relatively homogeneous 
ripple wavelengths with rms heights of approximately 2 cm. 

October 20 Morphology 
The most striking observation on the 20th is the hole in the bar with the bar 

bowed seaward due to the rip current between 800 and 1100 m in alongshore 
coordinates (Fig. 1). The bar is parallel to the beach and is located approximately 
210-225 m offshore north of the rip area, shifting to greater than 300 m offshore in 
the rip area. The narrow trough, north of the rip area, acts as a rip-feeder channel and 
has the same small-scale morphological features as the rip area. The dominant small- 
scale morphology observed in the rip area are seaward-facing lunate and straight- 
crested mega-ripples. The mega-ripples were generally asymmetric with the steep 
slope facing seaward indicating the ripples were formed primarily as a result of the 
rip current. However, some ripples were symmetric while others were asymmetric 
facing toward the beach, which may infer a more complex formation due to a 
combination current and wave interactions. The area immediately north and south of 
the rip current is void of any discernable small-scale morphology with the exception 
of the rip-feeder channel. Typical rms roughness values in the rip area range from 5 
to 15 cm, which are an order of magnitude larger than rms roughness values away 
from the rip. A contour plot of rms roughness values for the survey area is shown in 
Fig. 3, which displays the extreme variability of roughness in the rip current area 
compared with that of the area away from the rip current. The rip current, as 
qualitatively observed with dye on the 20th, is superimposed on the accompanying 
contour plot of the macro-scale bathymetry. The bed is essentially smooth away from 
the rip current with rms roughness values being less than 2 cm, which appears to be 
the result of planing action of the long-period swell. 

October 12 Morphology 
The large-scale morphology of Oct. 12 is similar to that of Oct. 8. The 

offshore bar is nearly parallel to the beach, but migrated 30 m offshore to 
approximately 260-280 m offshore (Fig. 1). Although the large-scale morphology is 
similar for the two days, the small-scale morphology is dramatically different owing 
to differences in the wave and current conditions associated with the arrival of a 
storm on Oct. 10. Large amplitude mega-ripples are now present in the trough and 
no regular bedform patterns are observed seaward of the bar for the entire survey 
area. The strong longshore current that appeared on the 10th is believed to be the 
dominant process that formed the small-scale morphology observed in the trough on 
the 12th. 

The small-scale morphology across the surf zone is relatively homogeneous 
alongshore, and therefore, the survey area is represented by the rms roughness from 
the combined CRAB and altimeter profile for line 940 (Fig. 4, lower panel), which 
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is close to the position occupied by the sled. The small-scale morphology in the 
trough compared with the region seaward of the bar crest are distinctly different. 
Seaward of the bar the bed is essentially plane, due to intense breaking associated 
with large waves. In the trough, the rms roughness is primarily associated with the 
larger ripple wavelengths of 1.67-5 m. Side scan plots showed the mega-ripples in 
the outer trough to be lunate, facing in the direction of the longshore current; while 
straight crested in the inner trough. 
Bottom Roughness and Bed Shear Stress 

The more energetic period (Oct 10-12) is used to relate small-scale 
morphology to wave and current forcing. The data are qualitatively sorted by 
location into the two regions of over the bar and in the trough. This sorting allows 
a better identification of the possible correlations among variables, as wave breaking 
which is a major controlling factor within the surf zone is significantly different for 
these regions. 

All 22 vertical profiles of longshore currents obtained during these three days 
are analyzed. The profiles are based on the measurements by three to seven em's over 
the vertical. The em closest to the sea bed was not used because of malfunction. The 
observed and logarithmic predicted velocity profiles at successive offshore positions 
(runs) that the sled occupied during 12 Oct. is shown in the upper panel of Fig 4. The 
data agree well with the model. 

A high correlation coefficient for the linear regression, is commonly accepted 
as an indicator of the validity of the logarithmic approach (Gross et ah, 1994; Li, 
1994). The linear correlation coefficients for all profiles ranged from 0.95 to 0.99, 
with an average value of 0.98, and the largest deviations occurring over the bar, 
where wave breaking was strong.This can be related to the increase of turbulent 
mixing due to wave breaking producing a more uniform vertical profile of the current 
for a given shear stress, compared with profiles in the absence of breaking. Therefore, 
larger discrepancies between observations and logarithmic profile predictions (lower 
correlation coefficients) would be expected for increased turbulent mixing caused 
by wave breaking, as the logarithmic profile presumes no surface turbulence source. 

The bottom shear stress coefficient (C,) varied by an order of magnitude 
across the surf zone, with the values offshore and over the bar in the order of 1 (T3, 
while the values in the trough were in the order of 10 "2. An attempt was made to find 
empirical relationships between C, with measured physical parameters commonly 
used throughout the literature such as \ub\ I V (ratio of near-bottom wave velocity 
magnitude to mean current speed), and the rms bottom roughness (r). Surprisingly, 
no statistically significant correlation was found between C, and \ub\ I V. The 
strongest correlation was found between Cf and the bottom roughness, with C. 
increasing with bottom roughness (Fig. 5, upper panel), with a linear correlation 
coefficient of 0.68, which is statistically significant at the 99.75 percent confidence 
level. Theoretically this is expected as larger roughness implies larger bottom stress 
due to form drag, and consequently larger Cf values. 

The scatter of data observed in Fig. 5 (upper panel) may be due to correlating 
the non-synoptic velocity measurements with bottom roughness measured once in the 
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morning, prior to the positioning of the sled for the first station. Wave forcing 
changed during the period of observation due to both wind and tidal variations. 
Changes in wave forcing have a direct effect in the measured velocities and an 
indirect effect in bottom roughness due to modification of wave ripples associated 
with variations in wave height. 

Another reason for scatter of data arises from C, values being calculated 
from the total bottom shear stress, which has stress contributions from skin friction 
related to sediment grains, waves-current nonlinear interactions within the bottom 
boundary layer as well as form drag related to bed forms. Smith and McLean (1977) 
linearly partitioned the total bed shear stress into skin friction and form drag and 
found good agreement with the data from the Columbia River. Extending this 
concept to the surf zone environment requires adding a component due to non-linear 
interactions between waves and currents within the bottom boundary layer to the total 
bed shear stress. Assuming that the linear stress partition is valid within the surf zone, 
the skin friction contribution can be removed from the total bottom stress and a new 
bed shear stress coefficient Cf is defined 

v  2 + v   2 

CJ- = "'   • (5) 
(«2  + v2),/2v 

where v and v are the form drag and waves-current interactions shear stress 
velocities. The relationship between Cf and the total bed shear stress coefficient 
(C ) can be determined from (4) and (5) 

C, = [!-(—) ] Cf (6) 

where v, is the skin friction related shear stress velocity. As skin friction was not 
measured during the DUCK94 experiment, an attempt is made to isolate its 
contribution from the total bottom shear stress by applying a stress partitioning 
model. The probabilistic approach used to quantify bottom roughness does not allow 
the adjustment of the two empirical coefficients CD and ax necessary to apply the 
Smith and McLean (1977) model. Therefore, the empirical relationships obtained by 
Li (1994) are used to estimate skin friction shear stress velocity from the total shear 
stress velocity obtained from the logarithmic profile 

v. v. v. 
—  = 0.125( —) +0.373       for    -<2.3s"' (7) 
v, R R 
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v, v v 
—^  = 0.107( —) +0.266       for   — > 2.3 s"1 (8) 
v. R R 

where R is ripple height, assumed here to be equal to the measured rms bottom 
roughness (R = r). The recalculated bed shear stress coefficients Cf (Equation 6) 
are also positively correlated with bottom roughness (Fig. 5, lower panel), but show 
a higher linear correlation coefficient (0.80). Theoretically this is expected as the 
removal of the skin friction component from the total stress should enhance the form 
drag contribution, and consequently increase the correlation between bed shear stress 
and bottom roughness. 

CONCLUSIONS 
Quantitative measurements of small-scale morphology on a barred beach were 

acquired during the DUCK94 experiment. Three separate sequences are examined in 
which distinctly different ripple dimensions and bedform types were observed owing 
to varying wave and current regimes. 

The measurements of small-scale morphology on Oct. 8, when mild waves 
and weak longshore currents prevailed, shows surprising differences within the 
survey area. The absence of significant variation associated with wave and current 
forcing suggests that the mega-ripples in the trough of line 940 may be residual from 
some earlier time of formation, such as on Oct. 3 when a strong longshore current 
was present. 

Oct. 20 is characterized by a rip current with two distinct areas of small-scale 
morphology. In the throat of the rip current, straight-crested and lunate mega-ripples 
were observed. The area away from the rip current was void of any ripple patterns as 
a result of the planing action of the long-period swell. 

Oct. 12 is characterized by the occurrence of a strong longshore current. The 
small-scale morphology of the inner trough region is characterized by relatively 
straight-crested mega-ripples (1.67-5 m) generated by the waves, superimposed by 
smaller wavelength ripples 0(1 m). In the outer trough, lunate mega-ripples in the 
direction of the longshore current predominated. Seaward of the bar, the bed was 
essentially void of ripples. 

The wavenumber spectral results infer a spatial and temporal variability of 
ripple dimensions in both the cross-shore and alongshore directions. The 
wavenumber spectra were generally broad, indicating that several ripple wavelengths 
coexisted as a result of newly formed ripples combined possibly with residual ripples 
from the past to form a complex series of ripple patterns. This broadening is also due 
to non-cross-shore (cross-track) orientation of the morphological features. 

The vertical structure of mean longshore currents on a barred beach is well 
described by a logarithmic profile for the three strong longshore current days 
examined. This hypothesis works better in the trough where turbulent bottom 
boundary layer processes are more dominant than over the bar, where breaking-wave 
induced turbulence generated at the surface modifies the profile. 



SMALL-SCALE MORPHOLOGY 3399 

A relationship between bed shear stress coefficients (C,) and bottom 
roughness was found. While the relatively small amount of data used (three days) are 
not enough to establish a definitive empirical relation from the available data, it can 
be concluded that C is directly proportional to bottom roughness, and therefore, the 
latter is an important parameter to characterize the bottom boundary layer. 
Surprisingly, only poor correlations of C, and za were found with wave parameters. 

The empirical relationships obtained by Li (1994) were used to remove the 
skin friction contribution from the total bottom shear stress. The improved correlation 
between bottom shear stress and bottom roughness obtained, although not 
conclusive to validate these simple expressions, indicates that the linear stress 
partition concept introduced by Smith and McLean (1977) can be extended to the surf 
zone environment. 
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DUCK94 Minigrid,     8 OCT 94 

Figure 1. Three-dimensional bathymetry profiles of the survey area as mapped by the 
CRAB for the three days considered (Oct. 8, 12, and 20). 
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Figure 2. Band limited rms heights calculated across lines 710 (upper panel) and 940 
(middle panel) for Oct. 8. Combined CRAB and altimeter bathymetry profile of line 
940 for Oct. 8 (lower panel). 
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Figure 3. Bathymetry contour plot of DUCK94 survey area for Oct. 20 (left plot). 
Contour levels are in meters. Rip current is qualitatively indicated based on dye 
observations. Bottom rms roughness contour plot of survey area for Oct. 20 (right 
plot). Contour levels are in centimeters. 
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of band-limited rms bottom roughness with the cross-shore distance for Oct. 12 
(lower panel). 
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coefficient without skin friction contribution (Cf') versus bottom roughness (lower 
panel). The line represents a linear regression with a regression coefficient of 0.80. 



CHAPTER 263 

PREDICTION OF SHORELINE CHANGE CONSIDERING CROSS-SHORE SEDIMENT TRANSPORT 

Yoshimichi Yamamoto',   Kiyoshi Horikawa2, Katsutoshi Tanimoto' 

ABSTRACT 

Relations of cross-shore sediment transport rate with the grain size of 
sediment, the sea bottom slope in a surf zone and others were investigated by 
using data of field observation and large scale model experiments. The results 
are as follows : 
(1) the coefficient of a cross-shore sediment transport rate varies inversely as 

the 1.31th power of the grain size. Then, the steeper a initial bottom slope 
is, the faster a beach profile reaches a state of equilibrium. 

(2) The amount of a shoreline change is roughly proportional to the square root 
of the cross-shore sediment transport rate. 

(3) The stabilized bottom slope in the surf zone increases with the grain size 
and the wave period, and it decreases as the breaking wave height increases. 

Then, new equations to predict a beach profile change induced by cross- 
shore sediment transport were introduced from this investigation. Moreover, the 
adequate applicability of these equations to actual coasts was confirmed. 

1. INTRODUCTION 

As practical models for 
predicting long-term trans- 
formation of long beaches, 
a shoreline change model and 
Uda et al.' s contour change 
model (1991,1996) were pro- 
posed. However, these numer- 
ical models do not take 
cross-shore sediment trans- 
port rate into consideration. In designing measures to control coastal erosion 
and wave overtopping, it is necessary to take account of short-term beach trans- 
formation under stormy weather condition in addition to the long-term transfor- 
mation as shown in Figure 1. The short-term transformation, which cannot be 
1 Dr.-Eng., Coastal Eng. Dept, 

Long-term change 
Short-term change 

Time 
Figure 1 Transformation of a beach with time. 

JA Corporation, 1-44-10 Sekiguchi Bunkyo-ku, 
Tokyo, 112, Japan. 

Dr.-Eng., President, Saitama University, 255 Shimo-okubo, Urawa, 338, Japan. 
Dr.-Eng., Professor, Ditto. 
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determined without considering the cross-shore sediment transport, can be 
predicted by means of 2 or 3 - dimensional beach transformation models combined 
with the computation of waves and currents (e.g., Horikawa, 1988; Sato, 1994; 
Shibayama et al., 1994). However, it is difficult to apply these models to long- 
term prediction of long beaches, because long computational time is required 
and numerous coefficients introduced in sand transport rate formulas have not 
yet been generalized. 

In this study, an attempt was made to generalize the coefficient of cross- 
shore sediment transport rate formulas. Moreover, a convenient beach evolution 
model using this result was proposed and applied to actual coasts. 

2. CROSS-SHORE SEDIMENT TRANSPORT NEAR SHORELINE 

Sunamura (1984) proposed the following formula for calculating cross- 
shore sediment transport rate, Q near the shoreline per unit time and unit 
beach width : 

Q = KUr
o-20(0-O.13t/,) wd (1) 

where K : a coefficient of sediment transport rate, Ut : Ursell parameter [= 
gHTBAiz ], 0; Hallermeier parameter [=tf2 /shdl w : the settling 
velocity of sediment, d : the median grain size of sediment, g : the acceler- 
ation of gravity, ft : the wave setup height at shoreline against the still 
water level [= (1.63 tana+ 0.048) Hb, Sasaki and Saeki (1974)], H : the wave 
height at shoreline against 
the still water level [= 2.4(tan 
a)0-3 h Yamamoto(1988)], T : 
the wave period, s: the specif- 
ic gravity of sediment in water, 
tana : the initial bottom slope 
in the surf zone, #b : the 
breaker height. 

Now, let us generalize the 
coefficient K of Eq. (1). As 
long as external forces remain 
constant, the rate of cross- 
shore sediment transport de- 
creases with the lapse of time, 
and the beach profile approaches 
the equilibrium state. Therefore 
the coefficient K can be ex- 
pressed by the following equa- 
tion with the elapsed time t : 

K = A-e- (2) 

where A and B are coefficients. 
Then, we assume that the 

coefficients A and B are domi- 
nated by tana and d/% ( Ha is 
the wave height in deep water), 
and investigate relations of 
these coefficients with tana 
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Figure 2 Relationship of the coefficient 
K with t/T. 
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and d/Ea by using data of field observation and large scale model experiments 
given in Tables 1 — 4 in the appendix. 

Figure 2 is a semi logarithmic graph of the relationship between #and t/H 
based on these data. Symbols with a vertical segment mean field data and other 
symbols mean experimental data. Then, average values of significant waves are 
used for the wave height and the wave period of irregular waves, because data of 
significant waves are used in many countries. However, experimental data of 
regular waves are used in order to supplement lack of data. Each straight line 
in this figure shows a tendency of data of each group. When t/¥ is 0, K( = 
A) varies greatly depending on the value of d/Ho, but changes very little 
depending on the value of tana. Thus, the coefficient A is dominated strongly 
by d/Ho. Moreover, the slope 
of the straight lines in this 
figure varies widely depending 
on the value of tana, while it 
is little affected by the value 
of d/Ho. This means that the 
coefficient B is strongly domi- 
nated by tana. 
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Figure 3  Relationship of A 
withd/E,. 

Figure 4  Relationship of B 
with tana. 

Figure 3 illustrates the relationship of the coefficient 4 with d/&> and 
Figure 4 shows the relationship of the coefficient B with tana. As these 
figures indicate clearly that the coefficient A increases as d/Bo falls and the 
coefficient B increases with tana. Namely, the smaller the grain size of sedi- 
ment is the larger the coefficient A is and the steeper the sea bottom slope 
is the faster the beach profile reaches the equilibrium state. These relations 
can be expressed by the following equations : 

A 3.61X10 
[tana = 

l0(d/Ho)-L3\ 
= 0.017-0.125, 

B = 420xlO-s(tana)!'57 

d/Ho = 0.00006-0.00102] 
(3) 

The rate of cross-shore sediment transport near the shoreline can be 
obtained from Eqs. (1), (2), and (3). Figure 5 shows the comparison between 
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measured values and calculated 
values obtained from data shown 
in Tables 2 and 4. This figure 
shows that the calculated values 
agree fairly well with the mea- ~ 
sured values. > 

3. SHORELINE CHANGE DUE TO   t 

CROSS-SHORE SEDIMENT TRANSPORT f 

Let us consider a simplifi- 
ed pattern of beach profile 
change, as shown in Figure 6, 
due to cross-shore sediment 
transport. Transforming slightly 
the continuity equation of 
cross-shore sediment transport, 
we can obtain the shoreline dis- 
placement as Ayx (SSQd£)0'6. 
Moreover, by using the data 
shown in Tables 2 and 4, the 
following equation can be 
obtained : 

ty^ZKftQdt)0*  (4) 

Therefore, the shoreline dis- 
placement due to cross-shore 
sediment transport can be calcu- 
lated by using Eq. (4). 

Figure 7 compares the mea- 
sured values shown in Tables 2 
and 4 with the calculated values 
given by Eq. (4). The data 
marked with + mean cases that 
initial bottom slopes above the 
still water level are steep by 
cliffs or steps. This figure 
shows that the calculated values 
agree well with the measured 
values. However, since Eq. (4) 
is intended for the simple beach 
profile change due to cross- 
shore sediment transport, Appli- 
cation of Eq. (4) to shores 
undergone complex beach changes 
should be preceded by careful 
study. 

By combining the above 
equations with a formula for 
calculating the stable slopes 
of sea bottoms, the beach pro- 
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Figure 5  Measured vs. calculated values 
of cress-shore sediment transport rate. 

Figure 6  Patterns of beach change due 
to cross-shore sediment transport. 
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Figure 7     Measured vs. calculated 
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files after transformation 
can be determined. 

From Eq. (1), when 
the beach profile reaches 
the equilibrium state, the 
following relation can be 
obtained : 

tana 

0=a 13 a (5) 

Figure 8  Image of tan/3 (sea bottom slope 
inder equilibrium state in the 
surf zone). 

Substituting Hallemieier parameter, Ursell parameter and Ea (6) (Yaroamoto, 
1988) to Eq. (5), and transforming slightly, we can obtain Eq. (7). 

H = 24(tan#>°-3 h = 1.9(tan/3)°- % 

tanjS = 
0.0864 sgdT'1 

ft2 

(6) 

(7) 

where tan/3 is the sea bottom slope under the equilibrium state in the surf 
zone, and fl, is the breaking wave height. 

Then, assuming that the rate of 
time change of the sea bottom slope 
equals e B,/T, the sea bottom slope 
of the arbitrary elapsed time t in the 
surf zone, tan0, can be expressed by 
the following equation : 

tan# = tan/3+ 
tana—tan 0 

-Bt/T 
(8) 

Moreover, substituting the data 
shown in Tables 5 and 6 in the appen- 
dix, we can obtain Figure 9. The 
figure indicates that the calculated 
values agree well with the measured 
values. 

4.   APPLICATION OF THE PROPOSED 

EQUATIONS TO ACTUAL COASTS 

0.00 
0.00 0.02 0.04 0.06 0.08 0.10 0.12 

Measured values (tan9) 

Figure 9 Measured vs. calculated 
values of tan0. 

We performed the following two beach change simulations. 

(1) SHORELINE CHANGE AT HAZAKI COAST 

The first one is the time series hindcast for 18 days at Hazaki coast in 
Ibaragi Prefecture, Japan, based on the data given in Katoh and Yanagishima s 
paper (1988). In their paper, time series data of the daily mean wave energy 
flux, and limited data of the maximum significant wave height [fflj/3)naJ and 
period on stormy days were given. Therefore, time series data of the significant 
wave height (Hi/s) from the data of the square root of the daily mean wave 
energy flux (E 1/2) were calculated by using the following empirical relations : 
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Hi S3   ~   0i/3)max//1.5 (9), E (Hi/3) Q/3/max 

Eqeation (10) can be obtained from Figure 10 drawn by limited data under stormy 
weather. However, as the offshore bars exist and the mean water depth at the bar 
crown is about 2.9 m, the significant wave height of waves acting on the shore- 
line is less than approximately 2.2 m 
due to wave breaking. Therefore, the 
breaking wave height heigher than 2. 
2 m is reduced to 2.1 a Then, the 
time series data of the wave period 
are calculated by using Eq. (11) 
obtained empirically in their paper. 

Hi/z/L1/3 =0.25X£ (11) 

where L is the wavelength. 
However, as larger waves are 

diminished in this case, the breaking 
wave height is cut down, the wave 
period in this case should be short- 
ened by using the following equation 
based on Bretschneider s formula [ T 
= 3.86 0W0-5 ] : 

fa/ft =CC2.1/ft/3b)0-5    (121 

7.0 2.0 3.0 4.0 5.0 
(H//3)max (m) 

Figure 10 Relation between maxinur 
significant wave height and 
square root of daily mean 
wave energy flux. 

where the suffix d means the values after wave breaking, while the suffix b 
means the values before wave breaking, and C is a proportional coefficient 
( = 1.1 from a few field observation data ). 

Because the shoreline of Hazaki coast is straight and no coastal structure 
like a groin exists along this coast, the shoreline change due to longshore 
sediment transport can be neglected. Therefore, the shoreline change on this 
coast can be simulated by using Eqs. (1) ~ (4), (7), and (8). The calculated 
result of shoreline change agrees well with the measured result as shown in 
Figure 11. 
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Figure 11 On-offshore changes of shoreline position (D.L+ 1.4 m). 
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(2) SHORELINE CHANGE AT MISAWA PORT COAST 

19 7 4-12 AB 
19 7 5-11 BC 
19 7 6-12 CD 
19 7 7-12 EF 

T! 

Another example is the simulation for one year at Misawa Port coast in 
Aomori Prefecture, Japan, based on data of Hashimoto and Uda' s paper (1979). 

A remarkable shoreline change occured during the period of one year from 
1976 to 1977, when the off- 
shore breakwater at Misawa ~£ /90m 
Port became long enough to 
bring about remarkable dif- 
fraction effect ( refer to 
Figure 12 ). It is likely 
that the diffraction effect  Y 
of the breakwater made the 
wave height small in the s 
water area sheltered by the $ 
breakwater, thereby the rate § 
of onshore sediment trans- " 
port increased in this area 
as shown in Figure 13.  -Q 500  700    1000 
Hashimoto and Uda applied an 
empirical eigenfunction ex- Figure 12 
pansion method to predict 
shore transformation at and 
around Misawa Port and pointed out the existence of cross-shore sediment trans- 
port. Thus, the probable mechanism of this shoreline change was that alongshore 
transport sediment entered the port area due to influence of the diffraction 
effect of the breakwater, then the waves in the port transported the sediment 
onshore, therefore the shoreline advancement occured. 

The hindcast of the shoreline change in this area was performed by combin- 
ing Eqs. (1) ~ (4) with the shoreline change model. 

First, the shoreline change model was applied under the following condi- 
tions on the basis of the Hashimoto and Uda's paper : 
(a) The height of the longshore sediment transport zone was 11 m . 
(b) Ozasa and Brampton' s formula (1979) was used to calculate the longshore 

sediment transport rate, and the figure 0.2 was selected as a coefficient in 

Configuration of breakwaters 
at Misawa port. 

(m) 

~ 400 

300 - 

i 200 - 

•Measured position of shoreline in 1976 

•Measured position of shoreline in 1977 
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When only longshore sediment transport is considered 

When cross-shore sediment transport is also considered 
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Figure 13 Result of shoreline change simuIatioa 
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the formula. 
(c) The wave height, period and direction are shown in Table 7 in the appendix. 
(d) The sea bottom slope was 1/50. 

The result of this simulation was plotted in Figure 13 by a solid line. 
This result, which was the same as that calculated by Hashimoto and Uda, did not 
agree with the measured result shown as a dotted line. 

Then, the shoreline change due to the cross-shore sediment transport was 
taken into account by using Eqs. (1) ~ (4). The influence of the wave hys- 
teresis on the shore transformation seems to be great. However, the available 
data were not the time series data of waves but the statistical data shown in 
Table 7. Therefore, we adjusted the median grain size of sediment so as to 
obtain reasonable shoreline displacement. Because the natural beach change after 
one year induced by cross-shore sediment transport is regarded as small, the 
shoreline change due to the cross-shore sediment transport near the 0 m point, 
which is far from the breakwater, can be deemed small. Namely, the median grain 
size of sediment must be selected so as to obtain a small shoreline change due 
to the cross-shore sediment transport near the 0 m point. When the figure 0. 
43 mil was selected as the median grain size from usual grain size at Misawa Port 
coast, the shoreline displacement near the 0 m point became small as shown in 
Table 7. Therefore, the calculation by Eqs. (1) ~ (4) was performed under the 
condition of the median grain size 0.43 ram. By combining this result with the 
result obtained by the shoreline change model, the significantly improved shore- 
line displacement was obtained as shown in Figure 13 by a broken line. 

5. CONCLUSIONS 

Main conclusions are as follows : 
(1) The relations among tana, d/% and the coefficient K of cross-shore sedi- 

ment transport rate (in Sunamura' s formula) can be expressed by Eqs. (2), 
(3) based on the analyses of data obtained by field observation and large 
scale experiments. 

(2) The formulas [ Eqs. (4), (7) and (8) ] were proposed for calculating the 
shoreline displacement and the bottom slope change in the surf zone due to 
the cross-shore sediment transport. Then the effectiveness of these formulas 
against actual coasts was demonstrated by the simulation results of shore- 
line change on two actual coasts. 
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APPENDIX 

Ho : significant wave height in deep water. 
T  : wave period. 
Lo : wavelenght in deep water. 
Ho/Lo: wave steepness in deep water. 
tana: initial mean bottom slope in the surf zone. 
Hb : breaking wave height. 
h  : wave setup on shoreline against the still water level. 
H  : wave height on shoreline against the still water level. 
d  : median grain size of sediment. 
4>    : Hallermeier parameter. 
Ur : Ursell parameter. 
Ar : cross sectional area of erosion part near shoreline. 
t  : observation time. 
Q  : rate of cross-shore sediment transport. 
w  : settling velocity of sediment. 
K  : coefficient in the cross-shore sediment transport rate formula 
Ay : shoreline displacement due to cross-shore sediment transport. 
tan/3: mean bottom slope under the equilibrium state in the surf zone. 
tan£: mean bottom slope of the arbitrary elapsed time in the surf zone. 
a    : wave direction. 
Tp : frequency of incoming waves. 

Suffix c means the calculated value. 
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Table 5 Field observation data (No3). 

tan/3(-) tan0c(-) tan 0(O Researcher 
0.062 0.044 0.040 Sonu 
0.021 0.032 0.040 Sonu 
0.043 0.040 0.035 Uda 
0.017 0.020 Sunamura et al. 
0.021 0.020 Sunamura et al. 

Takeda et al. 
Takeda et al. 

0.016 0.016 0.017 Kuriyama 
0.023 0.021 0.019 Kuriyama 
0.028 0.024 0.019 Kuriyama 
0.018 0.041 0.040 Nairn 
0.015 0.022 0.020 Katoh et al. 
0.015 0.021 0.020 Katoh et al. 

Table 6 Experimental data in large wave tanks (No3). 

tan/3(-) tan0c(-) tan0(-) Researcher 
0.044 0.054 0.050 Saville 
0.054 0.060 Saville 
0.097 0.085 0.075 Saville 
0.015 0.026 0.040 Saville 
0.079 0.061 0.055 Simizu et al. 
0.097 0.081 0.085 Simizu et al. 
0.037 0.042 0.045 Simizu et al. 
0.031 0.030 0.030 Simizu et al. 
0.081 0.042 0.040 Simizu et al. 
0.043 0.036 0.035 Simizu et al. 
0.040 0.044 0.040 Simizu et al. 
0.025 0.028 0.035 Simizu et al. 
0.073 0.064 0.055 Simizu et al. 
0.012 0.013 0.020 Simizu et al. 
0.073 0.065 0.050 Simizu et al. 
0.026 0.027 0.030 Simizu et al. 
0.012 0.015 0.020 Simizu et al. 
0.098 0.050 0.040 Simizu et al. 
0.026 0.024 0.020 Simizu et al. 
0.018 0.019 0.040 Simizu et al. 
0.048 0.058 0.060 Simizu et al. 
0.022 0.066 0.070 Dette et al. 
0.016 0.052 0.060 Vellinga 
0.014 0.044 0.050 Kraus et al. 
0.014 0.031 0.040 Kraus et al. 
0.021 0.046 0.050 Kraus et al. 
0.021 0.036 0.040 Kraus et al. 
0.017 0.072 0.070 Nairn 
0.019 0.118 0.100 Southgate 
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CHAPTER 264 

THE INFLUENCE OF ROLLERS ON LONGSHORE CURRENTS 

Daniel A. Osiecki1 and William R. Dally2 

Abstract 

A computational model is developed for depth-averaged cross-shore and 
longshore currents which includes the effects of the surface roller generated by wave 
breaking. The creation and evolution of the roller itself is modeled explicitly (Dally 
and Brown, 1995), and convective acceleration terms are included in both the cross- 
shore and longshore momentum equations. Lateral mixing is parameterized in terms 
of the local cross-shore current and a turbulent eddy viscosity, as proposed by 
Svendsen and Putrevu (1994); however, a new model for eddy viscosity is proposed 
which contains contributions from both the roller-induced and bed-induced 
turbulence. The laboratory measurements of quasi-uniform longshore currents 
reported by Visser (1991) are used to calibrate and verify the model. For driving 
the model, it is shown that using stream function wave theory produces significantly 
better results than linear wave theory. Also, comparisons of longshore current 
distributions with and without the roller terms included show that the roller plays an 
essential role in faithfully modeling the longshore current. The calibrated model also 
produces accurate results for the set-up/set-down using stream function theory, for 
the limited data available from Visser (1991). 

Introduction 

Recent investigations of the roller have demonstrated its importance in mean 
cross-shore currents (undertow); e.g., see Svendsen (1984b), Okayasu et al. (1988), 
Deigaard et al. (1991), and Dally and Brown (1995).   We now focus attention on 

1 Research Engineer and 2Associate Professor, Ocean Engineering Program, 
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the potentially important influence of the aerated roller on longshore currents, both 
in driving longshore flows as well as in cross-shore mixing. 

For shore normal waves, Dally and Brown (1995) showed that the roller 
momentum flux (Rxx) was comparable to the Radiation Stress (Sxx) associated with 
the organized wave motion, and that their gradients tend to balance in the outer surf 
zone. This balance is responsible for the landward shift in the initiation of setup, as 
well as the landward shift in the location of the peak of the undertow, that have been 
observed in laboratory data (Bowen, et al., 1968; Nadaoka and Kondoh, 1982). In 
the present study it will be shown that with obliquely incident waves, the gradients 
of the cross-product momentum terms (Rxy and Sxy) also tend to balance in the outer 
surf zone. This results in a landward shift in the peak of the longshore current, 
which is also evident in laboratory data (Visser, 1991). 

Although lateral mixing of the longshore current has been an important 
modeling issue since the 1970's, it was not until recently that a physically realistic 
mechanism for observed cross-shore mixing, i.e. residual convective acceleration 
induced by the vertical structure of the cross-shore and longshore currents, was 
proposed by Svendsen and Putrevu (1994). In the present study the influence of the 
roller, which enhances vertical mixing and consequently reduces lateral mixing, will 
also be modeled and explored. 

General Governing Equations for Longshore and Cross-shore Currents 

Assuming steady currents, longshore uniformity, and no flow through the 
shoreline, a simple equation for the mean, depth-integrated, period-averaged, cross- 
shore current below the mean water level (U) is developed by integrating the 
conservation of mass equation. This relation is given by 

U=I(Q^QJ (1) 
(h + ri) 

The Stokes Drift term (Cv) is provided by the wave theory selected to drive the 
model, the roller volume flux (Q^) is provided by an energy-based roller model, and 
the still water depth (h) is known. The elevation of the mean water level (rj) is as 

yet unknown. 
Again, assuming steady state conditions, applying longshore uniformity, and 

neglecting wind stress, the period-averaged, depth-averaged momentum equations 
for the cross-shore and longshore directions are 

-i\^^Hii^i^^--\^   (2) 
and 
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"•^K&^KftJ     « dx 

where S is the Radiation Stress, R is the roller momentum flux, Dc characterizes a 
horizontal mixing mechanism, x is the time-averaged bed stress, and V is the depth- 
averaged longshore current. The first term in Eq. 3 represents a lateral mixing 
mechanism due to the vertical structure of the cross-shore and longshore currents 
(Svendsen and Putrevu, 1994) with D0 approximated by, 

D. = *^ (4) 
v, 

where vt is a turbulent eddy viscosity. The eddy viscosity model developed herein 
contains vertical mixing introduced by both the aerated surface roller and the 
bottom, as described below. 

A quadratic bed stress model is adopted: 

q_h=p|-ub(u
2
b+v^ (5) 

^I.h=p|vb(u2+v2)i (6) 

where Ub and Vb are the total instantaneous velocities at the bed. Following Smith et 
al. (1993) Cf is the Darcy-Weisbach friction factor, related to Manning's nm and the 
total water depth by 

cf = ^r (7) 
(h + TI) > 

Manning's resistance coefficient has units of (s*m"1/3) and was determined 
experimentally by Chow (1959) for a wide variety of channels. 

To solve the system of equations, the initial conditions of wave height, wave 
angle, and bottom topography must be specified. The selected wave theory is then 
used to determine the mass and momentum fluxes while shoaling and refracting the 
wave to the next grid. The cross-shore mass and momentum equations are next 
solved for the undertow and the wave induced set-up/set-down. By iterating 
between the mass equation, the cross-shore momentum equation, and the roller 
model, the undertow and the set-up/set-down are determined across the entire 
transect. The present model employs the wave height decay model of Dally, Dean, 
and Dalrymple (1985), hereafter referred to as the D3 model. 

Once the cross-shore hydrodynamics are computed, the longshore momentum 
equation is solved with a forward difference scheme. The longshore momentum 
equation is solved from onshore to offshore because the boundary condition of V=0 
must be applied at the shoreline. Equation (3) is solved across the entire transect 
using an implicit tridiagonal solution method. Because there is a quadratic 
dependence on V in the longshore mean bed stress, the longshore momentum 
equation is iterated until V converges to a selected tolerance for all points across the 
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transect.  The solution method outlined in this section is the same regardless of the 
wave theory used to drive the model. 

The Roller Model 

The roller model recently developed by Dally and Brown (1995) is used to 
predict the development and decay of the aerated surface roller in the surf zone, and 
is based on a depth-integrated and period-averaged energy balance equation. For 
obliquely incident waves, the roller model, under the condition of longshore 
uniformity, is expressed by 

^P® + £(iMRc2 cos2 9) = -MRgPd cosG (8) 

where Fw is the depth-integrated, time-averaged, wave-induced energy flux, x is the 
cross-shore coordinate positive in the shoreward direction, MR is the roller mass 
flux, 6 is the local wave angle (computed from Snell's law), g is gravity, and Pa is 
the roller dissipation coefficient. Pa was calibrated by Dally and Brown (1995) using 
a number of laboratory data sets, and a value of 0.1 yields good agreement when 
stream function theory is used to compute the driving terms. The volume flux of the 
roller, used in the conservation of mass equation (Eq. 1), is calculated from 

M 
Qrx=^cos9 (9a) 

P 
M 

Q„ = —^sin6 (9b) 
P 

The momentum flux terms for the roller in used in Eqs. 2 and 3 are calculated from 

Rxx=PQrxCcosG (10a) 

R^ = pQ^csine = pQ^ccosB (10b) 

The Eddy Viscosity Model 

It is suggested that two sources of turbulence, i.e. roller-induced turbulence 
and bottom-induced turbulence, should be accounted for in the eddy viscosity 
model. The measurements of Battjes and Sakai (1981) and Nadaoka and Kondoh 
(1982) suggest that as a wave dissipates across the surf zone, the turbulence it 
creates and leaves behind is similar to a turbulent wake. Consequently, an analogy is 
made that the turbulent wake produced by the roller of a breaking wave is similar to 
the turbulent wake produced by a cylinder submerged in a moving fluid.   From the 
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theory of turbulent wakes, the eddy viscosity in a turbulent wake (vT) can be 
described by (Tennekes and Lumley, 1977) 

vT = -^Uo0 (11) 

where K is Von Karman's constant (equal to 0.4), RT is the turbulent Reynolds 
number (equal to 12.5 based on experimental observations), UD is the free stream 
velocity, and 0 is the momentum thickness of the wake. For a coordinate system 
moving with the breaking wave, it would seem that the wave celerity (c) is 
analogous to U0. Tennekes and Lumley (1977) show that the momentum thickness 
for a circular cylinder is approximately half the frontal height of the cylinder, for 
Reynolds numbers between 103 and 3xl05 . Thus, if the roller is equated to a 
cylinder, a logical estimate of the momentum thickness, or 'radius', of the roller 
(0R) is given by 

®R=-J=JM^ (12) 
V7C  V P 

Completing the cylinder analogy, the roller contribution to the eddy viscosity is 
given by 

vR=^c©R (13) 

where vR is uniform over depth, which also follows from turbulent wake theory. 

With the upper layer turbulence represented, the bottom-induced turbulent 
eddy viscosity is now developed. Nielsen (1985) suggests that the length scale of 
the near-bed eddies should be that of the oscillatory water particle excursion, 
whereas the velocity scale should be that of a friction velocity. We also suggest that 
the friction velocity is well-represented by the maximum water particle velocity 
multiplied by a friction factor. Consequently, it appears that the turbulent eddy 
viscosity contribution from the bed might be modeled by 

HCT n <\ umax =  (15) 
2 sinh kh 

^max" 2~sinhkh (16) 

where, Cf is the friction factor discussed in the previous section, umax is the maximum 
orbital velocity given by linear wave theory in equation (15), £max is the maximum 
water particle displacement given by linear wave theory in equation (16), H is wave 
height, a is angular frequency, and k is wave number. With the bottom-induced 
eddy viscosity component modeled, the combination of mixing induced by the roller 
of the breaking wave and mixing induced by bottom turbulence is given by 

vT=(v^+v^ (17) 
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A comparison of the new eddy viscosity model with the eddy viscosity model 
proposed by Svendsen and Putrevu (1994) (Figure 1) shows an order of magnitude 
agreement. The new eddy viscosity model does provide a better behaved transition 
across the breakpoint, with the point of maximum turbulence located inside the surf 
zone, whereas the Svendsen and Putrevu (1994) eddy viscosity model has a 
maximum at the breakpoint. 
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Figure 1   Comparison of the new eddy viscosity model to Svendsen and Putrevu's 
(1994) eddy viscosity model for Visser's (1991) Case 4 conditions. 

Calibration 

The numerical model presented here is compared to the laboratory data set of 
Visser (1991) for calibration and verification. This data set is unique because it is 
the only experiment to minimize the recirculation present in enclosed basins by 
utilizing a longshore pumping method, to develop a uniform longshore current. 
Calibration of the longshore current model entailed the selection of a Manning's 
friction factor from a range of values presented by Chow (1959) for open channel 
flow conditions. The empirical decay coefficient (K) and the stable wave height 
coefficient (T), in the D3 wave decay model are also calibrated to minimize the error 
in wave height prediction.   Manning's friction factor and the D3 coefficients are 
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selected based on their relative least squares error to the measured data defined by 
equation (18) where B represents the variable in question: 

E  = 
Z(B. B„ .) 

1 

TCB   V / J I      meas / 

(18) 

Calibration results for the longshore current model are presented for two wave 
theories in tables 1 and 2. The numerical model results with stream function theory 
are presented in contrast to the model results for linear wave theory. 

D3 Coefficients Least squares error in wave height 
Case# K r Stream Function Theory Linear wave theory 

4 0.15 0.2 7.89 % 5.80 % 
5 0.15 0.4 12.45 % 16.70% 
6 0.2 0.3 4.09 % 4.51% 
7 0.2 0.2 9.06 % 7.03 % 

Table 1  Selected D3 wave decay model coefficients and relative least squares error 
from Visser's (1991) measured data. 

Least squares error in longshore current velocity 
Case# nm =0.01 nm =0.011 nm =0.013 

Stream Function Theory 
4 9.42 % 6.85 % 17.13% 
5 19.10% 13.05% 16.92 % 
6 25.35 % 26.65 % 31.92% 

Linear Theory 
4 19.02 % 20.16% 25.29 % 
5 10.85 % 8.84% 16.71 % 
6 33.13% 34.97 % 39.59% 

Least squares error in longshore current velocity 
Case# nm =0.015 nm =0.017 nm =0.02 

Stream Function Theory 
7 59.32 % 43.89% 25.75 % 

Linear Theory 
1 43.27% 31.35% 17.01 % 

Table 2 Least squares percent error for the range of Manning's friction 
coefficients (nm) from Chow (1959) for Visser's (1991) cases 4 through 7. 
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Because Visser did not measure the cross-shore current distribution, it is 
impossible to asses the validity of the cross-shore velocity predictions. However, 
based on the work of Dally and Brown (1995), the cross-shore current is expected 
to be reasonably represented. Sensitivity testing of the longshore current model 
shows that the magnitude of the longshore current is not overly dependent on 
Manning's friction factor. For the smooth bottom, cases 4-6, the normal friction 
factor value provides accurate results; however, for the gravel bottom in case 7 a 
value larger than Chow's (1959) suggested maximum provides better results. 

Visser's experiments 1-3 were performed on a beach with a slope of 1/10. 
Because stream function theory is limited by the breaker height to water depth ratio 
of 0.78, cases 1-3 were not investigated because the breaking waves in these 
experiments exceeded this ratio. Because case 8 was reported without wave height 
measurements, this case was also discarded. 

Results and Discussion 

The most obvious way to asses the effect of the roller on the longshore 
current is to contrast the results to a model without the roller term. Figure 2 shows 
the calibrated longshore current model results for Case 4, with and without the 
roller term in the cross-shore and longshore momentum equations. It is noted that 
the roller contribution to turbulence is still included. The model that neglects the 
roller term in the momentum equations shows a dramatic decrease in the longshore 
current velocity inside the surf zone and the location of the maximum current is 
shifted offshore. A similar effect occurs in the model predictions for all the cases 
studied. 

To asses the importance of the roller contribution to turbulence in the surf 
zone, results are presented that neglect the roller contribution to the eddy viscosity 
model. It is noted that the roller contribution to the longshore momentum equation 
is included in this comparison so that the effect of the roller turbulence on lateral 
mixing may be examined exclusively. Figure 3 clearly shows that the roller-induced 
turbulence has a significant effect on the overall longshore current distribution. The 
absence of the roller turbulence in the eddy viscosity model decreases the maximum 
velocity in the longshore current and shifts this point landward. Also, outside the 
breakpoint, a slight increase in the longshore current is produced without the roller- 
induced turbulence included. 
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Figure 2 Visser's (1991) Case 4 model comparisons with and without the roller 
contribution to the longshore momentum equation for (a) Stream Function theory 
and (b) Linear Wave theory. 
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Figure 3 Visser's (1991) Case 4 model comparisons with and without the roller 
contribution to the eddy viscosity model for (a) Stream Function theory and (b) 
Linear Wave theory. 
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It is important to note that the predicted cross-shore current driven by linear 
wave theory is much greater than the stream function theory cross-shore current. 
According to Dally and Brown (1995) linear theory in general overpredicts the 
Stokes drift, whereas stream function theory provides a better prediction of this 
wave-induced mass transport. Although Visser (1991) did not measure the cross- 
shore velocity component, it is reasonable to conclude that the hydrodynamic model 
that uses stream function theory is the better model for calculating the cross-shore 
and longshore currents. 

Conclusions 

The major findings of this investigation are as follows: (1) The nonlinear 
mixing term described by Svendsen and Putrevu (1994) provides an adequate 
amount of lateral mixing, with realistic eddy viscosity values, in comparison to the 
laboratory data for longshore currents collected by Visser (1991). (2) The addition 
of roller momentum to the longshore equation of motion is necessary for accurate 
longshore velocity predictions. (3) The contribution of turbulence from the roller is 
an important aspect of realistically modeling the turbulent eddy viscosity. These 
findings affirm the premise that the roller plays a significant role in driving the 
longshore current and in shifting the maximum longshore velocity inside the 
breakpoint. 
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CHAPTER 265 

Velocity Field Measurements in a "Coastal Buffer Zone" 

Hiroshi Yagil, Hirofumi Hinata1 and Kazuo Nadaoka2 

Abstract 
To investigate the characteristics of flow field in the coastal buffer zone (C.B.Z.), 

velocity measurements in a field were performed both in non-stratified and stratified 
conditions. The results of the data analysis have shown that in the non-stratified 
condition wind action, together with tidal motion, may induce unexpectedly large 
velocity even near the bottom with the magnitude beyond the threshold of the 
sediment movement, suggesting that the appreciable sediment transport may be 
caused by these wind-driven currents in C.B.Z.. In the stratified condition, it is 
revealed that internal tides with baroclinic velocity fluctuation may dominate the 
cross-shore exchanging motion of water mass. 

INTRODUCTION 

In coastal current system, the surf zone and the far-offshore region may be 
regarded as two extremes in a sense that the former is dominated exclusively by 
nearshore currents, while the latter is governed mostly by the ocean currents (Fig.l). 
The intermediate-depth zone, on the other hand, may be affected by both the factors 
as well as tidal currents, wind-driven currents, density currents, river flow, and hence 
may be called "coastal buffer zone (C.B.Z.)". Therefore for developing a reliable tool 
to describe the flow field in this zone, more integrated knowledge on these factors 
and, if any, the interactions among them are necessary. However, still limited parts 
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of the actual physical process of these factors are known for this purpose (Sato,1995; 
Yasuda et al.,1995). Hence, in the present study, field measurements in a C.B.Z. 
have been performed to clarify the fundamental characteristics of its velocity field. 

OUTLINE OF FIELD OBSERVATION 

The observation was curried out in the Kashima coast, as a typical open coast in 
Japan, which has a straight sandy beach facing the Pacific Ocean (Fig.2(a)). To 
clarify the characteristics of the current system in the C.B.Z. both in the non- 
stratified and stratified conditions, field observations were performed in the periods 
from Nov. 6 to 28 in 1994 and from July 19 to Aug. 20 in 1995. 

In the field measurements, three observation stations (St. 1-3) were set to be 
aligned in the cross-shore direction as shown in Fig.2(b). At these stations 
electromagnetic current meters, pressure-type wave gauges and thermometer were 
installed. The location of observation stations and the arrangement of measuring 
instruments were slightly changed between the observations in the non-stratified and 
stratified conditions as shown in Fig.2(b). 

RESULTS AND DISCUSSTION 

Non-stratified condition 
Figure 3 shows the time histories, at the three stations, of the mean water surface 

elevation and the shore-parallel component of the mean velocity close to the bottom 
(0.7-1.7m above the bottom). These mean values were obtained by a moving time 
averaging over one hour. The regular diurnal tidal fluctuations appear in the mean 
surface elevation. On the other hand, the shore-parallel bottom velocity shows 
appreciable irregularity and its maximum magnitude attains almost 40cm/s at St. 1. 
This is an unexpectedly large value, and such a large near-bottom velocity is 
observed also by Sato (1995) at the Ishikawa coast facing the Sea of Japan. The 
velocity of 40cm/s is beyond the threshold for the sediment movement, which is 
estimated as about 25cm/s by the Shields experimental curve for the sand with the 
mean diameter of 0.2mm. This fact suggests that in C.B.Z. appreciable sediment 
transport may be caused by these currents, although conventionally significant 
sediment transport has been believed to occur mostly in the surf zone and its 
vicinities. 

To find the causes of the large velocities near the bottom, the non-tidal irregular 
components were extracted from the near bottom velocity data by a moving time 
average over 24 hours. The results are shown in Fig.4, in which the long-period 
fluctuations with the period of 6 or 7 days appear at each station. Although the 
velocity amplitude at St.l in the shallower region is larger than that at St.3 in the 
deeper region, their fluctuation patterns are very similar each other. This fact 
suggests that there exists a common mechanism to cause these long-period velocity 
fluctuations in the C.B.Z.. To find the mechanism, the wind speed, which is 
indicated with a thick line in Fig.4 (wind-speed data are partly lacked because of 
trouble  in the  measurement),  is  compared with these  long-period velocities. 
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Obviously there is a close correlation among them. Hence, it is suggested that the 
wind may induce the long-period fluctuating currents with an appreciable magnitude 
even near the bottom. 

To obtain more quantitative understanding of the wind-driven currents in the 
C.B.Z., its numerical simulation has been done. The governing equations of the 
computations are 2-DV momentum equations with the coriolis force and the 
continuity equation. The k-e model described below has been employed to evaluate 
the vertical eddy viscosity vt. 

dk          dk 
 + u  
dt           dx 

• + w 
dk 
dz dz    a ^   dz 

ds          ds 
dt           dx 

+ w 
ds 
dz 

d ( Vt dk) + cs dz    a F   dz 

(1) 

f''-c««T--    (2> 

k2 

v, = CM—, (3) 

where x and z represent the cross-shore and vertical coordinate, u and w the velocity 
components in the x- and z-direction, k the kinetic energy of turbulence, s the 

dissipation rate of the turbulence kinetic energy, and P^ the production rate of k. C^, 

C£i, Ce2, ok and cre are the turbulence model parameters, for which the standard 

values (C^=0.09, Ce/=1.44, Cs2=l.92 and at =crE=l.O) are adopted here. In the 
present computation, the shore-parallel uniformity is assumed and the topography of 
the computational area is simplified as shown in Fig. 5. The spatially uniform wind 
shear stress at the water surface was given, being based on the wind data obtained at 
the nearshore observation station (as shown in Fig.4) and the friction factor at the 
water surface (C^=0.002). 

Figure 6 shows the computed vertical profiles of the shore-parallel velocity for 
the three cases of the water depth; i.e. A=20, 60, 100m. The indicated results are 
those after 9.5 days from the beginning of the computation. In the case of /!=100m, 
the vertical gradient is relatively large in the surface layer, while it becomes small 
beneath it. This fact suggests that the effect of wind shear stress is limited to the 
surface boundary layer, and the geostrophic current under the balance between the 
coliolis force and the cross-shore gradient of the water surface elevation is formed 
beneath the surface layer. On the other hand, in the case of /?=20m, the influence of 
wind shear stress reaches the bottom so that the large vertical gradient of velocity is 
induced through the entire depth. This means that in the present observation area, 
because of its shallow water depth less than 20m, the large bottom velocity may be 
induced by the wind shear stress. These facts indicate that the ratio between the 
surface Ekman boundary layer width <% and the local water depth h, fa/h, is one of 
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the principal factors for the overall understanding of the velocity field of a C.B.Z.. 
Figure 7 represents the computed time histories of shore-parallel bottom 

velocities at St.l to 3, which show the long-period fluctuation similar to those found 
in Fig.4. However, the magnitude of the computed velocity, except for St.3, is 
smaller than that of the measured, and the velocity differences among the three 
stations are not well reproduced. One of the possible causes of these discrepancies is 
the difference between actual and simulated turbulence structure of the wind-driven 
currents. Besides the offshore wave breaking due to wind may act to augment the 
bottom velocity (Yasuda et al., 1995). 

Stratified condition 
Figure 8 (a) and (b) show respectively the shore-parallel and cross-shore 

components of the bottom velocity fluctuation in the case of the stratified condition 
at St.2, where the water depth is 13m and the distance from the shoreline is 1.5km. 
The long-period fluctuation as found in the non-stratified condition dose not appear 
in this case. However, more conspicuous feature in the time variation characteristics 
can be found; namely, as compared with those in the non-stratified condition, these 
velocity data show high frequency fluctuation with appreciable irregularity, 
especially in the cross-shore component. To examine the frequency characteristics of 
these velocity fluctuations, the frequency spectra have been computed as shown in 
Fig.9, which indicate that in the shore-parallel component the diurnal tidal 
fluctuation has dominant contribution to the spectrum both in the surface and 
bottom velocities. In the cross-shore velocity component, on the other hand, the 
diurnal tidal fluctuation prevails in the surface velocity, while in the bottom velocity 
the semi-diurnal fluctuation arises with appreciable magnitude. 

These diurnal and semi-diurnal velocity fluctuations were further examined with 
the water surface tidal fluctuation by extracting them from the raw data by applying 
a band-pass filtering. The results are shown in Fig. 10 and indicate that the diurnal 
components of the shore-parallel velocity in the surface and bottom layer are nearly 
in phase. This means that the shore-parallel velocity is governed mainly by the 
barotropic tidal motion. On the other hand, the semi-diurnal components of the 
cross-shore velocity in the surface and bottom layer are mutually 180 degrees out of 
phase. These facts suggest that the baroclinic tidal motion is dominant in the cross- 
shore direction. 

To examine the cross-shore barotropic motion in more detail, the water 
temperature variations both in time and space has been investigated. The field data 
for this purpose was obtained with the vertical arrays of several thermometers at the 
three stations. Figure 11 represents a typical example of the time sequence of the 
spatial distribution of the water temperature. It can been seen that the bottom water 
body with relatively low temperature runs up and down on the sloping sea bottom 
with the excursion length of about 1 km for the front movement. Corresponding to 
this bottom water motion, the upper water body with higher temperature shows 
cross-shore oscillating motion in the opposite phase from the bottom water motion. 

From these results, the velocity field of the C.B.Z. in the stratified condition may 
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be summarized as follows; i.e., in the shore-parallel direction, the barotropic tidal 
motion is dominant, while in the cross-shore direction the baroclinic tidal fluctuation 
is significant. This difference may be explained by the role of the shore boundary; i.e. 
it prevents the barotoropic tidal motion exclusively in the cross-shore direction. 
However, the baroclinic cross-shore tidal motion appears as running up and down 
motion near the shore with large excursion length. Since this baroclinic tidal motion 
results in appreciable cross-shore exchange of water mass, it may have a dominant 
role in the cross-shore mass transfer in C.B.Z.. 

CONCLUSIONS 

The major conclusions obtained in the present study for C.B.Z. are summarized 
as follows: 

1. In the non-stratified condition, wind action may induce unexpectedly large 
velocity even near the bottom with the magnitude beyond the threshold of the 
sediment movement. This fact suggests that the wind-driven current may cause 
appreciable sediment transport in the C.B.Z.. 

2. The ratio between the surface Ekman boundary layer width Sg and the local 
water depth h is one of the principal factors for overall understanding of the 
velocity field in C.B.Z.. 

3. In the stratified condition, internal tide with baroclinic velocity fluctuation may 
dominate the cross-shore exchanging motion of water mass. 
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Fig. 4 Long-period fluctuating components of shore-parallel bottom velocities and 
wind speed. 
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Fig.10 Band-pass filtered velocities. 



COASTAL BUFFER ZONE 3441 

Onshore lkm 2 km Offshore 

J-20m 

Fig. 11 Time sequence of spatial distribution of water temperature in diurnal time 
scale. 



CHAPTER 266 

DEVELOPMENT OF UNDERWATER BEACH PROFILE 
BY MONOCHROMATIC AND RANDOM WAVES 

Karsten Peters1, Jiirgen Newe1 and Hans-H. Dette2, M.ASCE 

ABSTRACT: Central to all problems involving alluvial coasts is the 
response of the underwater profile to given wave conditions. It has 
been demonstrated in laboratory tests that a constant wave pattern 
leads to an equilibrium profile. BRUUN (1954) defined this profile 
by a parabolic equation and various refinements have been proposed 
since. Applications to field data show, however, that the fit is 
frequently less than satisfactory. Noteworthy is also that profiles 
generated in the large wave flumes tend to have significantly 
narrower surf zones than similar sand beaches in the nature. To 
answer this and other questions a series of experiments were carried 
out in the Large Wave Flume (LWF) in Hannover. 

INTRODUCTION 

The Large Wave Flume in Hannover is 324 m long, 5 m wide and has a depth of 
7 m and is capable of generating waves up to 2 m height. These waves are generated 
by an electronically controlled hydraulic system, which drives a piston-type wave 
board. A wave absorption device allows the minimization of wave reflections during 
the tests. 

The main objective in the 1993 experiments was the investigation of beach profile 
response under erosional and accretional wave conditions. The experiments included 
tests with monochromatic waves and spectral waves at constant water level and 
spectral waves with superimposed tidal simulation with lm tidal range. 

" Research Assistant 2) Academic Director, Department of Hydrodynamics and 
Coastal Engineering, Leichtweiss-Institute for Hydraulics, Technical University 
Braunschweig, Beethovenstr. 51a, 38106 Braunschweig, Germany. 
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EXPERIMENTAL SET-UP 

The initial profile geometry consisted of a dune, a 1:30 beach slope and a 70 m 
long toe berm (Fig. 1). A sand volume of 1.700 m3 was necessary to build up the 
initial profile. The used sand had a grain diameter of DJ0 = 330 urn with a fairly 
narrow grading. This is representatively for the beaches along the west coast of the 
high energy coast of the Island of Sylt/North Sea. Data were collected on bed profile 
development, water levels and waves, wave energy dissipation, velocity distributions 
and suspended sediment distributions, only aspects relating to profile development 
will be discussed here. 

The experiments in the Large Wave Flume can be devided into three major parts: 

• In part I monochromatic waves were used to generate an equilibrium profile 
under erosional conditions (Test Series 0 and 2) and accretional conditions 
(Test Series 1), while the water level was kept constant. 

• In part II (Test series 3 and 4) random waves (TMA-Spectra) were used to 
investigate the profile response under erosional and accretional test conditions 
with a constant water level. 

• In part III (Test Series 5 and 6) random waves (TMA-Spectra) were run 
together with water level variations in order to simulate a profile development 
under tidal conditions. The tide had a range of 1 m with the previous constant 
water depth of 4.50 m representing the high water level. The 12 hours 
'sinusoidal' tide is simulated as step function in 25 cm steps of 60 minutes, 
except high and low water phases with 90 minutes duration. 

Table 1 summarizes information on wave parameters, water level, test duration 
and profile response for the Test Series' 0 to 6. The final profile of each single Test 
Series was used as initial profile for the following series. 

Height above bottom [m] 

S7 SWL 
~=r 

Wave Bos ird 

,. IT 
50 100 150 

Position [m] 

Figure 1.   Initial profile built up in the Large Wave Flume in Hannover. 
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Table 1:    Test conditions for the flume experiments 1993. 

Test 
Series 

Initial 
Geometry 

Wave Parameters Water 
Level 
[m] 

Duration 
[hrs] 

Profile 
Response 

Type H, Hm0 

[m] 
T T 
[sec] 

0 

1 

2 

1:30 slope 

result of 0 

result of 1 

M 

M 

M 

1.20 

1.20 

1.20 

5 

10 

5 

4.50 

4.50 

4.50 

17:00 

15:45 

07:20 

Erosion 

Accretion 

Erosion 

3 

4 

result of 2 

result of 3 

S 

s 
1.20 

1.20 

5 

10 

4.50 

4.50 

15:00 

10:30 

Erosion 

Accretion 

5 

6 

result of 4 

result of 5 

S+T 

S+T 

1.10 

1.05 

5 

10 

3.5 - 4.5 

3.5 - 4.5 

45:00 

39:00 

Erosion 

Accretion 

with M     -   monochromatic waves with H and T 
S       -   TMA-spectrum with Hm0 and Tp 

S+T -   TMA-spectrum with water level variations (tidal simulation) 

RESULTS AND DISCUSSION 

Profile Shape 

• In part I monochromatic waves in Test Series 0 with a height of 1.2 m and a 
period of 5 sec. were used to generate an equilibrium profile under erosional 
conditions. The initial 1:30 beach slope and the dune (Fig. 2a) were transformed 
during 17 hours of erosion in Test Series 1 (Fig. 2b) into a typical bar-trough- 
profile, which can be characterized by the relatively steep and narrow bar and the 
following trough. The slope of the seaward bar face had a magnitude of 1:5. 
Arrows in Fig. 2 indicate the direction of the bar movement. 

The final profile form in Test Series 0 was stabilized under 16 hours of 
accretional waves with a period of 10 sec. in the following Test Series 1 
(Fig. 2c), where ripple structures were formed seaward and landward of the 
widened bar. The surf zone has been filled with sand so that the profile level 
inside the surf zone raised. 

Additional 7 hours of erosional wave conditions in Test Series 2 (Fig. 2d) 
widened the surf zone and formed a steeper bar. The inner surf zone was raised 
again and rebuild like a foreshore terrace, while the ripple structures at the sea 
floor disappeared. 
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Figure 2.   Initial and final beach profiles under monochromatic waves and constant 
water level (Test Series 0-2). 
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In part II (Test series 3 and 4) irregular waves (TMA-Spectra) were used in order 
to investigate the profile response under erosional and accretional waves. In 15 
hours of erosion the profile has smoothed inside and outside the surf zone and the 
seaward slope of the foreshore terrace has moved further offshore (Fig. 3a). 

11 hours of accretional wave conditions formed ripple structures at the profile 
bottom (compare with Test Series 1) and rounded the foreshore terrace (Fig. 3b). 
In comparison to the monochromatic case the bar is much lower and broader. 

In part III (Test Series 5 and 6) random waves (TMA-Spectra) were run together 
with water level variations in order to simulate the profile development under 
tidal conditions. Caused by different water levels and spatially moving zones of 
energy dissipation an equilibrium profile developed in the surf zone area. The 
final profile of Test Series 5 (Fig. 3c) shows how the inner surf zone has been 
smoothed, while the seaward front face of the surf zone moved further offshore 
indicated by an arrow. 

39 hours of accretional wave conditions in Test Series 6 flattened the bar profile 
in the surf zone area and a short terrace could develop (Fig. 3d). The wet beach 
remained the original shape over the whole Test Series' 5 and 6. 

2D/3D Profile Development 

In order to illustrate the morphological processes caused by the spectral waves 
and superimposed tidal simulation more in detail the single profiles of Test Series 5 
have been joint together into time-dependent profile evolution diagrams. The upper 
diagram in Fig. 4 shows the profile evolution under erosional wave conditions over 
the time of 3'/2 tidal cycles. Two arrows indicate the starting and the final position 
of the bar crest. In the lower graph (Fig. 4), which shows the top view of the profile 
evolution, the phases after low and high water level conditions are marked. 

It is significant to see in both graphs how the bar profile changed into a smoothed 
foreshore terrace, while the seaward face of the terrace moved in rhythmic manner 
further offshore. The offshore movement of the bar, which is caused by erosional 
wave conditions, is overlapped by the rhythmic bar movement over the tidal cycles. 
This morphological rhythm, which can be observed between position 200 m and 
220 m in the upper diagram with the help of the contour lines, shows the profile 
response on the tidal simulation. 

At low water level zones of energy dissipation are spatially placed further 
offshore, which results in a higher erosion potential because the profile in that tidal 
phase is not in equilibrium with the incoming waves. At high water level the zones 
of energy dissipation are shifted further onshore and the waves do not break at the 
front face of the forshore terrace as at low water levels. The front face of the 
foreshore terrace moves onshore, by which means the crest height of the bar is 
increased. 
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Figure 3. Initial and final beach profiles under spectral waves with constant water 
level (Test Series 3 and 4) and spectral waves with superimposed tidal 
simulation (Test Series 5 and 6) 
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Figure 4. Profile evolution under erosional wave conditions (TMA spectra) with 
superimposed tide as a 3D-diagram (above) and as a top view (2D 
diagram below). 
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By tidal simulation the bar movement has been intensified. This was also 
observed for Test Series 6 (not illustrated here) under accretional wave conditions, 
where the rhythmic bar movement caused by the tide overlapped the onshore 
movement of the bar system. 

Bar Position and Bar Height 

All profile data for each wave condition can be analysed as a time history over 
the whole test duration. In the upper graph of Fig. 5 the definitions of the bar height, 
the bar position and the surf zone width are shown. The bar crest in this case is 
defined as crest height of the seaward shore face. 

In the lower graph of Fig. 5 the surf zone and the enclosed beach with the 
adjacent shoreline is shown as a top view and the bar height with the corressponding 
water level as a side view. It can be seen how the bar position at the seaward end of 
the surf zone developed, and how the crest height of the bar corresponds to this. 
Additionally the water level is indicated. For Test Series 5 and 6 the manner of tidal 
simulation is illustrated. 

For the Test Series' 1 to 6 it can be summarized that erosional wave conditions 
(marked with 'E' in the graph) widen the surf zone and lower the crest of the bar, 
while accretional wave conditions (marked with 'A' in the graph) cause a reduction 
of the surf zone width and connected with an increase of the bar crest level. The 
superimposed tide and the tidal range intensify the bar movement, compared to the 
Test Series with constant water level. These two components, the bar movement at 
a constant water level and the tidal cycles itself, lead to a rhythmic bar movement. 
After 2-3 tides the morphological changes during each tide became stable, which 
means that the morphological changes on the profile over one tidal cycle reached 
already a minimum. 

Ripple Structures 

Accretional monochromatic waves (see Test Series 1) have caused large bed 
forms at the profile bottom. This is demonstrated in Fig. 3b. As a time history the 
plotted profiles in Fig. 6 show a considerable ripple movement seaward of the bar. 
Starting with the initial profile at the bottom the intermediate profiles are plotted 
above in temporal order. It can be seen how the bed forms grow and develop at the 
seafloor and how they propagate in landward direction until they reach the toe of the 
bar. The bed forms were not able to propagate into the surf zone, so that they 
stopped at the toe of the bar and increased the width of the bar. Because the bar 
crest remained nearly at its position the seaward slope of the bar became flatter. 
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Test Series' (below) 
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Figure 6.   Development of bed forms during accretional wave conditions (Test 
Series 1). 
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CONCLUSIONS 

The flume experiments in 1996 showed that beach profiles reached their 
equilibrium state under erosional and accretional wave conditions in small 
timescales. For a constant water level the profiles have been transformed into quasi- 
equilibrium profiles after 10 to 15 hours of test duration. In the case of a varying 
water level 2-3 tidal cycles were only necessary to develop a state, where the profile 
changes during one tidal cycle reached a minimum. 

The experiments for accretional conditions were affected by a steep seaward 
slope, what is not naturelike. Further tests are necessary to investigate this question. 
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CHAPTER 267 

TURBULENT STRESSES IN THE SURF-ZONE: WHICH WAY IS 
UP? 

John W. Haines1 and Guy Gelfenbaum1 

Abstract 

Velocity observations from a vertical stack of three-component Acoustic Doppler 
Velocimeters (ADVs) within the energetic surf-zone are presented. Rapid tem- 
poral sampling and small sampling volume provide observations suitable for in- 
vestigation of the role of turbulent fluctuations in surf-zone dynamics. While 
sensor performance was good, failure to recover reliable measures of tilt from the 
vertical compromise the data value. 

We will present some cursory observations supporting the ADV performance, 
and examine the sensitivity of stress estimates to uncertainty in the sensor ori- 
entation. It is well known that turbulent stress estimates are highly sensitive to 
orientation relative to vertical when wave motions are dominant. Analyses pre- 
sented examine the potential to use observed flow-field characteristics to constrain 
sensor orientation. Results show that such an approach may provide a consistent 
orientation to a fraction of a degree, but the inherent sensitivity of stress estimates 
requires a still more restrictive constraint. Regardless, the observations indicate 
the degree to which stress estimates are dependent on orientation, and provide 
some indication of the temporal variability in time-averaged stress estimates. 

Introduction 

Few observations of turbulent stresses in energetic surf-zone conditions exist. 
This observational void is in marked contrast to modeling efforts describing surf- 
zone circulation. Published models include details of the stress distribution which 
have yet to be constrained by field observations (Svendsen et al., 1987, Deigaard 
et al, 1991). Moreover, investigations of nearshore circulation have suggested 
that simpler (constant eddy viscosity) models of the stress distribution may be 
inconsistent with field observations of the mean flow field (Haines and Sallenger, 
1994). 

^.S. Geological Survey, Center for Coastal Geology, 600 4th St. South, St. Petersburg, FL, 
33701 
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In an attempt to better constrain modeling efforts, a field program was de- 
signed to collect data on the vertical and temporal distribution of turbulent 
stresses within the surf-zone. As part of the Duck94 field program a vertical ar- 
ray of SonTek Acoustic Doppler Velocimeters (ADVs) was deployed and 24 days 
of nearly continuous data collected (Figure 1). The principle aim of the deploy- 
ment was to return observations of the high-frequency intermittent phenomena 
associated with bottom and surface boundar-layer processes. The objective was 
to accurately describe the turbulent statistics of the flow-field adjacent to both 
boundaries under breaking and non-breaking wave conditions. 

A critical requirement for the calculation of stress estimates is the precise 
definition of an appropriate coordinate system. Because of the relatively large 
horizontal flows associated with shallow-water incident waves, stress estimates 
are inherently sensitive to the choice of a vertical coordinate. Previous work 
has suggested that, under representative incident wave conditions, a precision of 
0.03 degrees is required in definition of the tilt angle to assure stress estimates 
are correct within lcm2s~2 (Lohrmann et al., 1995). The appropriate coordinate 
system may depend on the modeling approach taken. For example, a gravitational 
coordinate system may produce results significantly different than a coordinate 
system aligned with the local bed slope. In the absence of field observations of the 
magnitude and variability of the stresses, the precision required for array design 
is speculative. Observed variability also provides an indication of the sensitivity 
of results to the choice of coordinate frame. 

The ADV array deployed was instrumented with a continuously recording 
tilt-meter. Subsequent analyses suggest that the tilt-meter lacked the required 
accuracy for definition of a reliable coordinate system. Given the shortcomings of 
the tilt measurements, and the sensitivity of stress estimates to tilt, we are inves- 
tigating the potential for using the flow data itself to determine an appropriate 
coordinate system. Regardless of the success of this effort, the data also provides 
a means for investigating the sensitivity of field observations to deviations from 
the vertical. The observations will also provide some indication of the magnitude 
of the temporal and spatial variability of surf-zone stresses. 

Data 

As part of the Duck94 experimental program, a vertical stack of Sontek ADVs 
was deployed at the US Army Corps of Engineers (ACOE) Field Research Facility 
(FRF) in Duck, NC. The deployment consisted of 7 ADV sensors in a vertical 
array, with supplementary observations of water level, optical backscatterance, 
array tilt and rotation, and bed elevation from a sonic altimeter (Figure 1). All 
sensor outputs were digitized in situ, synchronized via GPS clock, and written to 
shore-based storage via a fiber optic cable. The ADVs were sampled at 25 Hz. 
All other sensors were sampled continuously at 64Hz. The ADV distribution 
was intended to span the bulk of the water column and return observations of 
near-bed and near-surface turbulent fluctuations. 
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Figure 1: Array configuration. Bed height determined from altimeter is approxi- 
mately \m from ADV position. ADV sensing volumes are 15cm below the sensor 
heads shown. 
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1994 

Figure 2: Offshore significant wave heights from the Field Research Facility pres- 
sure array in 8m water depth. Solid lines indicate period of sensor deployment, 
thick solid line shows period of data recovery. 
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The array was initially deployed in approximately 4.5m water depth, outside 
the primary bar normally present at the Duck site. Subsequent to deployment, 
an energetic storm event (October 16-18th, Figure 2) resulted in substantial bar 
migration, burying the lowermost ADV and obscuring the sampling volume of the 
next highest sensor. The following weeks saw a slow erosion of the bar, and the 
upper impacted sensor eventually began to return data. Figure 2 shows the off- 
shore wave conditions present throughout the deployment. The deployment spans 
3 substantial storm events, and only data from these events, where the array was 
within the surf zone, are discussed in the following. Discussion is further limited 
to those 5 sensors which were continuously operational. The deployment was 
violently terminated by surf-zone debris associated with the passage of Hurricane 
Gordon. 

Figure 3: a) Time series from ADV sensors, offset to indicate increasing height 
above the bed. b) Time series from uppermost ADV and pressure sensor (nor- 
malized by velocity variance). 

The data quality from the ADV sensors appears to be uniformly good. Fig- 
ure 3a shows representative data from the 5 operational ADV's, demonstrating 
extremely high coherence between sensors across the incident wave band. Inde- 
pendent verification of sensor performance is given by comparison to the water 
level data (as shown in Figure 3b.) Depth decay of the incident-band velocities 
are consistent with linear theory, supporting the overall data quality. Visual in- 
spection of the data suggests that high-frequency variance "events" occur with 
greater frequency high in the water column. This may be suggestive of breaking- 
produced turbulence, and is an area for further investigation. 

The data are further described in Figure 4a, showing cross-shore, u, and 
vertical, w, velocity spectra (Figure 4a).   Above incident-band frequencies the 
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a) 

Figure 4: a) u (higher energy) and w spectra, b) pu (thick line) and pw squared 
coherences. Frequency scales are not equivalent for the two panels. Data shown 
are post-rotation as determined by the analysis described herein. 

spectra show an f~5/3 decay. The horizontal velocities generally show enhanced 
energy levels relative to the vertical velocities at all frequencies. The leveling of 
spectral energy at high frequencies for the horizontal velocity is due to the noise- 
floor of the sensor, which is substantially reduced for the vertical component. 
Coherences between pressure observations, p, and horizontal velocities are high 
across the incident band and uniformly higher than pw coherences. 

Analysis 

While the data appear reliable, calculation of the turbulent stresses requires 
accurate constraint of the coordinate frame. In the following we will attempt to 
determine the sensor orientation from the observed flow characteristics. In order 
to maximize the signal-to-noise ratio of the data, further analysis is restricted to 
high-energy conditions. Selected one-hour data segments, described in Table 1, 
were analyzed. 

The underlying assumption for the following analysis is that the flow field, as 
described by the observations, contains information about the sensor orientation. 
A plausible first assumption might be that, following linear wave theory over a 
horizontal bed, within the incident-wave band, vertical and horizontal velocities 
are in quadrature. It follows that the time-averaged stress, (uw), should be zero. 
We might then choose to rotate the observations into a coordinate frame where 
this criteria is met. For a sloping bed, the result is rotation into a bed-normal 



3458 COASTAL ENGINEERING 1996 

Run# Date Time 
UTC 

Depth 
m m s 

bed ht. 
m 

0 10/26 13:00 4.49 .81 4.9 .25 
1 10/26 15:00 4.78 .92 5.3 .26 
2 10/26 19:00 4.54 1.21 6.1 .27 
3 10/26 21:00 4.20 1.21 6.4 .26 
4 11/7 08:00 3.50 .55 12.8 .35 
5 11/7 09:00 3.65 .68 11.6 .36 
6 11/7 10:00 3.77 .79 11.6 .37 
7 11/7 11:00 4.18 1.14 11.6 .38 
8 11/7 12:00 4.52 1.29 11.6 .39 
9 11/7 13:00 4.80 1.38 6.4 .41 
10 11/7 16:00 4.90 1.60 7.5 .42 
11 11/7 17:00 4.69 1.35 7.5 .37 
12 11/7 22:00 3.80 .99 11.6 .38 
13 11/8 14:00 4.73 .62 11.6 .48 

Table 1: Summary statistics for analyzed runs. All quantities are from array 
observations of surface water level and bed elevation. Bed height is distance 
beneath lowermost operational sensor. Sensor height for remaining sensors are, 
relative to lowermost sensor, 20.8 cm, 86.4 cm, 130.1 cm, 189.4 cm. 

coordinate system, or more correctly, rotation into a wave-defined coordinate 
system. Alternative criteria for determination of the coordinate system might 
include rotation to zero mean vertical velocity, (w) = 0, or minimization of the 
vertical variance, (ww). The (w) criteria would follow on assuming that mean 
flows were constrained to be bed-parallel. The validity of this assumption may 
vary with distance from the bed. In all cases the resulting coordinate frame may 
be expected to reflect the influence of a sloping bed. It is of interest to examine 
whether variations on the order of the bed slope significantly change the estimated 
stress quantities. 

The rather simplified view outlined supports a variety of approaches for deter- 
mining a best rotation. The assumption that relevant information is contained in 
the wave-driven flow requires application of any methodology across some subset 
of the entire frequency range sampled. Any of the above criteria might be ap- 
plied, singularly or in a weighted combination. The assumption of ww-quadrature 
further supports minimization of a number of co-spectral quantities across the 
frequency band of interest. In fact, any of the variance properties ((uw), (ww)) 
may be minimized as band-averaged quantities, or minimized frequency band- 
by-band in a least-squares sense across the entire frequency range of interest. 

A number of candidate criteria were tested. The "best" criteria were deter- 
mined by the consistency of the resulting coordinate system.  This is based on 
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the necessary assumption that the array was stationary throughout the data ex- 
amined. Here the deposition of approximately 50cm of sand associated with the 
bar migration may be viewed as a benefit. This deposition, we presume, fur- 
ther stabilized the array, reinforcing the stability properties provided by a deep 
central jetted pipe and three anchored guy wires. A further assumption is that 
the coordinate frame, as defined by the flow, is stationary. This assumption is 
invalidated by any significant change in the underlying bed topography. 

Among all the criteria tested the most consistent results were achieved by 
constraining the mean vertical velocity to be zero ((to) = 0) and minimizing the 
vertical variance subject to this constraint. The minimization requires selection 
of a frequency band of interest, and it is the band-averaged variance which is 
ultimately minimized. Variations arising from this selection will be discussed in 
the following. 

The constraint of (w) = 0 defines a functional relationship between the two 
tilt angles given by 7 = /(/?), where 7 is the tilt angle in the alongshore/vertical 
(yz) plane, and 0 is the tilt angle in the cross-shore/vertical (xz) plane. The 
search for (tra) = min may then be restricted to the line in 7/? space defined by 
the (w) constraint. 

The shore-normal horizontal coordinate frame chosen approaches, for the 
nearly shore-normal wave conditions examined here, a frame oriented with the 
principle component of the wave velocities. As a result, as will be shown, the tilt 
angle, /?, in the shore-normal direction is strongly constrained by the energetic 
wave motions, while the 7 solution, subject to less energetic wave motions, is less 
well defined. Conversely, small variations in /? have a large (relative to 7) impact 
on the estimated stresses. The alongshore component of the system is dominated 
by the strong alongshore currents present during most of the runs analyzed. The 
mean currents influence the rotation through the (w) = 0 constraint. 

This approach to determining a coordinate frame implies a further, less obvi- 
ous constraint. The minimization procedure ({w) — 0, (uw) = min) is equivalent 
to constraining the stress terms, (uw), to be zero. We do not expect this con- 
straint to be strictly valid, due to system noise and the influence of "non-wave" 
motions. Nonetheless, the results provide the greatest consistency in determina- 
tion of sensor tilt. While it might be hoped that averaging the results over several 
data segments might reduce the effects of such contamination, it is equally (or 
more) likely that this procedure has a systematic bias in the tilts determined. 

The minimization procedure was applied to the data subsets described in 
Table 1. Stable estimates resulted only when conditions were energetic, suggesting 
the wave signal must exceed some "noise" level in the data (where noise may 
include a variety of non-wave motions as well as system or random noise). Further 
examination indicated that the stability of the estimates was enhanced when the 
incident wave field was narrow-banded in direction. The stability of the tilt 
estimates was determined from the variance of the estimates from segmented 
runs.   While variability in the results increased with decreasing wave height, 
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Figure 5: a) Resulting best 7 (tilt in yz plane) values for 1 hour data runs. Values 
offset to indicate sensor location. Line types indicate the frequency range of the 
solution, b) Representative cross-shore velocity spectrum and frequency range of 
solutions (shown by horizontal lines). 

there was no significant change in the mean values determined. The final values 
determined are consistent with the data from the tilt sensor, though this provides 
constraint within only a few degrees. 

Determination of the best rotation in the following is restricted to data Runs 
7—11 (Table 1) which are relatively continuous in time and subject to energetic 
incident wave conditions. In fact, all runs listed are well within the surf-zone. 
Only beneath breaking waves were conditions energetic enough to result in stable 
estimates. The impact of breaking wave conditions on the approach can not be 
assessed as non-breaking conditions with large waves were not observed. 

Results 

Results for the 7 (yz plane) tilt determination are shown in Figure 5a. The 
minimization was applied over three separate frequency bands as shown in Figure 
5b. For determination of 7 the results are insensitive to the frequency band 
chosen. The best 7 values resulting show significant variance and a marked 
trend with time. While the variance in 7 is large, the relatively modest amounts 
of incident wave energy in the along-shore direction results in little effect on 
calculated stress quantities. 

Determination of /?, in the plane of maximum wave orbital motions, has a 
far greater impact on stress calculations. Figure 6 shows that while the overall 
variance in the estimated orientation is reduced relative to 7, the sensitivity to 
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Figure 6: a) Resulting best /? (tilt in xz plane) values for 1 hour data runs. Values 
offset to indicate sensor location. Line types indicate frequency range of solution, 
b) Representative cross-shore velocity spectrum and frequency range of solutions 
(shown by horizontal line). 

frequency band selection is increased. Stable estimates require a choice which 
encompasses the entire incident band, and stability is further enhanced by inclu- 
sion of the higher harmonics. This is a somewhat problematic finding. Ideally we 
would like to determine orientation using an approach independent of information 
in the higher turbulent frequencies. 

The standard deviations of the /? values found for the 5 runs are shown in Table 
2. The variance reduction with increasing frequency range is clear. There is also 
an indication that the upper and lower sensors are less well constrained. This is 
consistent with enhanced turbulence generation at the boundaries (reducing the 
wave signal relative to other motions) or may suggest some deviation from linear- 
wave behavior near the free-surface and bed. Overall, consistent tilt estimates 
are found to within half a degree (2 standard deviations) for all sensors. 

Discussion 

The mean tilt values from the 5 runs described were applied to correct all 
the data. The resulting vertical velocity spectra and uw coherences are shown 
in Figure 4. Vertical velocity variances are substantially reduced relative to the 
unrotated data, as are uw coherences; suggesting a removal of wave fluctuations 
from the vertical component. The data still show marked spectral and coherence 
peaks in the incident wave band. The method applied minimizes the w-variance 
across the entire band. Peak removal is somewhat enhanced if the variance mini- 
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Std. deviation (3 (degrees) 
Sensor #    Low Freq.    Incident    Broad band 

1 

.53 

.47 

.10 

.44 

.38 

.32 

.29 

.09 

.20 

.22 

.23 

.10 

.09 

.14 

.20 

Table 2: Standard deviation of j3 values determined over 5 runs analyzed. Values 
are shown (in degrees) for frequency ranges indicated in Figure 5b. 

mization is applied in a least-squares sense, band-by-band, across the frequency 
range selected. Results from this approach are comparable, though somewhat 
more variable. 

The approach followed here is based on some general assumptions about the 
frequency contribution to the stress. Figure 7 describes this contribution, and the 
effect of rotation. The figure shows the cumulative stress as higher frequencies are 
included in the stress calculation. Shown are the results for the best orientation 
determined previously (averaged over 5 runs), and rotations representive of ±0.2 
and ±0.4 degrees in 7 and /?. The solid horizontal line shows the frequency 
range for which the tilt angles are determined. The best rotation for this run 
(as opposed to the best average rotation) would result in the intersection of the 
cumulative stress curve and the high-frequency end of the frequency range. The 
case shown is a worst case result, serving to illustrate the sensitivity of the stress 
to relatively small changes in tilt. 

The total stress is given by the high-frequency end of the cumulative stress 
curve (flat beyond the limits shown). It is clear that the resulting estimates are 
highly sensitive to the tilt. Furthermore, the stress is completely specified to 
a high degree by frequencies lower than 0.5Hz. This result is independent of 
uncertainties in the orientation. Also of note, the resultant stresses change in a 
near-linear fashion with orientation, with the rate of change fairly constant for 
all sensors. This implies that, though absolute values of the stress may be highly 
sensitive to orientation, temporal and spatial trends (between-sensor variability) 
may be more amenable to observation. 

For the sensor and data run shown the "best" average rotation results in a 
flattening of the cumulative stress curve across the incident band. In contrast, the 
best solution specific to this run and sensor (approximated by the lowermost cu- 
mulative stress curve) shows stress contributions which cancel within the incident 
band. This cancellation of regions (in frequency) of opposing stress is common 
to all the runs examined. A more rigorous approach will require a more com- 
plete consideration of this structure and the indicated physics of incident-band 
motions. 

Overall the message from Figure 7 is rather disheartening.   The suggestion 
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Figure 7: Cumulative stress plots for representative time series. Results from 
best rotation (thick line), plus (minus) 0.2 degrees in 7 and /? are given by upper 
(lower) solid lines, plus (minus) 0.4 degrees in 7 and /? are given by upper (lower) 
dotted lines. 

Figure 8: Stress estimates for all runs for uppermost (thin) and lowermost (thick) 
sensors. Error bounds indicated represent ± 2 standard deviations in 7 and /?. 
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time (mln) 

Figure 9: a) Estimated stresses for all sensors. Sensor location indicated by 
symbols, b) Variation in alongshore mean current for uppermost (thin line) and 
lowermost (thick line) sensors. 

is that the most consistent results require utilization of flow information across 
the entire frequency band responsible for the observed stresses. There is no clear 
indication that the wave band is, in fact, independent of some turbulence band 
which contributes significantly to the stress. 

The stresses resulting from the top and bottom sensors are shown in Figure 8. 
Calculations have been extended to incorporate all the data from Table 1, ap- 
plying the best rotation as found for the 5 runs (7 — 11) previously discussed. 
While we believe the array was stationary across the entire period, we can not 
demonstrate this to the level required and the data must be viewed with some 
skepticism. Indications are that the near surface stress is much less variable than 
that near the bed. The effects of significant changes in bed elevation may be 
contributory. Estimates show changes in sign for both sensors, and changes in 
relative sign between sensors. The degree of temporal variability is large near the 
bed and suggests that observational efforts, with orientation precision of order 
0.2 degrees are feasible. Some credibility is added to these results as both the 
bottom two sensors show marked temporal variability relative to the uppermost 
sensors (Figure 9a). 

The temporal variability noted may be related to both changes in bed elevation 
and changes in the fluid forcing. The mean alongshore flow was highly variable 
across the runs examined. Figure lib shows this variability, which is qualitatively 
similar to that observed for the stress estimates in the lower water column. The 
temporal trend in 7 previously shown (Figure 5) is strongly correlated with the 
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Figure 10: a) Instantaneous stress (uw) for uppermost and lowermost (offset by 
-lO-4. b) One and ten minute averages of stress from uppermost sensor. 

variability in the alongshore current. 
As a final note we leave the rotation problem behind to examine the variability 

of the stress estimates on short time scales. Figure 10a shows time series of stress 
from the uppermost and lowermost (offset by -10~4) sensors. The degree of vari- 
ability in the instantaneous stresses is elevated near the free surface, in constrast 
to the behaviour previously shown for time-averaged values. Averaged values 
(1 and 10 minute averages, Figure 10c) from the uppermost sensor clearly show 
that, over 10 minute periods, the stress estimates display substantial temporal 
variation. 

Conclusions 

First and foremost, precise sensor orientation is critical to estimating the 
absolute magnitude of turbulent stresses. Observed sensitivity to variations in 
tilt suggests that a precision of order 0.1 degrees in the vertical is required. Flow 
derived orientations are consistent to roughly 0.4 degrees. This level of precision 
appears to be sufficient for investigations of the temporal and spatial variability in 
stress estimates in at least some cases. The lack of a clear physical underpinning 
for the resulting coordinate frame limits further application of the results. The 
sensitivity of the results to orientation further suggests that consideration of bed 
slope effects may be required. 

The observations demonstrate that stress estimates are highly variable across 
a variety of temporal scales. The bulk of the stress is generated by motions at 
frequencies approaching the incident band fundamental and harmonic frequencies. 
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The separation of motions into turbulent and wave-driven components is dubious 
when based solely on the frequency characteristics of the data. 
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CHAPTER 268 

Asymmetric and Irregular Wave Effects on Bedload: Theory versus 
Laboratory and Field Experiments 

Leszek M. Kaczmarek & Rafal Ostrowski1 

1. INTRODUCTION 

To parameterise the sediment transport in terms of the wave spectrum and a few 
other parameters, it is necessary to start from the surface elevation spectrum which 
can be transformed into orbital velocities at the bed and then to bed shear stress. The 
bed shear stress so derived is used in a new sediment transport formula put forth by 
the Authors. The problem is highly non-linear and at a few points in the process it is 
necessary to make non-linear transformations. This route: surface elevation - 
sediment transport and the importance of the non-linearity are central to this study. 

The theoretical model is based on the concept proposed by Kaczmarek & O'Connor 
(1993) who used the procedure for matching the solutions of equation of motion in 
the turbulent flow above the theoretical bed level and in the collision-dominated 
granular-fluid region. This concept, first used for regular linear waves, has recently 
been developed for random waves by Kaczmarek et al. (1994) and for non-linear 
waves by Kaczmarek (1995). 

Then, on the above basis, the first attempt was made by Kaczmarek et al. (1995) to 
formulate bedload theory and verify it using available laboratory data and IBW PAN 
radio-tracer field results. 

This paper presents the results of experiment carried out at IBW PAN laboratory. 
The verification of the theory for regular and irregular waves using own experimental 
data is the major goal of this study. There are few experimental data sets for ripple 
regime, especially in the range 02.5=0.1-0.4. Therefore the laboratory survey covered 
this range, particularly taking account of the identification of non-linear effects. This 
range of small $2.5 is extremely important as one can expect the equivalence of 
bedload and total sediment transport in this regime (small suspended load rate). Thus, 

1 both Polish Academy of Sciences' Institute of Hydro-Engineering, IBW PAN, 
7 Koscierska, 80-953 Gdansk, Poland 
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only in this regime bedload theory can be precisely verified while in more severe 
hydrodynamic conditions bedload is a minor part of total sediment transport. 

The various aspects of the non-linearity in respect to moveable bed roughness 
including the asymmetry of waves (described by 2nd and 3rd Stokes theory) and the 
wave-current interactions as well as wave irregularity are also discussed. A 
methodology for predicting the bed shear stress time series for irregular waves is 
applied to a large number of data sets of bottom velocity, some of which are 
simulated from field free surface elevation spectrum and some taken from IBW PAN 
laboratory data. The resulting bed shear stress is used in the bedload transport 
formula to predict sediment transport rate series for each data set. Hence, some 
questions concerning the equivalent regular waves generating the same shear stress 
root-mean-square values and the same bedload root-mean-square values as the 
irregular waves are answered. 

2. MOVEABLE BED BOUNDARY LAYER THEORY 

2.1. FORMULATION OF THE PROBLEM 

The nearbed dynamics is examined and modelled for the flow regions above and 
beneath the original static bed line, see Figure 1. The collision-dominated granular- 
fluid region I stretches below the nominal static bed while the wall-bounded turbulent 
fluid region II extends above it. Since both water and sand grains are assumed to 
move in both regions, there must be a certain transition zone between I and II, in 
which the velocity profiles of I and II would merge and preserve continuity of shape. 

theoretical bed level 

i 

z                                           1 

c(z.t) 

1        nominal 
w       (static) 
o       bed level \c°.i     / L 
c 
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J ' 
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[                    z = kSSO 

/        y     X. 

/              s' 

Figure 1. Definition sketch 
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The velocity distribution about a porous rough bed is controlled by various features 
of roughness and bed permeability. At first it is assumed that the velocity is 
determined by roughness geometry and outer flow parameters, such as the free- 
stream wave velocity. 

The iteration procedure permits matching of velocities in the regions I and II. The 
velocity profile in the upper turbulent layer, which is linked with identification of 
roughness ka, is determined first and then passed to the lower collision-dominated 
layer. The intersection of the two velocity profiles is marked as points in Figure 1. 

2.2. BASIC EQUATIONS 

The flow in the turbulent upper region for regular waves is described by the integral 
momentum model based on the solution proposed by Fredsae (1984): 

gfe,    _ 30K
2
U z,(gz'-z,-l) 1    dU 

d(cot)~ kawe*'(Zl-i) + l     e*'(z, -1) + 1 U d{cot) 

dzx    J^lf + uA(!f±^)±u%]    s,(g'.-z,-l)l    dU 
d(co t) kaa U[e2' (z, -1) +1] e" (z, -1) +1 U d(ea t) 

for pure wave motion and wave with/against current, respectively. 

The solutions of Equations (1) and (2) are achieved by the Runge-Kutta second- 
order method. As a result for a particular case, the function z\{t) is obtained and the 
time distributions of the friction velocity u/t) and boundary layer thickness d(t) are 
calculated thereafter using the following equations: 

UK 
Z\ = —z  (3) 

(1) 

(2) 

^-1) (4) 

It should be emphasised that the free stream velocity U(t) can be described as linear 
or nonlinear, thus Freds0e's model can be adapted to nonlinear (asymmetric) wave 
motion, cf Kaczmarek & Ostrowski (1992). 

The solutions of Equations (1) and (2) enable the values of W/max to be determined, if 
the quantities ka are specified. To evaluate the roughness parameter ka an iterative 
procedure is proposed for finding the matching points. 

The approach for irregular waves incorporates a time-invariant, two-layer eddy 
viscosity and bottom boundary layer thickness. Bed roughness is calculated using the 
iteration procedure taking account of the reduction of this parameter due to 
irregularity of wave motion. More detailed discussion on modelling of bed roughness 
is given in section 3.1. 

In the sub-bed flow region, the sediment concentration is high and chaotic collisions 
of grains are the predominant mechanism. Particle interactions are assumed to 
produce two distinct types of behaviour. The Coulomb friction between particles give 
rise to rate-independent stresses (of the plastic type) and the particle collisions bring 
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about stresses that are rate-dependent (of the viscous type). The use of the 
mathematical description by Sayed & Savage (1983) for determination of the stress 
tensor was made and the balance of linear momentum according to Kaczmarek & 
O'Connor (1993) leads to the following equations: 

c-cn I  , (du\ 7 sin^sin2y/ + //1—-    = puf (5) 
c„~c) \8£. 

a°\  (l-sin^sin2^) + (/z0 + ju2)\ 
cm — c. 

Mo + M2 

M\ 

in which: 

(6) 
pu1

f+{ps-p)g\cdz' 

ps and p are the densities of the solid and fluid, respectively; 
a0 is a constant; 
Co and cm are the solid concentrations corresponding to fluidity and the closest 

packing, respectively; 
juo, Mi an<l Mi are functions of the solid concentration c: 

Hx   _     0.03 

P.d1  (.cm-cr 
Mo+Mi _     002 

j2 /•„ „\1.75 

(7) 

(8) 
P.*      (c„,-cT 

The value <p in Equations (5) and (6) is the quasi-static angle of internal friction, 
while the quantity y/is equal to: 

?=!-*- (9) r    4    2 
For the calculations the following numerical values are recommended: 

a0 

 = 1 c0 = 0.32 c0 = 0.32 p=24.4° (10) 
Psgd 

where d denotes the diameter of grains. 

3. MODELLING OF BEDLOAD UNDER IRREGULAR WAVES 

3.1. BED ROUGHNESS 

The apparent bed roughness parameter ka is a central quantity in the theoretical 
model. Both the turbulent and sub-bed velocity profiles depend on ka, which is not 
known a priori. Therefore an iteration procedure is proposed for finding the 
matching point A between these profiles. The matching is assumed to take place at 
the phase of maximum shear stress, although at any other phase of oscillatory motion 
there must be some transition between the two profiles. Under monochromatic waves 
the maximum shear stress is the maximum value of shear stress during a wave period, 
while for spectral waves it becomes the maximum value of the random shear stress 
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time series. To calculate this value it is proposed to use, the following simple relation, 
Kaczmarek et al. (1994): 

^=^• = 35, 01) 

The choice is fairly arbitrary, however, as it was shown by Kaczmarek et al. (1994), it 
yields the best agreement of the calculations of wave friction using Madsen et al.'s 
(1990) data. 

For engineering purposes it is useful to approximate the theoretical results by a curve 
expressed in terms of skin friction. To determine the skin friction one can follow 
Nielsen's (1992) description: 

(12) 

(13) 

e^-2
fuV'~2fu{s-\)gd 

As = exP 

,                 -. 0.194 

5.213 \1MA          5.977 

in which s=pjp. 

= 26.64^°5
71 (15) 

The iteration procedure proposed for finding the matching point A between the 
velocity profiles (Fig. 1) was run for a wide range of small and large scale conditions 
and for a few diameters of sandy bed. Then the results were approximated yielding 
the following formulae for regular and irregular waves, respectively: 

•^ = 47.03<92-05
66 (14) 

d 

~d 
For irregular waves ka is calculated using Eq. (15) taking root-mean-square wave 
height (or free-stream velocity) and peak period for determination of (h.s- 

The moveable bed roughness under sinusoidal and asymmetric waves with/versus a 
steady current has also been considered. The numerical solution of Eq. (2) is used 
with the free stream velocity U(co t) expressed using linear or nonlinear 
approximation. The considerations on nonlinearity have been limited to the 2nd 
Stokes wave propagating without current and with/against weak and strong currents. 
For wave-current motion the ratio Umea„IU\_m was kept constant and amounted to 0.2 
and 0.5 for weak and strong current, respectively. The quantity Umea„ is the steady 
current, known as an input, averaged over water depth in the outer region (outside 
the bed boundary layer). The mean slip velocity (at the top of the bed boundary layer) 
is calculated from Umea„ with the assumption of the logarithmic velocity profile in the 
outer region, using the model of Kaczmarek & Ostrowski (1992). This model also 
provides the value of shear stress Ujo resulting from the presence of steady current. 

Figure 2 depicts the relative differences in roughness computed for regular waves 
(linear and nonlinear) and currents, as well as irregular wave motion, with respect to 
pure sinusoidal cases. The results imply that the greatest reduction of the roughness 
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parameter ka (about 40%) is observed when the waves are irregular and in a certain 
range of Shields parameter - when the nonlinear waves are accompanied by a steady 
current. Smaller reductions of ka occur for sinusoidal waves superimposed on 
currents. It can be seen that for nonlinear cases the reduction of ka is more distinct for 
waves propagating with the current than for waves versus the current. 

-O^l 

•    9- 

O      • 
• 

^   • 

  irregular waves 

  2nd Stokes waves 

sinusoidal waves & weak current 

2nd Stokes waves & weak current o 
0 2nd Stokes waves vs. weak current 

— sinusoidal waves & strong current 

• 2nd Stokes waves & strong current 

• 2nd Stokes waves vs. strong current 

Shields parameter 

Figure 2. Relative differences (smoothed values) in ka with respect to sinusoidal case 

Hence, the irregularity of waves is the most important factor causing the reduction of 
moveable bed roughness. 

3.2. SHEAR STRESS AND BEDLOAD 

It is convenient to introduce complex notation which determines the dependence of 
velocity on time and will ensure the analytical solution of the equation of motion. The 
free stream velocity will be written as U(t)=Ue%p(ico t), in which U = real velocity 
amplitude. Similarly, one may write: 

u(z,t) = u(z)e"*        and      ud{z,t) = ud{z)eiM (16) 
in which u(z) and u^z) are in general complex due to the phase shift relative to the 
free stream velocity. The equation of motion may now be written as: 

d_ 

dz 
",(*) 

d»Az) 
dz 

•iwud(z) = 0 (17) 

It is fortunate that this equation is explicitly solvable both when v,(z) varies linearly 
with z and when it is a constant. Thus, following Brevik (1981), the two-layer eddy 
viscosity model is proposed: 

vl(z) = Kufrz 

Vl(z) = KU/r\-~ + 
30 

for       -S-<z<-^- + -^- 
30 4     30 

for       z>^- + ^ 
4      30 

(18) 

(19) 
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where u/r = ^frr I p and 8r are the representative friction velocity and representative 

bottom boundary layer thickness, respectively. 

To solve the Eq. (17) the free stream velocity is specified as that associated with a 
wave spectrum, i.e.: 

tf(0 = 2W-' (20) 
n 

in which the index n denotes summation over frequencies. With such a representation 
of U(t) the velocity amplitudes U„ are related to the near-bottom orbital velocity 
spectrum and to the surface amplitude spectrum through: 

Un=yJ2Sv{o)n)dco=  ,  *"    JlS^coJdw (21) 
smh(knh) v 

in which a>„ and k„ are related to each other by linear dispersion relationship. 

The linearity of Eq. (17) combined with the assumed time-invariant eddy viscosity 
concept (Equations (18) and (19)) suggests a solution in the form of: 

«(*,/>=2>,,(*y"' (22) 
n 

in which un{z) represents the complex velocity component amplitudes and only the 
real part of Eq. (22) constitutes the solution sought. 

Introducing Equations (18) and (19) into Equation (17), one can obtain the equation 
for each velocity component n. Introducing the dimensionless variable: 

i 
f 

<r„ 4ft> (23) 
*frJ 

Eq. (17) reduces to the standard differential equation for the Kelvin functions of 
zeroth order, with g„ as the independent variable. 

On the basis of the velocity solution one can obtain the shear stress at z=z0 (complex 
value) which can be expressed as: 

T(t) = T„exp[i(a)nt + <pTn)] (24) 

where r„ and <pm are the bed shear stress amplitude and phase, respectively, 
corresponding to wth harmonic component U„ of the input free stream velocity 
random series U(t). 

The solution obtained for the turbulent flow in the wave boundary layer involves the 
representative friction velocity Uf, and the representative thickness of the boundary 
layer Sr, which are yet to be specified. Although each harmonic component of wave 
motion is described by the same equation, i.e. Equation (17), there is a coupling 
between the components incorporated in the eddy viscosity. This appears in the 
modelling of the representative values u/r and Sr by iterative procedure which is 
schematically shown in Figure 3. The quantities ufr and Sr are determined by using 
Eq. (1) and specified as: 

Ufi=Uf max (25) 
sr=8m = m&x(8^82) (26) 
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where w/max is the maximum value of bed shear velocity during the wave period, that 
is max[iij(co t)] and Si and Sz the boundary layer thicknesses at the moments 
corresponding to maximum and minimum velocity at the top of the turbulent 
boundary layer. For a given by free stream irregular series the iterative procedure of 
Fig. 3 is used to determine the representative period Tr, friction velocity u/r and the 
boundary layer thickness Sr. The exemplary shear stress results vs. Gdansk lab data, 
collected by Ostrowski (1993), are shown in Figure 4. 

< 1 >      Fourier decomposition of the free stream velocity input U(t) 
V(t) = E ^n sin(nwt + yn) + \U0 

n 

< la >    Alternatively Fourier decomposition of the water surface elevation 
input r](t) 

n 

< 2 >      Calculation of the input root mean square value: 

Urms ~ \   i-*    n 

< 3 >      Computation of bed roughness for irregular waves 
< 4 >      Assumption of representative period Tr 

< 5 >       Determination of parameters of representative eddy viscosity distri- 
bution: Ujr k. £r (running Fredsce's (1981) model with Urms & Tr as 
an input) 

< 6 >      Computation of representative shear stress amplitude pu\B (using 
Brevik's (1981) approach with Urms, Tr & eddy viscosity distribution 
from step < 5 > as an input) 

< 7 >      Computation of bed shear stress components r„ & ipTn using Brevik's 
approach with Un, nu (from step < 1 > or < lo >) and representative 
eddy viscosity (determined in step < 5 >) as an input 

< 8 >      Calculation of bed shear stress root mean square value: 
TTins =  .    l_, rn 

< 9 >      Checking whether pu2,B (step < 6 >) = rTrns (step < 7 >) 

if NO —• correction of Tr and going to step < 5 > 

if YES —> going to step < 10 > 

< 10 >     Calculation of output time series (bed shear stress): 
pv?f(t) = r(t) = Y,rn sm(nut + ipn + <pTn) 

n 

< 11 >    Calculation of bedload time series using present model 
with the boundary conditions u/\ z=0 = u0) 

Figure 3. Computation of bed shear stress and bedload under irregular waves 

Once the bed shear stress is determined the velocity distributions can be computed for 
the regions I and II (Fig. 1), as well as the concentration of grains in bedload layer. 
Basing on Bagnold's (1956) definition, according to which the bedload is a part of 
sediment transport subject to inter-granular forces, the bedload layer can be 
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represented as the region II. Knowing the instantaneous shear stress one can calculate 
the instantaneous bedload rate from velocity and concentration profiles in this layer: 

QB = ju(z',t)-c(z',t)dz' 
0 

and the dimensionless bedload rate defined as: 

QB 
<t>B   = 

dj{s-\)gd 

(27) 

(28) 

2.00  -| 

ro 
a. 

L. 0.00 
CO 

present theory 

laboratory data (test No. 1, Ostrowski 1993) 

0.00 10.00 20.00 

I 
30.00 time [s] 

Figure 4. Theoretical and experimental irregular shear stress 

The methodology for predicting the bedl oad time series for irregular waves was 
applied to a number of laboratory data sets. These results are discussed in the next 
section. The presented concept was also used for modelling of the bedload series for 
the field free surface elevation series taken at IBW PAN Coastal Research Facility in 
Lubiatowo. The exemplary results of the bedload simulation are given in Figures 5 
and 6. 

12.00 

8.00 

£.   4.00 
co a. 

I 
0.00 

-4.00 

i.OO 

free stream velocity [m/s] 
bedload (*106) [m2/s] 
shear stress [Pa] 

T T T T T i     i—i—I—r 

0.00 20.00 time[s] 40.00 60.00 

Figure 5. Time series of shear stress and bedload simulated for field wave input 
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Figure 6. Spectra of shear stress and bedload simulated for field wave input 

4. LABORATORY BEDLOAD SURVEY 

4.1. EXPERIMENTAL SETUP 

The measurements were carried out in the IBW PAN wave flume. The wave flume, 
0.5 m wide and 22.5 m long, is equipped with a programmable wave maker and can 
be filled with water up to 0.7 m. Reinforced concrete slabs 8 cm thick were placed on 
the bottom with a sandy measuring section (also 8 cm thick) 7 m long situated about 
the middle of the flume. Natural sand was used in the experiments with a grain 
diameter fi?50=0.22 mm. 

For each test, free surface elevation was registered at three points along the flume. 
The horizontal component of free stream velocity was measured at one point in the 
measuring section, using a micro-propeller, together with one of the wave gauges 
which was located above the sand trap. The other two wave gauges were spaced 
1/4 *L from each other (L being a wave length) to estimate the reflection effects in the 
flume. Experimental setup, together with the sand trap, is shown in Figure 7. 

The sand trap was covered by a lid and buried in the sandy section before each test. 
Then the waves were generated until bed ripples were fully formed, which took 25- 
60 minutes. The lid, suspended on four strings, was removed thereafter, together with 
a thin layer of sand on it. Then the wave action was continued for 1.2-15 minutes and 
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sediment grains were being accumulated in the sand trap. Finally, the grains were 
siphoned from the trap and weighed to determine the sedimentation quantity. 

The sand trap had two cells to ensure the determination of onshore and offshore 
bedload components. 

Together with the sedimentation, bed forms geometry was measured and their shape 
was assessed after each test. 

CURRENT METER 

WAVE MAKER 

Figure 7. Experimental setup 

A constant water depth of h = 0.5 m above the measuring section was maintained 
during each test. The experiments were carried out for six sets of parameters for 
regular waves (Tests 1, 2, 3, 4, 11 and 12) and for six irregular wave series (Tests 5, 
7, 8 for JONSWAP and Tests 6, 9, 10 for Pierson-Moskowitz spectrum generated by 
the wave maker). As a total, 141 series were run, among which 103 ones were 
regular. 

The conditions expressed in terms of &.5 varied roughly from 0.1 in Test 3 to 0.4 in 
Test 12. This range of rippled bed (cf. Fig. 4b) is extremely important as one can 
expect the equivalence of bedload and total sediment transport in this regime (small 
suspended load rate). Thus, only in this regime bedload theory can be precisely 
verified while in more severe hydrodynamic conditions bedload is a minor part of 
total sediment transport. 

4.2. RESULTS OF MEASUREMENTS VS. PRESENT THEORY 

The experimental bedload data in comparison with theoretical results obtained by 
using present theoretical linear approach are shown in Figure 8. 

The waves registered in the flume had a slightly asymmetric shape. Therefore, for 
better representation of actual laboratory conditions, the theoretical results have been 
produced using present approach adapted for non-linear waves. The free stream 
velocity in Equation (1) was described using 2nd order Stokes theory, as indicated by 
Kaczmarek &'Ostrowski (1992). Then, for known distributions of uf in time, the 
instantaneous bedload transport rate has been found from Equations (5) and (6) for 



3478 COASTAL ENGINEERING 1996 

the entire wave period, integrated over time and averaged over wave period. These 
results are also shown in Figure 8. 

The conformity of theoretical evaluations and experimental data can be seen in Figure 
8, especially while using non-linear approach (except for Test 2). It should be pointed 
out that for long and highly asymmetric waves, represented by Test 11 (Ursell 
parameter of 40), the experimental data fit the present non-linear theory while they 
differ significantly from the linear approach. The most severe shear stress conditions 
generated in the flume without wave breaking had a &.5=0.4 and were achieved in 
Test 12. However, the Ursell number (equalled to 31) was less than in Test 11. In 
Test 12, a very distinct concentration of suspended sediment was observed which 
could result in increased accumulation in the sand trap, bigger than theoretically 
modelled, using both linear and non-linear theory. 
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present theory - nonlinear 
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i     r 

0.10 e 2.5 
1.00 

Figure 8. Regular bedload IBW PAN lab data vs. present linear and non-linear theory 

The laboratory bedload data for irregular waves in comparison with theoretical 
results are depicted in Figure 9. Computed values have been modelled using the 
present computational procedure (Fig. 3) for the full-time (15 minutes) water surface 
elevation series registered at the measuring section. The agreement between 
theoretical and experimental results appears to be very good. 
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Figure 9. Bedload IBW PAN lab data vs. present theory for irregular waves 

For the sake of full comparison the laboratory bedload data for regular and irregular 
waves are plotted together in Figure 10, against linear theory. Additionally, the 
bedload results simulated for field-recorded waves are included in Fig. 10. All results 
for irregular waves are presented as a function of dimensionless stress &.5> calculated 
using root-mean-square wave height and representative wave period T,. 
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Figure 10. Bedload under regular and irregular waves vs. present linear theory 

Figure 10 implies that the bedload rate for irregular cases can be successfully 
modelled with the use of present linear theory taking root-mean-square wave height 
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Hrms and representative wave period Tr as an input. It should be noted that in analysed 
cases the computed values of Tr are close to those of peak period, thus the peak 
period (Tp) can be used as representative. However, further studies are necessary to 
find out whether this conclusion is valid for all types of spectra. 

It can also be seen from Figure 10 that for weak and moderate shear stress conditions 
the regular laboratory bedload data lie slightly above the results obtained using linear 
theory, thus for precise determination of bedload rate under regular-asymmetric 
waves the non-linear approach should be used. Finally, it can be concluded that for 
high shear stresses the present linear theory underestimates bedload rate, most 
probably - due to significant concentration of suspended sediment. 
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CHAPTER 269 

KINEMATICS AND SHEAR STRESSES FROM COMBINED WAVES AND 
LONGSHORE CURRENTS IN THE UK COASTAL RESEARCH 

FACILITY 

Richard R.Simons1, Ruairi D.MacIver2, Wameidh M.Saleh2 

Abstract 

The paper describes a series of experiments involving regular and random waves 
propagating over an orthogonal longshore current in the UK Coastal Research 
Facility at Wallingford. Mean and wave-induced velocities have been measured 
above a horizontal fixed rough bed using three acoustic velocimeters, and 
simultaneous measurements of mean and oscillatory bottom shear stress have been 
made with a UCL shear cell. Wave-induced shear stresses have been expressed as 
friction factors and compared with widely used empirical formulae. Other results 
have been compared with predictions for shear stress and apparent bed roughness 
from eight wave-current theories. The predicted enhancement of these parameters 
is judged against the relative strengths of the waves and currents tested, and against 
the practical range of conditions achievable in such laboratory basins. 

Introduction 

In trying to understand the effects of waves and currents on the coastal 
environment it is important to be able to predict the forces exerted on the seabed by 
the fluid motion and, conversely, what effect the seabed has on that motion. Such 
boundary layer processes are included in the wave-current interaction elements of the 
new generation of coastal numerical models, but there remains insufficient reliable 
data against which predictions from these models can be validated. Researchers at 
UCL are involved in a number of projects aimed at filling this gap. 

In an earlier series of tests performed by the UCL group [Simons et al. (1992), 
(1994)], bottom shear stresses were measured directly using a novel shear cell device 
under conditions including regular and random waves propagating across an 
orthogonal current. This work suggested that waves have a significant effect on the 
current-induced mean shear stresses but that an additional current makes little 
difference to the wave-induced stresses. However, the relatively small basin used 
for those tests meant that the flows were not all fully rough turbulent.   To produce 
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University College London, Gower Street, London WC1E 6BT, UK 
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results which can be applied to field-scale conditions and provide a valid test for the 
models, the experiments reported here have been carried out in the UK Coastal 
Research Facility (UKCRF) at Reynolds numbers well beyond transition and over 
a large fixed bed roughness. 

The number of models in the literature which offer possible solutions to the 
problem of wave-current interaction in a turbulent coastal flow field is too extensive 
for detailed consideration here. All such models require empirical assumptions about 
the physical structure of the combined flow, and many also lead to difficult 
calculations in achieving a solution. In their review of the subject, Soulsby et al. 
(1993) put forward a simplified method for applying these theories using a set of 
standard formulae to relate the significant parameters. Each model is characterised 
by a unique set of 26 coefficients - found by fitting curves through model solutions 
for a wide range of input parameters - and these are used in the standard formulae 
to determine mean and maximum shear stresses. These "parameterised" versions of 
certain models are compared with the present experimental data later in this paper, 
both in terms of the enhanced bottom shear stress and also the apparent increase in 
bed roughness when waves are superimposed. 

UK Coastal Research Facility 

The UKCRF has been designed to provide a controlled environment in which 
various coastal processes can be simulated at relatively large scale. It measures 54m 
by 27m overall, with a central test region 20m by 15m (fig.l), and is designed for 
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water depths between 0.3m and 0.8m - although the present tests have been 
performed with 0.5m depth. The wave generation system consists of 72 individually 
controlled wave boards (each 0.5m wide) mounted along one wall of the basin. This 
can produce orthogonal or oblique-incidence regular or random waves up to 30° from 
shore-normal, with periods between 0.8s and 3.5s and heights up to 0.25 metres. 

Currents are circulated by 4 independent reversible flow pumps and are 
introduced into the basin through 40 inlet flumes, each controlled by its own 
undershoot weir, with a matching set of flumes at the outlet end. One of the 
novelties of the UKCRF is that this system allows wave-driven currents to be 
circulated and at the same time allows for simulated wind- or tidally-driven 
longshore currents to be superimposed. Another is that the pumps act under 
programmable control, thus allowing time-varying (tidal) longshore currents with a 
user-defined period to be superimposed onto a controlled sequence of waves. 

The facility is equipped with a wide range of instrumentation. For the present 
tests, a UCL shear cell was used to make direct measurements of the wave- and 
current-induced bottom shear stresses on the horizontal region of the basin. Briefly, 
the shear cell consists of a thin 250mm diameter plate supported level with the bed 
on four thin needles and deflecting laterally under the action of any horizontally 
applied shear stress at the bed. The movement (less than 0.5 mm) is recorded by 
two orthogonal eddy-current sensors and converted into an analogue voltage - as 
described in Grass et al. (1995). 

A 3-d fibre-optic laser Doppler velocimeter (restricted here to 2-d operation 
only) provided detailed information within the bottom boundary layer; three Sontek 
3-d acoustic Doppler velocimeters (ADV) were mounted, one above the other (fig.2), 
on the z-axis of the instrument deployment bridge, thereby speeding up the process 
of measuring full vertical profiles of mean and wave-induced velocities; and 4 wave 
probes were deployed close to the shear cell to provide measurements of wave height 
and period. 

To control the ADV's when they are operating near the centre of the basin, it 
is necessary to deploy a dedicated computer on the instrument carriage. The system 
is then operated from the control room via long cables linking the keyboard, screen 
and data logger to the remote processor. 

For the present set of tests, the bed was roughened with nominal 10mm 
diameter granite chippings stuck to the concrete base of the basin and also to the 
surface of the UCL shear cell (fig.3). The bottom roughness was stuck as a single 
layer, with a thin coating of adhesive painted onto the bed, the chippings rolled into 
it and left to set, and the surplus swept off some time later. The observed Nikuradse 
roughness was 18.7 mm. 

Long-crested waves were generated in the offshore region and propagated across 
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Figure 2 Photograph of the three Sontek acoustic velocimeter probes 



KINEMATICS AND SHEAR STRESSES 3485 

Figure 3 Granite roughness on the surface of the UCL shear cell 

the horizontal bed before moving on to a l-in-20 sloping plane beach.  The general 
design and capabilities of the basin are described by Simons et al. (1995). 

Experiments 

The  experiments  reported here  were performed  with  waves  propagating 
orthogonally across a turbulent current above a fixed bed roughness. They involved: 

a) 2 wave sequences generated from Jonswap spectra with peak frequencies of 0.4 
Hz and significant wave heights of 0.15m and 0.18m; and 

b) 5 regular wave conditions, with periods in the range 1.7s to 3s and heights 
between 0.18m and 0.26m. 
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Each test condition was repeated with the velocity measuring system positioned 
at different heights above the. bed to allow vertical velocity profiles to be determined. 
For the tests on regular waves, between 150 and 200 wave cycles were recorded at 
each position - from which ensemble averages were processed; for the random 
waves, the sequences lasted 20 minutes. 
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Figure 4 Graph showing the distribution of longshore current 
across the beach in the central test region of the basin. 

The longshore current superimposed on the waves had a maximum velocity in 
the deep water region of approximately 0.14 m/s, reducing parabolically up the plane 
beach - see fig.4. At each position on the basin centreline, the vertical profile was 
logarithmic and demonstrated that the boundary layer was fully developed. This 
particular current setting is one of the standard reproducible conditions for the 
UKCRF established during initial evaluation work on the Facility. Test conditions 
and results are listed in Table 1. 
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MEAN CURRENT PARAMETERS 
Current Alone Ubar° 

(m/s) 
Zo4 

(m) 
Tc(N/m2) 

Log layer Shear cell TEST      T(s)a    H(m)b 

0410953 0.119 6.24 E-4 0.086        0.079 

Regular Waves & Current WCIk 

UbarC 

(m/s) 

Za 
d             tm (N/m2) 

(m)     Log layer Shear cell 

parameter 

y = 
TEST T(s)a H(m)b 

0310951 1.70 0.213 0.122 3.33 E-3     0.254 - 0.047 
0610953 2.10 0.219 0.125 4.52 E-3     0.364 0.264 0.057 
0210951 2.45 0.256 0.119 6.19 E-3    0.395 0.365 0.064 
0610951 2.70 0.262 0.121 3.48 E-3    0.258 0.263 0.058 
0410951 3.00 0.260 0.116 4.73 E-3     0.284 - 0.064 

WAVE PARAMETERS 
Regular Waves Alone Crest Trough 

Ubed 

(m/s) 

a/Z0
f 

(N/m2) 

WCIk 

parameter 
x = 

TcAjc+Tw) 

Ubed6 

(m/s) 

a/Zof        TW 
g 

(N/m2) 

WCIk 

parameter 
x = 

V(Xc+Tw) TEST      T(s)a    H(m)b 

0310952 1.70       0.199 
0610954     2.10       0.177 
0210952     2.45       0.275 
0610952      2.70       0.254 
0310953 2.99       0.243 

0.331 
0.409 
0.406 
0.435 
0.451 

131 
204 
194 
203 
220 

6.41 
7.34 
7.52 
9.45 
10.01 

0.013 
0.012 
0.011 
0.009 
0.008 

0.253 
0.326 
0.233 
0.228 
0.269 

100         5.31 
162         6.30 
111         6.09 
107         4.36 
131         4.38 

0.016 
0.013 
0.014 
0.019 
0.019 

Irregular Waves Alone Ubed 

(m/s) 
a/Z0' 

(N/m2) TEST      T(s)a    H(m)b 

2909952      2.24       0.152 
2809951     2.19       0.187 

0.130 
0.149 

74 
83 

1.98 
2.32 

Regular V /aves & Current Crest Trough 
WCIk WCIk 

Ubed 

(m/s) 

a/Zo' T      8 traax 

(N/m2) 

parameter 
Y = 

•WATQ+TW) 

Ubed" 

(m/s) 

a/Z0 
f      w 8 

(N/m2) 

parameter 
Y = 

TmaxATc+V) TEST T(s)a H(m)b 

0310951 1.70 0.213 0.310 124 6.08 0.937 0.237 94         4.97 0.921 
0610953 2.10 0.219 0.358 176 5.70 0.768 0.290 142         5.86 0.919 
0210951 2.45 0.256 0.416 187 7.97 1.048 0.187 84         4.78 0.774 
0610951 2.70 0.262 0.439 197 8.76 0.919 0.210 94         4.14 0.930 
0410951 3.00 0.260 0.464 237 9.69 0.960 0.266 136         4.09 0.916 

Irregular Waves & Current Ubed 
(m/s) 

a/Zo1 

(N/m2) TEST      T(s)a    H(m)b 

2909953     2.23       0.153 
2909951     2.20       0.186 

0.128 
0.156 

73 
88 

1.97 
2.37 

" T13, established from phase locking wave probe 3. (Data file B) 
" Ho, established from wave probes 2 & 3. (Data file B) 
° Depth averaged velocity. 
' At z'=35mm. (Ensemble average data file C) 
8 Established from shear cell. 
1 a calculated as Ubed/(2ic/wave period). 

d Established from log layer. 
' a calculated as Ubed/(t/half period). 
h RMS of time series. (Data file A) 
K WCI parameters from Soulsby et al. (1993) 
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Figure 5 Longshore current mean velocity profiles: u v logez 
Current alone and with waves superimposed. 

Results 

Analysis of the logarithmic mean velocity profiles for the current alone 
suggested a bed roughness, ks, of 18.7mm. When orthogonal (or oblique) waves 
were superimposed, the logarithmic profiles (fig.5) showed the expected increases 
in mean shear stress and apparent bed roughness from their values for current alone. 
It was also noted that the average-over-depth flow rate was slightly higher at the 
offshore measuring position when the waves were present. This was attributed to the 
non-linear wave-current enhancement of mean shear stress being greater in shallow 
water than in the deep water region, thereby producing a greater resistance to the 
longshore current inshore on the l-in-20 beach and thus redirecting the flow out 
towards the deeper water - where the present measurements were made. 

Table 2 shows a comparison between the observed mean longshore shear 
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Test Data Model predictions for Twc Nm"2 

T 
s Nm"2 

1 vwc 

Nm"2 
F 
84 

MS 
90 

HTT 
91 

DSK 
88 

OY 
88 

CN 
86 

S 
91 

N 
92 

1.7 0.09 0.25 0.16 0.14 0.22 0.16 0.15 0.20 0.20 0.20 

2.1 0.09 0.36 0.19 0.17 0.26 0.18 0.15 0.22 0.25 0.23 

2.5 0.09 0.39 0.17 0.16 0.23 0.17 0.14 0.19 0.22 0.20 

2.7 0.09 0.26 0.18 0.17 0.24 0.17 0.13 0.19 0.23 0.21 

3.0 0.09 0.28 0.19 0.18 0.25 0.19 0.13 0.20 0.24 0.18 

Table 2: Mean bed shear stress xm: comparison of measurements from 
regular wave tests with predictions from 8 theories. 

stresses zwc deduced from the logarithmic velocity profiles and predictions from a 
number of wave-current models. Tc was measured for the current on its own. The 
values from Davies et al. (1988), Fredsoe (1984), Huynh-Thanh & Temperville 
(1991), Myrhaug & Slaattelid (1990), and O'Connor & Yoo (1988) were all deduced 
from the parameterised versions of those models presented by Soulsby et al. (1993) 
and discussed above; this was particularly helpful for the fully numerical models 
which would otherwise have been inaccessible. The values from Coffey & Nielsen 
(1986), Sleath (1991), and Nielsen (1992) were calculated (more-or-less) directly. 

Test data Model predictions for za 

T 
s 

zO 
mm 

za 
mm 

F 
84 

MS 
90 

HTT 
91 

DSK 
88 

OY 
88 

CN 
86 

S 
91 

N 
92 

1.7 .63 4.73 3.82 3.09 6.92 3.65 3.45 6.04 9.12 5.7 

2.1 .63 3.48 4.63 3.81 8.29 4.43 3.04 6.47 12.3 6.68 

2.5 .63 6.19 4.96 4.35 8.13 4.75 3.13 5.55 11.7 6.24 

2.7 .63 4.52 4.92 4.35 8.00 4.71 2.81 5.40 12.4 6.34 

3.0 .63 3.33 6.31 5.67 9.89 6.06 3.20 5.93 14.5 6.97 

Table 3: Apparent bed roughness ka: comparison of measurements 
from regular wave tests with predictions from 8 theories. 
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However, these three models are intended primarily to predict the enhanced bed 
roughness assuming an appropriate value for wave-current shear stress. To deduce 
the predicted shear stress in these cases, it has been assumed that the mean-over- 
depth velocity is as measured for the wave-current tests, and also that the velocity 
profile remains logarithmic across the full flow depth. Then, starting with an initial 
guess for shear stress, it is possible to calculate a first estimate for apparent bed 
roughness from an integrated form of the logarithmic boundary layer equation. An 
improved estimate for shear stress can then be found, and repeated iteration used to 
produce solutions both for apparent roughness and for mean shear stress. 

Table 3 gives a similar comparison to that described above, but now looking 
at the apparent bed roughness. The predictions have been calculated, again assuming 
fully logarithmic velocity profiles and also that the mean-over-depth velocity is as 
measured in the combined wave-current flow. This was done to allow flows to be 
compared "like-for-like" and to overcome the problem of the local flow rate having 
been altered by the redirection of the longshore current (as discussed above). In 
order to obtain these data for each case, it was necessary to integrate the velocity 
profiles manually - taking into account the additional Eulerian mean flow taking 
place above Still Water Level through the wave crest. A typical example, showing 
a curve-fit through the scattered ADV data from which the mean-over-depth velocity 
was calculated, is shown in fig.6. 

The first thing to note from these two tables is that the apparent bed roughness 
and mean shear stress have, as the models all predict, both increased when the waves 
are superimposed. That there is not a steady increase with relative wave strength can 
be attributed to the observation that the longer period waves have become non-linear 
with significant secondary crests. However, even when looking at the 1.7s and 2.1s 
period tests, it can be seen that there is a wide range of predictions and that no 
single model stands out as ideal. 

Turning to the wave-induced stresses, friction factors for the regular wave tests 
calculated from ensemble averaged wave-induced velocities and shear stresses 
showed no visible change when the current was superimposed, so confirming UCL's 
earlier results. 

Continuous time-series of velocities and shear stresses from the random wave 
tests were analysed half a wave cycle at a time to produce some hundreds of 
independent values of friction factor through each sequence of irregular waves 
(fig.7). Values were calculated for a specific half-wave period, determining the 
amplitude between consecutive trough and crest - of wave-induced shear stress from 
the shear cell, and of velocity from ADV measurements outside the wave boundary 
layer. 

Again, these showed that for the range of test conditions possible in the UKCRF 
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Figure 6 Mean velocity profiles for: 
a) current alone, b) current + wave (T=2.5s, H=0.2m) 
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there is no discernable increase in friction factor (and hence no effect on the wave- 
induced bottom shear stress) when a current is superimposed. However, they did 
confirm that Swart's (1974) formula for friction factor gives a good estimate, for 
waves alone or with an orthogonal current added, even at very low a/k where a 
constant value has sometimes been proposed. Comparison with the power law 
approximation proposed in Ockenden and Soulsby (1994) is also encouraging for the 
practical range 5<a/k<100 although this appears less accurate at low values of a/k 
and cannot be correct at high a/k where the friction factor should tend to a constant 
value for a quasi-steady current. 

If we now consider what enhancement of wave-induced shear stress (or friction 
factor) is to be expected when a current is superimposed, it seems that none of the 
models actually predicts any significant enhancement under the conditions being 
investigated. This is because the wave boundary layer only starts to be modified 
when the current-induced mean shear stress is of a similar magnitude to the wave- 
induced stress, and this can only be achieved in the laboratory if mean flow 
velocities are impractically high or the waves are so small as to be dominated by 
viscosity and surface tension. So the consistent behaviour of the waves whether with 
and without the longshore current is indicating that this aspect of wave-current theory 
is valid. 

Conclusions 

For a longshore current, mean shear stress and apparent bed roughness are both 
increased significantly by the addition of relatively strong orthogonal waves. 
Predictions from the wave-current models vary significantly, although the Davies et 
al. (1988) and Fredsoe (1984) theories appear most consistent with the present data. 

Swart's (1974) formula for wave friction factor gives excellent agreement with 
the values measured by the shear cell for both regular and irregular waves. 

The addition of a relatively weak longshore current has no effect on the bottom 
shear stress generated by waves on a rough bed. 

The UCL shear cell is capable of measuring mean and oscillatory bottom shear 
stresses in a large-scale three-dimensional flow field. 
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CHAPTER 270 

Movable Bed Roughness in the Flow of Irregular Waves and Currents 
over Movable Beds 

Zai-Jin You1   Peter Nielsen2 

Abstract 

The bed roughness ks in the flow of irregular waves and currents over a movable 
bed is studied on the basis of measured current profiles and the model of You (1994). 
It is found that the movable bed roughness kt is affected by both waves and currents 
and that the existing formulae derived in purely oscillatory flow generally fail to 
predict ks in the flow of waves and currents. A new formula is proposed to calculate 
k, in the flow of irregular waves and currents over a movable bed. The present bed 
roughness formula together with You's (1994) model gives better prediction of current 
shear velocity u^, and especially apparent roughness z, than the existing formulae 
derived in purely oscillatory flow. 

Introduction 

The bed roughness ks is an important input parameter in the modelling of coastal 
processes, but usually unknown in the coastal zone where the seabed is often movable 
owing to irregular waves and currents. The movable bed roughness ks in purely 
oscillatory flow has been studied by many investigators (Van Rijin, 1982, Grant and 
Madsen, 1982; Nielsen, 1983; Raudkivi, 1988), but little investigated in the flow of 
irregular waves and currents. Consequently, the formulae derived in purely oscillatory 
flow have been  often  applied  to  estimate the movable bed  roughness  k,   in 

Victorian Institute of Marine Sciences, Locked Bag 7, Collins Street East Post 
Office, Melbourne 8003, AUSTRALIA. 

2Department   of Civil  Engineering,   University  of Queensland,   Brisbane   4072, 
AUSTRALIA. 
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in the flow of irregular waves and currents. For example, Coffey (1987) used the 
formulae of Nielsen (1983), Van Rijin (1982), and Grant and Madsen (1982) to 
calculate ks at 0 = 0°, 90" and 180", but did not explain why the different formulae 
were applied for the different angles, where 0 is the angle between the wave 
propagation and a current. 

Van Kampen and Nap (1988) found that the movable bed roughness ks estimated 
at 0 = 0° or 180° from their experimental data was very large and could not be 
predicted by the existing formulae. In the sequential experiment of Havinga (1992), 
however, kM estimated at 0 = 60° or 120" was found to be very small and could not be 
predicted by the existing formulae either. 

Drake et al. (1992) used the model of Grant and Madsen (1979) to study the 
movable bed roughness k, in the flow of irregular waves and currents on the basis of 
measured current profiles. A simple empirical formula was suggested to be 
£,=28T|

2
/X-O.140, where O<0<9O°. Unfortunately, the model of Grant and 

Madsen (1979) together with the empirical formula still failed to predict the apparent 
roughness z, as shown in Figure 4 of Drake etal. (1992). 

More recently, Mathisen and Madsen (1996) studied the fixed bed roughness in 
steady flow, oscillatory flow and combined wave-current flow, respectively. It was 
found that k, experienced by a pure current was equal to that by waves alone or by 
waves and currents. However, this is not valid for a movable bed simply because the 
movable bed form, which is suggested to a main contributor to ks, is found to be quite 
different in steady flow compared to that in a combined wave-current flow (Arnot and 
Southard, 1990; Havinga, 1992). 

In the present study, the movable bed roughness ks in the flow of irregular waves 
and currents over a movable bed is studied on the basis of measured current profiles 
and the calibrated model of You (1994). A practical application is also given to 
calculate ks in the coastal zone. 

Model of Wave-Current Flows over Fixed Beds 

In steady flow over a fully rough fixed bed, the current profile is logarithmic 

u=^-\n— (1) 

in which u* is the current shear velocity, K is the von Karman constant, k, = 30zo and 
ks is the bed roughness. When waves are superimposed on a current, a logarithmic 
current profile near the bed can still be found and similarly expressed as 
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w=-^ln- (2) 

but with um > u* and z, > z0 as first studied experimentally by Bijker (1967) and 
recently by Havinga (1992) and Klopman (1994). 

Many models of combined wave-current flows over fixed beds have been 
developed to calculate the current shear velocity u^ and the apparent roughness z, in 
Eq.(2). A review of existing models of combined wave-current flows refers to You 
(1992). You (1994, 95a) compared the four analytical models of ChristofFersen and 
Jonsson (1985), Coffey and Nielsen (1986), Sleath (1991) and You (1994) with the 
laboratory measurements of van Doom (1991, 82) and Kemp and Simons (1982). It 
was concluded that the model of You (1994) was simpler and gave better agreement 
with the experimental data than the others. In the present study, the model of You 
(1994) is chosen to study the movable bed roughness kt in the flow of irregular waves 
and currents. 

In the model of You (1994), the input parameters were chosen to be the wave 
parameters (A, a>), a reference current velocity ur at an arbitrary level, and the bed 
roughness ks. For irregular waves, significant wave height H, and period Ts were 
suggested to calculate A and co using linear wave theory. The current shear velocity 
ii^, in Eq.(2) was explicitly calculated by 

= 0.5u'whogb
a+ (log*J2 + 1.6%og; (3) 

in which the wave shear velocity w* was evaluated as 

,,   N 0.343 

«>y[0^jr^     and   /„ = 0.108^J (4) 

and the parameters a and b were defined by 

a = zz~ZL^     b = --^-    and    Si = "--—w-t-o.2^ . (5) 
*» Zr CO 

30e5,              28,          ,     .     0.5KM; 
—r-L,      b = —±     and     8,= * 

*» *, CO 

The apparent roughness z, in Eq.(2) was also calculated explicitly by 
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The derivations of Eqs.(3)-(6) refer to You (1994). Alternatively, when the current 
shear velocity u^, and the apparent roughness z, are measured, the movable bed 
roughness kt in the flow of waves and currents can be determined by the model. 

Movable Bed Roughness 

The formulae derived in purely oscillatory flow have been often used to calculate 
the movable bed roughness ks in the flow of waves and currents (Grant Williams, 
1984; CofFey, 1987; Drake et al, 1992) 

ks = Cr?/X+f{e) (7) 

in which t\ and X are the ripple height and length, /(©) is an additional bed roughness 
owing to the near-bed sediment transport, and C is constant and was chosen to be 8, 
16 and 28 by Nielsen (1983), Raudkivi (1988) and Grant and Madsen (1982), 
respectively. Since no direct measurements of k, are available in the flow of waves 
and currents over movable beds, a direct comparison of Eq.(7) with experimental data 
on k, becomes impossible. When the current shear velocity u^ and apparent 
roughness zx are measured, however, Eq.(7) may be verified indirectly by using a 
calibrated model of combined wave-current flows. That is, if the calibrated model 
together with Eq.(7) can agree well with the measured u^, and z„ it may be concluded 
that Eq.(7) gives good estimation of kt. 

In the present study, the laboratory experimental data from Kaaij and Nieuwjaar 
(1987), Van Kampen and Nap (1988) and Havinga (1992) are used to study the 
movable bed roughness kt in the flow of irregular waves and currents. The irregular 
waves in the three sequential experiments were generated by a directional wave 
generator. The wave spectrum was JONSWAP. The significant wave heights H, 
ranged from 7.5 to 18cm, the peak wave period Tp was about 2.5s, and the depth- 
averaged current velocity <u> varied from 10 to 40cm/s. The current profiles and 
bed forms in the absence and presence of irregular waves were measured. The 
movable roughness ks calculated from Eq.(7) was found to be generally dominated by 
the first term in Eq.(7). 

In Figure 1, the models of Sleath (1991) and You (1994) together with Grant and 
Madsen's (1982) formula of k, = 28r|2 / X are used to calculate the apparent roughness 
z, and compared with the experimental data. It can be seen that the models generally 
underestimate z, at 6 = 0° and 180°, but overpredict z, at 6 = 60° and 120°. This 
indicates that the bed roughness ks used in the models has been underestimated at 
6 = 0° and 180°, but overcalculated at 0 = 60° and 120°. The models would not give 
better prediction of z, by adjusting the constant C or the second term in Eq.(7). 
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Figure 1. Comparison of the apparent roughness z, measured by Kaaij and 
Nieuwjaar (1987), Van Kampen and Nap (1988) and Havinga (1992) with those 
calculated by the models of Sleath (1991) and You (1994) with ks = 28ri2 IX. The 
ripple height r\ and length X were directly measured in the experiments. 

^.u • 

—•— Measured 

1.5- 
-D- Predicted 

1.0- 

N 

0.5- A   o   "tJ I         I                                        mV/l            if Ti    ' 

0.0- 

Angle (degs) 

Figure 2. Comparison of the apparent roughness zx measured by Kaaij and 
Nieuwjaar (1987), Van Kampen and Nap (1988) and Havinga (1992) with those 
calculated by You's (1994) model with the input oik, estimated from Eq.(8). The bed 
roughness z0 in steady flow alone, the depth-averaged current velocity < u > and the 
nearbed wave velocity amplitude Am in Eq.(8) were measured in the experiments. 
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In other words, the use of the other former formulae (eg Nielsen, 1983; Raudkivi, 
1988) in the models would not give better prediction of zl in Figure 1. 

As a first approximation, the movable bed roughness k, in the flow of irregular 
waves and current flow may be simply structured as 

*H£) ks = 3Qz0\\ + ~-^ (8) 

in which A is the nearbed semi-excursion of wave orbital motion, a is the angular 
frequency, < u > is the depth-averaged current velocity, and zB is the movable bed 
roughness in steady flow alone. In the field, a current velocity uA averaged from the 
bed to a level hA is suggested to replace < u > in Eq.(8). It can be seen from Eq.(8) 
that the movable bed roughness k, in the flow of waves and currents is larger than that 
in steady flow alone. The increase of k, in the presence of waves may be understood 
to result from the appearance of wave-generated sand ripples and the increase of the 
nearbed sediment transport. It is shown in Figure 2 that the model of You (1994) 
together with Eq.(8) gives satisfactory agreement with the measured apparent 
roughness zv The three variables zot <u> and Aa in Eq.(8) were directly measured 
in the experiments. It may be concluded here that the new formula expressed by 
Eq.(8) gives good estimation of k, in the flow of waves and currents. 

It should be mentioned here that the formula suggested by Eq.(8) is only valid for a 
movable bed. For a fixed bed, it is often assumed that the bed roughness in steady 
flow is equal to that in oscillatory flow alone or in a combined wave-current flow. 
This has also been studied quantitatively by Mathisen and Madsen (1996). 

Practical Applications 

The bed roughness in the flow of waves and currents can't be obtained from Eq.(8) 
unless all the variables in Eq.(8) are known. The movable bed roughness k, in the 
field can be determined from Eq.(8) when u^,, z, and A to are measured. 

The current velocity uA, which is depth averaged from zB to a level hA in steady 
flow alone, can be calculated by 

«,=£lnA-. (9) 
K     ez„ 

In the presence of waves, uA can also be approximately estimated from 
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K     ezl 

(10) 

in which hA is an arbitrary level and is chosen to be about 1.0m above the seabed in 
the present study. On the other hand, the relationship between u* and u^ was derived 
by You (1995b) as 

u'=u'+KxAa> 00 

in which K is constant and was determined to be 0.026 and 0.020 for the laboratory 
and field data, respectively. For irregular waves, significant wave height H, and 
period Ts were suggested to calculate Am in Eq.(ll) using linear wave theory. The 
comparison of Eq.(ll) with available experimental data is shown in Figure 3. 
Therefore, the movable bed roughness kt in the coastal zone can be explicitly 
calculated from Eqs.(8)-(11). The depth-averaged current velocity <u > in Eq.(8) 
should be replaced by uA in Eq.(lO). 
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Figure 3. Comparison of Eq.(ll) with the available experimental data from Bijker 
(1967) [6 = 75° and 90°, regular waves], Kemp and Simons (1982, 1983) [0 = 0° and 
180°, regular waves], Visser (1986) [0 = 90°, regular waves], Kaaij and Nieuwjaar 
(1987) [9 = 0" and 180°, irregular waves], Van Kampen and Nap (1988) [0 = 0° and 
180°, irregular waves], Simons et al. (1988) [0 = 0°, regular waves], and Havinga 
(1992) [0 = 60°, 90° and 120°, irregular waves]. After You (1995b). 
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Figure 4. Comparison of the current shear velocities 5^, calculated by the models of 
Grant and Madsen (1979) and You (1994) with the field measurements of Grant and 
Williams (1984, 85). The movable bed roughness of fc,=6.0cm used in the models was 
calculated from Grant and Madsen's (1982) formula by Grant and Williams (1984, 85). 
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Figure 5. Comparison of the apparent roughness z, calculated by the models of 
Grant and Madsen (1979) and You (1994) with the field measurements of Grant and 
Williams (1984, 85). The bed roughness of A:jr=6.0cm used in the modes was 
estimated from Grant and Madsen's (1982) formula by Grant and Williams (1984, 85). 
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Figure 6. Comparison of the current shear velocities calculated by the model of You 
(1994) with the field measurements of Grant and Williams (1984, 85). The bed 
roughness k, used in the model is calculated from Eqs.(8)-(11). 
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Figure 7. Comparison of the apparent roughness zx calculated by the model of You 
(1994) with the field measurements of Grant and Williams (1984, 85). The bed 
roughness ks used in the mode is calculated from Eqs.(8)-(11). 
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Grant and Williams (1984, 85) provided high-quality field measurements of current 
profiles of combined wave-current flows over a movable seabed. In Figures 5 and 6, 
the models of Grant and Madsen (1979) and You (1994) are used to calculate the 
current shear velocity u^, and apparent roughness zl and compared with the field 
measurements. The bed roughness of ks = 6.0cm used in the two models was 
estimated from Grant and Madsen's (1982) formula by Grant and Williams (1984, 85). 
It can be seen that the two models generally fail to predict the apparent roughness z, 
even though the models give good agreement with the measured current shear 
velocities u^,. In Figures 6 and 7, however, the model of You (1994) gives 
satisfactory agreement with the measured u^, and z, when the bed roughness ks is 
calculated from Eqs.(8)-(11). The depth-averaged current velocity <u > in Eq.(8) 
should be replaced by uA in Eq.(lO), and hA = 1.0m. 

Conclusions 

The movable bed roughness in the flow of irregular waves and currents are studied 
based on the simple model of You (1994) and measured current profiles. A new 
formula expressed by Eq.(8) is proposed to calculate k, in the flow of irregular waves 
and current. The present bed roughness formula together with the model of You 
(1994) gives better agreement with the measured apparent roughness z, than the 
former formulae derived in purely oscillatory flow. The field measurements of current 
profiles in the presence of irregular waves can be also predicted well with the model of 
You (1994) and the new bed roughness formula. 
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CHAPTER 271 

Seabed and Foundation Response to Wave Loading 
Michael H. Davies1 

Abstract 
The interactions between wave loading and soil response in both open waters and 
around the foundations of coastal structures are observed experimentally. 
Experimental results for wave action over sand beds are compared to analytical 
predictions based on both Sleath's porous bed model and on Biot's consolidation 
theory. Experiments on wave action in the vicinity of a rigid caisson, in conjunction 
with Mei's boundary layer theory, allow for the development of guidelines for 
interpreting the relative importance of drainage on the effective stress response of 
foundations to wave action. 

Introduction 
The geotechnical response of seabeds and foundations to wave loading can be a 
critical factor in evaluating the stability of proposed coastal and offshore structures. 
This paper reviews some of the techniques available for analysis of seabed response 
to wave action and presents a new heuristic approach for evaluating the relative 
importance of soil drainage in the response of coastal foundations. 

Bea and Aurora (1981) and Wright and Dunham (1972) proposed total stress analysis 
for seabeds under wave loading. These techniques view the seabed loading as a 
harmonic tractive stress on the upper boundary, total stress analysis is used to 
calculate seabed response. Such analysis can use elastic, elasto-plastic or visco-elastic 
constitutive models and is commonly undertaken within a finite element framework. 
These approaches are particularly suitable to conditions where the soil is relatively 
soft and impermeable. These techniques have been successfully applied in analyzing 
the behaviour of soft soils such as Mississippi Delta muds in the Gulf of Mexico. 

The pore pressure response within a seabed was originally explored by Putnam 
(1949) and later expanded by Sleath (1970). This analysis assumes that pore fluid 
flows are independent of soil stresses. This assumption is generally valid for stiff, 
permeable beds such as coarse sands and gravels. Yamamoto (1978) and Madsen 
(1978) independently proposed the use of 'poro-elastic' analysis for seabed response 
to wave action using Biot's (1941) linearized equations of consolidation. This allows 
the treatment of the coupled response to wave-seabed interactions, that is the porous 

1 Canadian Hydraulics Centre, Bldg.M-32, National Research Council, Ottawa, 
Canada, K1A 0R6 (e-mail: Michael.Davies@NRC.CA) 
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media response coupled with the elastic soil response. This provides a technique 
suitable for a wide range of soil and wave conditions ranging from soft, impermeable 
silts and clays through to stiff sands. Since the initial work by Madsen and 
Yamamoto, a wide range of papers has been written proposing expansions and 
adaptations of the work, e.g. Finn et al (1983) and Okusa (1985). The development 
of full finite element solutions of time-dependent effective stress problems has 
provided another analysis tool. Models such as those of Shen et al (1986) provide a 
finite element framework within which the coupled effective stress response of soils 
can be investigated. 

In experimental studies of soil-wave-structure interaction, measurements of soil 
stress or strain are difficult. Pore pressure response is, however, readily measured 
and is thereby often used as the main indicator of soil behaviour. Other techniques 
tend to be highly intrusive and fail to provide a time history of soil response (e.g. 
cone penetration testing). One promising technique for measurement of soil 
response is measurement of the acoustic emissions from the soil mass (AE). This 
technique was successfully employed in this research program and was described in 
Davies, et al (1990). The present paper focuses on the use of pore pressure response 
as a measure of soil behaviour. 

Pore pressure in seabeds 
In a porous seabed under harmonic wave loading (wave frequency, 00) the pore 

pressure, U of a fluid with unit weight, y, has three components: 

U = y z + yP(cos(ot) + ur (i) 

Where y z is the hydrostatic component of the pore pressure at depth z below the 

free surface, P is the wave-induced component of the pore pressure fluctuation 
(expressed as a piezometric head), and ur is the residual component of the pore 
pressure (due to consolidation and or shearing action). It is important to draw the 
distinction between the wave-induced fluctuation in the pore pressure, P and ur, the 
residual pore pressure in excess of hydrostatic. The wave-induced pore pressure 
fluctuation is an indicator of the steady-state harmonic fluctuations in the effective 
stress state of the soil caused by wave loading. The residual pore pressure, ur is a 
more gradual change in the pore pressure (non-harmonic) possibly caused by 
shearing action of the soil which results in soil volume change and consequent 
changes in the residual pore pressure. 

Experimental Set-up—Flat Bed Testing 
A series of flume tests was conducted on a sand bed consisting of 15 m3 of a fine 
Ottawa sand (D50—0.07mm). The sand was hydraulically placed using a positive 
displacement slurry pump. The resulting berm had a uniform crest height of 0.91m 
over a 10 m width. This uniform section was flanked by 1:10 side slopes. A vertical 
array of pore pressure transducers had been installed in the flume prior to 
construction of the berm. This consisted of 14 Druck PDCR81 pore pressure 
transducers (7 kPa capacity) at 10 cm vertical spacing. A capacitance-type wave 
gauge was located directly above the pressure transducers. 
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Figure 1 Vertical distribution of pore pressure as per Sleath (1970) for kx=1.8kz 

Sand densities were determined using a 12 cm diameter brass sampling tube. Soil 
relative density was determined to be 47% (soil unit weight was 15.5 kN/m3). 
Constant head permeability tests yielded a coefficient of permeability of k=5.0 x 10~5 

m/s. The experimental setup is described in detail in Davies (1992). 

Steady-state harmonic response 
The pore pressure response measured in these experiments •was compared to Sleath's 
rigid, porous bed model and to that predicted by poro-elastic theory as per 
Yamamoto, and Finn. 

In general, the Sleath formulation was seen to provide a good estimate of the vertical 
distribution of the magnitude of the pore pressure fluctuation if the effects of 
anisotropic permeability are considered (see Figure 1). Here the amplitude of the 
harmonic pore pressure, P is normalized by P0, the pressure at the top of the seabed. 
Since Sleath's model assumes a porous media flow within a rigid bed, this solution 
provides no information about the stress response of the soil. Poro-elastic analysis is 
required to examine the coupled response of the soil and the pore fluid. 

In comparing the pore pressure response to that predicted by poro-elastic theory, 
initial comparisons were made to the model of Yamamoto, 1978. This formulation 
does not consider the effect of anisotropic permeability and it was not possible to 
obtain good agreement between the model and theory. To match the observed 
vertical attenuation of the pressure magnitude, the predicted phase lags were far too 

large — on the order of 30°. Measured phase lags in the model were not seen to 

exceed 15°. Consequendy, Finn's Stabmax routine was employed since it allows for 
anisotropic permeability. Using Stabmax, good agreement could be obtained for 
both the amplitude and phase of the pore pressure response. This agreement is 
shown in Figures 2 and 3. It should be noted here that the poro-elastic models were 
seen to be extremely sensitive to the volumetric degree of soil saturation, Sr. 
Sensitivity tests showed that varying the soil saturation ratio from 98% to 99.8% 
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resulted in predicted phase lags at the bottom of the bed varying from 28° down to 

3°, the trend being that phase lag reduces with reducing air content. These findings 
are described in more detail in Davies (1992). 
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Figure 2 Measured pore pressure response vs poro-elastic theory (Stabmax, Finn, 1982) 
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Figure 3 Phase lag of pore pressure response vs poro-elastic theory (Stabmax, Finn, 1982). 

Experimental Set-up—Caisson Testing 
The second experimental test program in this study was designed to examine the 
interactions between seabeds and rigid coastal structures under the influence of wave 
action. Large-scale flume tests were undertaken to study the effective stress response 
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of seabeds beneath caissons, and to examine the combined effective stress, pore 
pressure and scour response of the toes of caisson-type coastal structures. This 
experimental study was also used to explore the validity of the Tsai et al (1990) 
analytical poro-elastic approach for the prediction of foundation response. 

The Coastal Wave Basin of the National Research Council in Ottawa was used for 
the caisson testing. This basin is 85m long and 14m wide. The maximum water 
depth available for testing is 1.2m (allowing 0.3m of freeboard for waves). Two 
parallel 2.4m wide channels were built within the basin. This layout enabled the 
simultaneous testing of two different caisson foundations. Berms were built in each 
of these channels to serve as foundations for two identical steel caissons (see Figure 
4). The berms were composed of two different sands; a coarse sand with 
D5o=0.38mm, and a fine sand, with D5o=0.10mm. Due to the large amount of fill 
required to build the foundations for the caisson (roughly 25 tonnes of sand in each 
flume) it was not possible to rebuild the berm between tests. The test sequence 
employed gradually exposed the caissons to irregular waves of increasing amplitude 
and period in a manner simulating the building of a storm. For all tests, the 
hydrodynamics acting on the structure and the response of both the soil and the 
caisson were measured in detail. 

One of the results of the test program was a series of measurements of the pore 
pressure response within the foundations beneath the leading edge of the caissons. 
The following section gives a review of some of these pore pressure measurements. 

1.25m 

0.5 m 

Steel caisson 

Concrete ballast 

1   •    •    •   3 

0.75m °   • 

Sand berm 

Figure 4 Schematic cross-section of caisson tests. 

Pore pressure transducers 
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Figure 5 Pore pressure response - coarse sand. 

Pore pressure response within coastal foundations 
Figure 5 shows how the pore pressure response measured beneath the caisson 
compared to that at the outside front corner of the caisson (at the mudline) for the 
coarse sand foundation. This plot shows the amplitude of the pressure fluctuations 
measured by each of six pore pressure transducers installed beneath the caisson. 
These transducers are denoted as PI through P6 and their locations are shown 
schematically in the inset in Figure 5. The measured pore pressure at each of gauges 
P2 through P6 is plotted against the pore pressure measured at the front corner (PI). 
There is a general trend that the pore pressure diminishes with depth into the seabed 
and with distance beneath the caisson, i.e. P3 and P6 are significandy lower than PI. 

Figure 6 shows a similar plot for the fine sand test. The general pattern of 
diminishing pressure amplitude with depth and with distance from the front edge of 
the caisson still exists with one exception: for test conditions generating a pore 
pressure at the front face of the caisson (gauge PI) of around 0.1 m, the pressures 
along the underside of the caisson were significandy increased. This trend was not 
observed for the coarse sand caisson when exposed to the same wave conditions 
with the same caisson geometry and caisson ballast. This suggests that, under this 
combination of wave conditions, the finer sand caisson was experiencing complex 
wave-soil-structure interactions which were not observed with the coarser sand. The 
following sections describe a boundary layer approach to provide some insight to 
these interactions. 
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The Boundary Layer Approach 
The boundary layer approach of Mei and Foda (1981) shows that, in the treatment of 
a poro-elastic solid using Biot's linearized theory of consolidation, for the 
frequencies of typical ocean waves, a Stokes' type of boundary layer exists near the 
top of the bed. The soil and fluid move together as a single phase in the region 
below this boundary layer. Within the boundary layer, the effects of the free 
draining upper boundary are evident. This allows a gready simplified analysis where 
the outer region (far below the mudline) can be treated as a single phase elastic solid 
for which analytical solutions to the soil's behaviour are readily found. Mei and Foda 
show that in the boundary layer, a one-dimensional analysis using Terzaghi's theory 
of consolidation can be applied (provided that the boundary layer thickness is small 
relative to wavelength). Solutions to a variety of poro-elastic problems using this 
boundary layer technique have been presented in the literature (see Mei and Foda, 
1981 and Mei, 1982) 

Intuitively, one would expect that for a soil of permeability, k, which is small relative 

to the frequency of loading, CO=27tf, there is litde fluid motion relative to the soil 
skeleton. For such a case the soil and fluid move together and the medium can be 
treated as a single phase as described by the equations of elastic dynamics. Near the 

seabed there will be a free-draining region extending to some depth, 8. For 

8/L<< 1, where L is the wavelength, then the upper boundary region becomes 
essentially one-dimensional. Mei and Foda show that the first order approximation 
of the boundary layer is the Terzaghi equation for one-dimensional consolidation. 

In the boundary layer 3/3z » 3/3x . The thickness of the boundary layer, 8 is given 
by 
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8 = , — 
1  00 

where cV is the soil consolidation coefficient 

C'v = 

ky 

m' 

(2) 

(3) 

Here k is the soil's coefficient of permeability, y is the unit weight of water, and mv' 
is the effective modulus of volume compressibility for soil with a partially saturated 
pore fluid. 

m=np+  (A\ 
v 2(1 -v)G W 

Here the stiffness of the soil matrix is characterized by the bulk shear modulus, G, 

and Poisson's ratio, V.  The soil porosity is n and the stiffness of a partially saturated 

fluid is (3' (as per Verruijt, 1969), 

P'=P + ^- <S> rtot 

Here (3 is the compressibility of pure water ((3=4.3 x 1010 Pa-1), and Sr is the 
volumetric degree of saturation of the soil. Ptot is the absolute pressure at the point 
of interest. 

The exact total solution for dynamic stresses and pore pressures is determined 
through the solution of the dynamic elastic equations governing the outer region and 
subsequent application of a boundary layer correction: 

(  )        = (  )°  + (  )b 

V    -"exact v    / *•    > ,,. 
(6) 

where the superscripts o and b denote outer region and boundary layer region terms, 
respectively. 

The boundary layer formulation provides an accessible and heuristically appealing 

treatment of the soil-wave interaction problem. The boundary layer thickness, 8 
quantifies the relative depth of influence of wave action in a seabed. 

Foundations - Drained vs Undrained 
The problem of wave action in the vicinity of coastal structures can be considered in 
terms of the permeability and stiffness of the soil mass relative to the size of the 
structure. Wave loading on a rigid coastal structure such as a caisson causes wave 
stresses to be transferred from the caisson to the seabed. At the same time wave- 
induced pressure fluctuations at the seabed cause uplift pressures along the underside 
of the structure. The complex interactions between a rigid structure and the seabed 
under wave loading have been examined in the literature by Lee and Focht (1985), 
Lindenberg et al, (1982) and Tsai et al (1990). Analytic solutions of the wave-soil- 
structure interaction problem have been formulated by Mei (1982) as well as by Tsai 
et al (1990). These analytic solutions use elastic solutions for a rigid block resting on 
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a flexible base to solve the total stress state in the foundation. A boundary layer 
correction is then applied to take account of the presence of the free-draining upper 
boundary. These solutions rely on an assumption that the boundary layer thickness, 

8 is' small relative to the wavelength, L and furthermore that the boundary layer 
thickness is small relative to the caisson size, C (for some solutions the half-width of 
the caisson is used as the representative caisson dimension). 

These calculations are quite complex but yield some interesting insight into the 
behaviour of wave-soil-structure interactions. For practical problems, a finite 
element effective stress model is more adaptable (e.g. Shen, 1990). 

One of the insights provided by boundary layer theory is the concept of relative 
boundary layer thickness. In assessing the appropriate analysis to be undertaken for 
a specific structure, simple calculations of boundary layer thickness relative to 
wavelength and relative to caisson geometry can allow the classification of the 
problem in terms of the influence of pore fluid flow on soil response. 

There are two bounding conditions often considered in analysing foundation 
response. These are undrained and drained behaviour: 

1) For undrained analysis, it is assumed that the rate of application of loading is 
rapid relative to the soil's permeability. Consequently the pore fluid and soil 
matrix move together. At a lower bound, for example, the case of a structure 
resting on clay, the role of pore pressures in generating uplift forces is negligible. 
For undrained analysis the total stress state is used, and the concept of effective 
stresses is not applicable. 

2) For drained analysis, it is assumed that the rate of application of loading is slow 
relative to the soil's permeability. Consequently, the pore fluid is free to move 
relative to the soil matrix. At an upper bound, the Shore Protection Manual 
(1984) and Goda's models of wave-induced uplift pressures are reasonable, (a 
triangular pressure distribution acting along the underside of the structure). For 
drained analysis, an effective stress approach is employed. 

In reality, these limiting cases rarely exist. The true soil response lies somewhere 
between fully undrained and fully drained. What is needed is a set of practical 
guidelines to evaluate the relative importance of drainage to the structure. 

Foundation response guidelines 
When the boundary layer thickness, 8 is small, free-drainage occurs only close to the 

mudline. When 8 is large the free-drainage zone extends further into the seabed. 

The pore pressure response within the seabed in the vicinity of a caisson will be 
related to two dimensionless parameters: 

1. f/fn - describes the frequency response of the system and how close the 
loading frequency, f is to the natural frequency of the caisson, fn. For a 
single degree of freedom oscillator (such as the caisson response in pure 
pitch motion), the natural frequency of the caisson-soil system is related 
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to tie foundation stiffness and the polar mass moment of inertia of the 
caisson as follows: 

'•'Tninr; <7) 

Here, E' is the equivalent foundation stiffness, and B is the caisson 
width. 

2. 8/C - the thickness of the boundary layer, 8 relative to the caisson size 
gives a measure of how large the free-draining boundary is relative to the 
size of the caisson. 

•   I  
I 

i   S 
Large K'C - ?oil bp'iavos 
.'I drained iiuniit" 

Small rVC    sen •t-havi's in 
undrained manner 

Figure 7 Illustration of boundary layer thickness concept for caissons 

For a given caisson geometry (and hence given f/fn), the pore pressure response 
could be expressed as a function of the ratio of boundary layer thickness to caisson 
width alone: 

Three conditions can then exist: 

1) If 8<<C then the boundary layer effect will be small, uplift pressures will only 
exist very close to the outer edge of the caisson and undrained analysis will be 
sufficient. 

2) If 8>>C then the entire caisson will lie within the boundary layer, uplift 
pressures will be large and drained analysis will be appropriate. Here solution of 
the pore pressure response (and uplift) can be 'de-coupled' from the soil stress 
response. 

3) Where 8 is of the order of C, the response will be partially drained — the 
interactions between the pore fluid and soil matrix must be considered. Figure 7 
provides a schematic of these concepts. 

Consider the behaviour of the two caisson test series shown in Figure 5 and Figure 6. 
The major differences between these two caissons were the soil's coefficients of 
consolidation. This is reflected in different boundary layer thicknesses for the two 
caisson datasets. Figure 8 shows a plot of the relative amplitude of the pore pressure 
response beneath the caisson (normalized by PI) against the ratio of boundary layer 
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thickness to caisson size, d/C. This figure shows that for test conditions 

corresponding to S/C around 0.1, amplification of the pore pressure response 
beneath the caisson is observed (e.g. P3 in caisson 1). This trend is not observed for 
sensors mounted deep in the bed at the front face of the caisson (vis P6). For test 

conditions of 8/C much greater than 0.5, the amplitude of the pore pressure 
response starts to approach the linear distribution suggested by Goda and others for 
caissons resting on very coarse rubble beds. 

1 
D Gauge P3 - 0.2m from front edge of caisson, at mudline 

• 

• Gauge P6 - At front edge of caisson, 0.2m below 

2 

.' a 
D D •    I 3 

• • • 

n - ' j •• 

0.0 0.1 0.2 0.3 0.4 0.5 

8/C 

Figure 8 Pore pressure response vs drainage ratio, 8/C (combined results for both coarse and 
fine sands). 

Table 1 shows typical ranges of foundation conditions and wave conditions for some 
typical coastal structure geometries 

Wave period, T= 15s CO=27DT= 0.42 
Influence of foundation type cv '(m

2/s) 5[m] C[m] 8/C 

Rubble fill 1000 48.86 15 3.26 
Hard sand 100 15.45 15 1.03 
Soft sand 10 4.89 15 0.33 
Stiff clay 0.1 0.49 15 0.03 
Soft clay 0.001 0.05 15 0.00 
Influence of caisson size cv '(m

2/s) 5[m] C[m] 8/C 

Rubble fill 1000 48.86 3 16.287 
Rubble fill 1000 48.86 10 4.886 
Rubble fill 1000 48.86 100 0.489 
Soft clay 0.001 0.05 3 0.016 
Soft clay 0.001 0.05 10 0.005 
Soft clay 0.001 0.05 100 0.000 

Table 1 Relative boundary layer thickness for typical field conditions 

For cases where the foundation material is stiff and permeable (such as rubble fill), 

Table 1 shows that, except in the case of exceptionally wide structures, the ratio 8/C 
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is large and the free-draining condition can be expected to be observed along the 
entire underside of the structure. This is in accordance with the design techniques 
presented by Goda and the Shore Protection Manual where, for caissons resting on 
rubble foundations, a triangular uplift pressure distribution is assumed along the 
underside. For cases where either the foundation material is soft and impermeable 

(soft clay) or where the structure is very large (large C), the ratio 8/C can be seen to 
be quite small. In these cases, the uplift pressures due to wave action will be 
negligible and the undrained analysis is most appropriate (e.g. as described by Lee 
and Focht). In cases such as this, skirts are sometimes installed around the base of 
the structure to act as cut-off walls to further reduce the likelihood of uplift pressures 

existing. The structures are then designed for a no-uplift condition. The ratio 8/C 
serves to delineate how foundations in intermediate conditions may behave. For 

example if a structure rests on soft sand or stiff clay, the ratio 8/C becomes useful in 
combining the effects of wave period, consolidation coefficient and structure size to 

give a sense of the relative size of the drainage path, 8. 

Conclusions 
The pore pressure response of a seabed exposed to wave loading can be reasonably 
well described by the rigid, porous bed solution of Sleath (1970). To obtain 
information about the effective stress state in the soil, however, it is better to use a 
poro-elastic seabed response model such as that of Finn (1982). 

Often the response of a coastal structure is neither fully drained nor fully undrained 
but somewhere in between. For engineering analysis, practical guidelines are needed 
to delineate the extent of influence of the free-draining boundary. Through 

boundary layer theory, it is possible to interpret this influence through 8, the 
boundary layer thickness. Preliminary analysis of test results indicates that the ratio, 

8/C might be useful here. For small values of 8/C (less than 0.05, say), the soil can 

be treated as fully undrained and a total stress analysis can be used. As S/C becomes 
large (greater than 0.3, say), soil behaviour starts to become fully drained and analysis 
techniques such as those proposed by Goda and the Shore Protection Manual 

become more appropriate. Soil conditions in the intermediate range (0.05 < 8/C < 
.3) require particularly close attention since the response of the soil and pore fluid is 
closely coupled. 

The idea of using the relative boundary layer thickness, 8/C as a predictor of seabed 
response is hypothetical at this stage. Further verification and extension of this idea 
requires examination of a wider range of experimental conditions. Variation of the 
ratio of f/fn (the frequency of wave loading relative to the natural frequency of the 
system) should also be further explored. 
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CHAPTER 272 

Interannual Shoreline Variations at Duck. NC. USA 

Nathaniel Plant and Rob Holman 

ABSTRACT 
We have analyzed 3 years of daily observations of the shoreline position along 

a 2 km segment of the coast at Duck, NC. Shoreline variations were found to be 
dominated by length scales of order 1 kilometer, with an amplitude that was modulated 
by a seasonal cycle, and a spatial structure that progressed alongshore at an average rate 
of 1 m/day. Surprisingly, the alongshore-averaged shoreline position did not display 
an annual cycle. Instead, the most pronounced alongshore-averaged shoreline changes 
occurred over several years. The dominance of large spatial and temporal scales 
suggests that short scale studies at Duck (typical duration < 1 month and lengths < 500 
m) seriously under-resolve an important component of shoreline variability. 

INTRODUCTION 
To describe general beach behavior, we have often referred to a "summer- 

winter" conceptual model (e.g. Komar, 1974), in which beaches erode and sand bars 
form or move offshore during large storms (winter), followed by beach accretion and 
onshore bar movement during calm periods (summer). Recently, however, 
observations of nearshore bathymetry have revealed interannual and decadal 
morphologic behavior, which are not described by a seasonal model. Examples include 
offshore progressive sand bars at Duck, NC, USA (Birkemeier, 1985; Lippmann and 
Holman, 1990; Kraus and Larson, 1992) and along the Holland Coast (Ruessink and 
Kroon, 1994; Wijnberg and Terwindt, 1995) over periods of several years to over a 
decade. In addition, there is evidence that beach response over these long time periods 
is not alongshore-uniform. Wijnberg and Terwindt (1995) showed examples of 
alongshore progressive variations at the shoreline, with an alongshore wavelength of 
about 2 km and periodicity matching that of the bars. It is appears likely that, with 
increasing time scales, beach variability may be dominated by large length scales. 
Quantifying the contribution of various alongshore length scales to beach variability, 
and determining characteristic time scales associated with each length scale are clearly 
important to understanding (or simply describing) the long term behavior of beaches. 

In this paper, we focus on the behavior of a particular beach elevation contour 
near the shoreline at Duck, NC.   One reason to focus on the shoreline is that it 
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delineates the width of the subaerial beach, which is of practical significance to those 
who live on or visit the beach. Also, the shoreline is a morphologically active (and 
therefore interesting) region of the beach, which responds to variations in wave 
conditions, tides, and (perhaps) interannual forcing. We seek to determine the relative 
contribution of different length scales to shoreline variability, and to describe the 
relationships between length and time scales. First, we will describe observations of the 
cross-shore position of a particular shoreline contour, obtained from analysis of video 
images. Then, we will present an analysis of the spatial and temporal variability of this 
data set. Since the dominant variability is associated with large length scales, we 
quantify this variability by focusing on two scales: (1) the alongshore-averaged 
shoreline position and (2) variability with a wavelength of about 1 km. The observed 
variability is partitioned into amplitude time series for both scales, as well as a time 
series of the spatial phase shift of the 1 km scale, which describes alongshore 
propagation. Finally, we describe the correlation between the shoreline variability and 
the wave field. 

DATA COLLECTION 
Video images of the surf zone at Duck, NC have been collected since 1986. 

Originally, the images were obtained once per day; however, they have been obtained 
every hour since 1993. The type of images that we will use in this study are time 
exposures (Lippmann and Holman, 1989, 1990). A time exposure (Figure 1) 
represents the average image brightness over, in this case, a 10 minute period. In 
relatively shallow regions where waves tend to break (e.g. over sand bars and at the 
shoreline), the average brightness is relatively high (white) due to the persistent 
production of foam, hence, morphologic features are often easily identified. At Duck, 
time exposures have been used successfully to locate the position of sand bars as well 
as the shoreline (Lippmann and Holman, 1989,1990). 

Plant and Holman (in press) described the methods that we used to locate and 
map the shoreline position. To summarize: we assumed that the shore-parallel band of 
high image intensity at the shoreline, also called the shoreline intensity maximum 
(SLIM), visually marked the still water level shoreline. The SLIM was identified in 
each image and its cross-shore position at a series of alongshore sample locations was 
determined from simple photogrammetric relationships (Lippmann and Holman, 1989). 
Since the cross-shore position of the SLIM varied with tidal elevation, we selected 
images corresponding to tidal elevations within 0.25 m of the 0.50 m level. We 
attempted to locate the shoreline once per day, within a 2 km long region, sampling 
every 2 m. The shoreline position is overlain on each image in Figure 1, and is plotted 
in map coordinates on the adjacent panels. 

This shoreline estimation technique ought to be most accurate when applied to 
simple intertidal bathymetry (i.e. slowly varying in both alongshore and cross-shore 
directions) and when the wave height is low, so that the SLIM is a narrow band located 
near to the still water shoreline. The beach slope and wave height at the shoreline scale 
the errors in the estimates of the cross-shore position of the shoreline. For a barred 

1 H 
beach, the error is approximately ~ ir, where H is the (potentially depth-limited) rms 

wave height shoreward of the sand bar and p is the beach slope at the shoreline. The 
intertidal beach slope at Duck is typically about 0.1 and the shoreline wave height is 
limited by breaking over the bar to 1.0 m, resulting in a maximum error of about 5 m. 
Finite resolution of the digital images also contributed to measurement errors that 
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ranged from 0.50 m nearest to the camera to 2.0 m farthest from the camera. The 
alongshore resolution of the shoreline position estimates varied from 1 m to 50 m. 

Time Exposure Shoreline Position 

00   110   120   130   140   150 

00   110   120   130   140   150 

00   110   120   130   140   150 
x, m 

Figure 1. Examples of time exposure images, from Duck, NC. The location of the shoreline intensity 
maximum (SLIM) line is identified on each image and the map projection of that line is shown 
adjacent to each image. On the map projection, the ordinate is the alongshore range; positive is to the 
north (away from the camera). The cross-shore scale is exaggerated 20x. 
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RESULTS 
Of the 980 days in the study period, 748 images fell within the desired tidal 

level range (0.25 < tide < 0.75). Due to problems with image quality (rain on the lens, 
fog, equipment failure, and very small wave heights that did not produce a SLIM), only 
578 images yielded shoreline positions. Of these, some shoreline position estimates 
did not cover the entire 2 km sample region. Only 336 images yielded data fully 
spanning a 1 km subset of the sample region (900 m<yS 1900 m). This subregion 
was sampled at an average rate of about 1 sample/3 days. We will focus much of the 
analysis on the 1 km sub region. 
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Figure 2. Mean and standard deviation of the shoreline position. The time-averaged shoreline 
position is shown in the upper panel, where error bars are the standard deviation, plotted at 20 m 
intervals. In the second panel, the standard deviation is plotted again, along with the cross-shore error 
due to the pixel footprint dimensions (dashed line). The third panel shows monthly-averaged spatial 
variability. January of each year is marked by a vertical line. 

Shoreline Mean and Variance 
Over the 3 year study period, the observed shoreline position varied by as much 

as 45 m. The spatial structures of the shoreline and its variability are summarized by 
plots of the mean and standard deviation as a function of alongshore location, shown in 
Figure 2. The mean shoreline position was not straight, but curved smoothly through 
the entire study area. The bend in the mean shoreline likely stems from geologic 
constraints. The temporal variability of the shoreline, indicated by its standard 
deviation, was not uniform either. The minimum variance occurred near the most 
seaward protrusion of the mean shoreline (y = 1100). The observed shoreline variance 
increased with distance from the camera, which may be due, in part, to the increasing 
size of the pixel footprint. The expected cross-shore pixel error is plotted for 
reference. Our choice of coordinate system was not shore-normal everywhere, which 
also contributed to increased apparent variability. 
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Figure 3. Gray scale plot of shoreline deviations. The scale bar is in meters. Positive deviations 
(whiter) correspond to displacement of the shoreline seaward of it mean position. Missing data are 
filled by hatching, and January 01 of each year is marked by a horizontal line. 
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Time series of shoreline deviations were obtained by subtracting the mean 
shoreline position from each observation, at each alongshore location. The final panel 
in Figure 2 shows the monthly-averaged, spatial variation from the mean shoreline 
position, as a function of time. In order to visualize the variation of the Duck shoreline, 
Figure 3 displays low-pass-filtered deviations of the shoreline position at each 
alongshore location and each time. Positive deviations (light shades) indicate that the 
shoreline was seaward of its mean position. The low pass filter (Ooyama, 1989) 
damped variations with time scales less than 1-2 months, and interpolated missing data 
if the time gaps were shorter than the filter cutoff. The remaining missing data values 
are filled with hatching. 

In Figure 3, the most striking features are lineations that generally trend 
obliquely from the lower right towards the upper left (traveling toward the south) and 
have length scales of about 1 km. The behavior of these large scale features was not 
always characterized by simple southward propagation. For example, their direction 
reversed at times (e.g. day 200 to day 300). Also, shorter scales contributed to 
prominent coherent behavior. For example, between days 850 to 900, megacusps with 
approximately 200 m wavelengths were well developed. The megacusps appeared to 
propagate at the same speed as the large scale features. An annual cycle is not 
particularly apparent in Figure 3. We turn now to quantitative descriptions of these 
shoreline deviations, partitioned into an alongshore-averaged component and a 
component with an alongshore length scale of 1 km. 

average over days 860 to 894 

y95% ci — dofcl6 — bw=1.000e-<>3 

0.005 0.01 0.015 
average over days 28 to 1006 

0.02 

bw=1.0(K)e-03 

0.005 0.01 
ky, 1/m 

0.015 0.02 

Figure 4. Shoreline variance spectra as a function of alongshore wavenumber. The upper panel shows 
sample spectral estimates averaged over a 34 day period (containing only 8 images) when megacusps 
were present with 200 m wavelengths. The lower panel is the spectrum averaged over the entire 3 year 
study period. 
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Length Scales 
The contribution of different length scales to the observed shoreline variability 

was quantified using wavenumber spectra of the shoreline deviations. A discrete 
spectrum was estimated on each day, using data within the 1 km subregion, 900 < y < 

1900 m. Spectral estimates corresponded to the Fourier wavenumbers, ky = 0, +.»„», 

2 250 
~17)00' •"' anc* innn m"1- ^e al°ngsnore"averaged shoreline position was removed at 
each time before estimating the spectra, and was the estimate of the first component, ky 
= 0. The variance spectrum, S(ky), on any particular day describes the contribution of 
each length scale to the spatial variability on that day. As an example, we show several 
spectra, averaged over time to improve the reliability of the spectral estimates (Figure 
4). For instance, megacusps, which were obvious in the space-time map of deviations 
(days 850 to 900), also appeared as a well defined and significant spectral peak. 
However, the dominance of large length scales (low wavenumbers) was the most typical 
characteristic of these spectra. The spectrum averaged over the entire 3 year study 
period (Figure 4) emphasizes this point.  In fact, the first two Fourier components, 
which are the alongshore-averaged shoreline position (ky = 0) and the 1 km wavelength 

I 
(ky = ifwi nr1), explain nearly 80% of the total shoreline variance. We will focus the 

remaining analysis on these two components. 
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Figure 5. Time series of the alongshore-averaged shoreline position over the 1 km subregion (900 m 
< y < 1900 m). The dots correspond to the actual samples, while the solid line is the filtered time 
series. January 01 is of each year is marked by a vertical line. 

Alongshore-averaged shoreline variability explained 36% of the total, observed 
shoreline variance. This component represented net onshore or offshore change of the 
shoreline (Figure 5). Apparent, high frequency fluctuations due to measurement errors 
associated with rapid variation of the wave height were removed by filtering using a 30- 
60 day cutoff. The filtered time series of the alongshore-averaged shoreline deviations 
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shows that dominant variability occurred over time periods greater than one year (inter- 
annual behavior). More rapid variations likely corresponded to storm/calm cycles. The 
absence of an annual cycle, as might be predicted with the summer/winter model, is 
conspicuous. 

The second component that we will consider corresponds to the 1 km wave 

length (ky = JQQQ nr1), and accounted for 40% of the total shoreline variance. This 

component may be represented by time series of both amplitude, A, and phase, <|>. 

and 
A(ky,t) = I a(ky,t) + i b(ky,t) | 

<j%,t) = Tm-l[-b(ky,t)/a(ky,t)], 

(1) 

(2) 

where a(ky,t) and b(ky,t) are the real and imaginary parts of the Fourier amplitudes. 
The amplitude time series had a strong annual cycle (Figure 6). This is the quantitative 
representation of typical observations that the shoreline is relatively straight during the 
winter (largest waves) and develops increased alongshore variation during calmer 
periods, also evident in Figure 2. The phase time series describes alongshore shifts of 
a coherent morphological structure. A simple phase ramp (constant slope) is indicative 
of a progressive wave form, while phase jumps of 180° suggest standing motions. The 
net phase shift over the study period corresponded to an average southward 
propagation of about 1 m/day. The estimated celerities are shown in the lower panel of 
Figure 6. We expect the amplitude and celerity for this component to be correlated to 
wave height and direction. 
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Figure 6.   Time series of the amplitude (upper panel), phase (middle panel), and celerity (lower 
panel) of the 1 km wavelength component. The trend in the phase (ramp) corresponds to an average 
alongshore celerity of -0.95 rn/day. 
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Correlation to Waves 
We move now to determining how the two components of variability (ky = 0, 

TK• nr1) were related to variations in the wave field. In particular, we expect that the 

amplitudes of the two components should be correlated to the wave height, while we 
expect that the alongshore propagation of morphologic features should be related to the 
product of the wave height and angle of incidence. The alongshore component of wave 
energy flux (PI ~ Hs

2 Sin[-2 a]) will be used to test this hypothesis. Figure 7 shows a 
time series of the wave height, wave angle, and wave energy flux over the study period. 
The wave directions are relative to shore normal and positive wave angles correspond to 
waves approaching from the north, consequently driving sediment transport to the 
south. High frequency fluctuations dominate the wave time series, so time series were 
low-pass filtered with a 30-60 day filter cutoff. The filtered time series contain 
seasonal cycles in which wave heights tended to be high in the winter months and low 
in the summer months. Waves tended to approach from the north during winter and 
south during summer. Comparing the filtered wave time series to the filtered 
morphologic time series allows us to test for correlation between low-pass variations. 

Figure 7. Time series of significant wave height (upper panel), wave direction (middle panel), and 
alongshore wave energy flux (lower panel). Dashed lines show the monthly wave height range. Wave 
angles are relative to a shore-normal coordinate system, positive from the north, while a positive 
alongshore wave energy flux corresponds to expected sediment transport to the north. Dashed lines in 
the two lower panels correspond to monthly standard deviations. 
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Figure 8. Cross-correlations between wave parameters and morphologic parameters. The wave 
parameters (Hs and PI) are labeled at the top of the figure and the morphologic parameters (ky=0, 
ky=l/1000 amplitude, and celerity) are labeled to the left of each pair of figures. In each plot, dashed 
lines mark the 95% significance level of the correlation and vertical lines mark lags of ±1 year. 
Positive lags correspond to the wave time series leading the morphology. 

The time-lagged, cross-correlations between the morphologic time series and 
both wave height and the alongshore wave energy flux are shown in Figure 8. The lag 
range is defined such that positive lags correspond to the wave time series leading 
(forcing) the morphologic response. Time lags between -1 and +2 years are shown in 
all the correlation plots. The first panel shows the correlations between alongshore- 
averaged shoreline position and wave height, which were less than the 95% significance 
level at nearly all lags. In the adjacent panel, the correlation to the wave energy flux was 
most significant at a lag of about 60 days. The positive correlation suggests that 
periods of northward sediment transport lead to increased beach width. Both results 
are surprising, since we expected a correlation to wave height but did not expect the 
alongshore-averaged response to be a function of wave direction. 

The cross-correlations of both the amplitude and celerity of the 1 km 
wavelength component with the wave parameters contained strong seasonal signatures. 
The amplitude of the 1 km wavelength component was significantly and negatively 
correlated to the wave height, at a lag of about 60-90 days. We infer from this that 
increasing wave heights reduced the amplitude of the 1 km scale features and the 
response of the morphology lagged behind the change in wave conditions. The 
amplitude time series was also, surprisingly, correlated to the wave energy flux. This 
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may stem from the strong correlation between wave height and direction, rather than a 
direct forcing-response relationship of wave direction on these amplitudes. 

The celerity and wave height were correlated significantly at a lag of about 90 
days. The negative correlation indicates that when the wave height increased, the 
celerity increased towards the south. Surprisingly, the correlation between the celerity 
and wave energy flux was relatively poor, which was not expected. Interpretation of 
cause and effect relationships between the wave field and morphology is potentially 
impeded by the possibility that the celerity of the 1 km features was partly a function of 
their amplitude, which was modulated by the wave height. 

DISCUSSION 

Source of alongshore propagating waves 
Sand waves with various amplitudes and celerities have been observed in several 

nearshore environments (e.g. Sonu, 1969). Clearly, large scale, progressive, 
morphologic features exist at Duck. We can suggest a few explanations for the 
existence of these features. We can also reject some possible explanations, based on 
characteristic time scales. For example, oblique sand ridges are large scale features, 
recently discussed by Trowbridge (1995). These features extend to deep water (-10 
m), and have characteristic, long-term, alongshore celerities of 0(10~2 to 10_1) m/day. 
The forcing mechanism for them is probably storm driven currents, which, as 
Trowbridge showed, may cause an initially alongshore uniform coastline and 
bathymetry to become unstable. Hulscher (1996) presents theoretical descriptions of 
another type of sand wave, which is an instability driven by tidal currents. However, 
both oblique sand ridges and tidal sand waves, which are O(0.1 to 1) km in length, have 
much slower celerities than those observed at Duck. Since the length scale of these 
deeper water features matches the scales we have observed, it is possible that there is 
some interaction between the two. 

Another sand wave formation mechanism, treated recently by Thevenot and 
Kraus (1995), is ejection of sand plugs from tidal inlets. These plugs may weld to the 
shore and perturb the longshore current field. Then, they are expected to propagate 
alongshore in the direction of the longshore current. Thevenot and Kraus observed 
sand waves with wavelengths of about 1 km and celerities of order 1 m/day. The 
alongshore-progressive behavior was modeled by Thevenot and Kraus. However, the 
modeled sand waves tended to diffuse more rapidly than those observed in the field. 
The addition of wave refraction in the model reduced the tendency of the modeled 
waves to dissipate, and appears to be an important sand wave maintenance mechanism. 
Although there are no nearby inlets at the Duck field site to allow formation of sand 
waves as ejected sand plugs, the kinematics of the features we have observed seem 
consistent with the Thevenot-Kraus model. 

Potential Pier Effects 
A possibly important physical characteristic of our study site is the presence of 

a pier, which extends 500 m offshore (6 m depth). Since we observed the shoreline 
behavior only north of the pier, we have no information about what happens near to and 
south of the pier. If sand waves propagate past the pier, how are they affected by its 
presence? Does the pier generate sand waves? We hope to extend analysis to 
observations from both sides of the pier, as there is an extensive collection of surveyed 
profiles at Duck, spanning over a decade. 
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CONCLUSIONS 
Observations of the shoreline position at Duck, NC indicated that alongshore 

progressive features with a length scale of order 1 km were responsible for a large 
portion (40%) of shoreline variability at this site. The amplitude of these features (-10 
m) was modulated by the annual variations in wave height. The amplitude was reduced 
during periods of increased wave height (winter) and the amplitude increases during 
calm conditions (summer). Although these features propagated to the south, variations 
in celerities were not well correlated to the direction of expected wave-driven sediment 
transport, and were more correlated to changes in the wave height. Surprisingly, the 
alongshore-averaged shoreline behavior was not well correlated to wave height. 
Although the wave field varied on an annual cycle, the alongshore-averaged shoreline 
position did not, in contrast to expectations from a simple conceptual model of 
summer-winter behavior. Instead, this component varied most dominantly over an 
interannual period, in which one cycle was completed in about two years. 

The observations and analysis presented here describe the contribution of 
various alongshore length scales to beach variability at Duck, NC. The results of this 
analysis indicated the importance of large length and time scales to observed nearshore 
variability. Extending analysis to observations that cover larger lengths and longer time 
periods will improve our resolution of the phenomena presented here. 
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CHAPTER 273 

LONG TERM BEHAVIOUR OF THE SEDIMENT VOLUME 
INSIDE A TIDAL BASIN AFTER POLDERING 

Ernst Schroeder1, Roland Goldenbogen2, Hans Kunz3 

ABSTRACT 

The development of morphological reactions over time as a result of polderings 
has been investigated for the Dithmarscher Bucht (Bay of Dithmarsch), a tidal basin 
which is located in the North Sea/Germany. Two methods of parametrization have 
been used: the first method is based on volume-differences and the second one refers 
to the vertical differences of the topography. The results have been used for an 
estimation of the stability of the tidal basin with respect to an accelerated rise of the 
relative sea level. 

INTRODUCTION 

Tidal basins are transition areas between the mainland and the sea. They exist 
under special hydrological and sedimentological boundary conditions. On account of 
these special conditions, tidal basins have been formed along the Southern North Sea 
coast during the last 10,000 years (Bantelmann 1966 and Streif 1990). In most of the 
areas, the actual situation has been substantially influenced by human interferences, 
especially by land reclamation. 

Besides coastal engineering aspects the Wadden Sea areas are an unique 
ecological system, which is essential as breeding and feeding ground for migratory 
birds on their East Atlantic Flyway (Lozan et al. 1994). 

1 Dipl.-Ing., Coastal Research Station (CRS) of the Lower Saxonian Central State Board for Ecology, 
An der Muhle 5, D-26548 Norderney/Germany 

2 Dipl.-Ing., Coastal Research Station 
3 Director Dr., Coastal Research Station 
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An accelerated rise of the relative sea level is a realistic prospective; therefore 
the question about its effects on the long term behaviour of the Wadden Sea-tidal 
basins along the North Sea coast is important. Only if the morphology of the tidal 
basin is able to adapt to the changing hydrological conditions, is it ensured, that the 
whole system keeps its stability. 

A tidal basin is a feed-back system which tends towards an equilibrium stage, 
determined by the hydrological and morphological boundary conditions. Changes in 

the relation between these boundary conditions lead to reactions of the morphology. 
The morphology compensates the non-equilibrium stage by more or less intensive 
accumulation or erosion processes. These adjustments proceed with a phase lack, 
depending on the quantity of the disturbance in relation to the system itself. 

Comparable processes occur after cutting off (poldering) parts of a tidal basin. 
The darning reduces the catchment area of the tidal basin and alters the relationships 
between the hydrological and the morphological boundary conditions. Investigations 
of the morphological development after cutting off parts from a tidal basin led to 
calculations over time of the adjustment-ability. 

The morphological reaction of a tidal basin, forced into a non-equilibrium stage 
by cutting off parts, can be compared with the effects of the changing hydrological 
boundary conditions as a result of sea level rise. Thus, the adaptability can be 
estimated qualitively for different values of sea level rise. 

PARAMETRIZATION 

The description of the morphological development has been based on two 
different methods for the parametrization. The parameters for the first method has 
been determined by calculating the difference between volumes. The second method 
is based on the averaged heights difference between bathymetric surveys of the 
morphology for successive stages. The introduced parameters are named "transpose- 
rates", for the first method as h, and for the second one as hA or hE, with the dimension 
m/a. The transpose-rates which are presented and discussed in the paper represent 
mean yearly values. 

Method N°. 1 

The sediment volume V, has been calculated above a fixed datum as horizontal 
reference level (Fig. 1). The reference level has been set below the deepest point of the 
topography for which morphological changes are recorded. For the total tidal basin 
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Dithmarscher Bucht, the reference level has been fixed at -22.0 m NN4 and for the 
defined subareas at -12.0 m NN. The upper limit is 2.0 m NN5. The volume difference 
AVT (Fig. 2) of two successive surveys are divided by the time period between the 

surveys At and by the area of the cross section A, (Schroeder et al. 1995b). This 
parameter is named "transpose rate hj" (m/a): 

h, = AV, / ( A V Ay+1) = ( Vy+1 - Vu) / ((ti+1 -1,) • Au+1). (1) 

The division by the cross section A, provides a standardization of the parameter, 

which allows the comparison of catchment areas A,, with different sizes. 

fixed geodetic level 

Cross section Aj 

Figure 1. Idealized graphs of the geodetic level h over the cross section A, 

Sediment volume Vj 

Figure 2.   Idealized graphs of the geodetic level h over the sediment volume Vx 

4 NN = Normal Null = German ordnance-datum (app. MSL) 
5 MHW app. 1.55 m NN (min. HW/max. HW = 1.46/1.63 m NN; 1942 -1990) at the tide-gauge Bttsum 

(Fig. 6) 
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Method N°. 2 

The second method leads to "transpose-rates" which have been determined 
separately for accumulation as "hA" and for erosion "hE". The calculation of these 
parameters is based on the heights of a standardized area-element (vertical difference). 
Therfore, the topography has been transformed into square grids (Fig. 3). The 
resolution of the grid has been fixed as 25 m in x- and y-direction, hence, one grid- 
element covers an area of 625 m2. 

The horizontal reference level of one grid yields as mean value of the "average 
node" Hi (mNN) of the heights of each grid node (see A, B, C and D in Fig. 4): 

Hj =(A+B+C+D)/4. (2) 

The difference of the parameter H of two successive surveys (Hj, Hj+1) is the 
accumulation or erosion-rate AH; in m for each grid element: 

AHi = H^1-Hi. (3) 

This rate, divided by the time interval between the successive surveys, leads to 
the yearly transpose-rate of each grid element, either as accumulation (AH^y) or as 
erosion (AHE^). The sum of all elements with accumulation or erosion inside the 
defined investigation areas (total basin or subarea) yields to the "transpose-rate", 
which is indicated as hA (accumulation) and hE (erosion) with the dimension m/a: 

EAHAj/At = hA 

EAH5y/At = hE. 

(4) 

(5) 

Figure 3.   Idealized investigation area with grid 
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Figure 4. Idealized grid element with the grid nodes A, B, C and D and the average 
nodeHj 

INVESTIGATION AREA 

The investigation area is called the Dithmarscher Bucht (Bay of Dithmarsch). It 
is located on the German North Sea coast on the West side of the German federal 
state of Schleswig-Holstein (Fig. 5). 

Figure 5. Location of the investigation area 
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The shape represents a single bay which opens towards the main wind- and 
wave direction. Inside the bay, the mean tidal range (semidiurnal tides) is 3.25 m 
(1942-1990); the dominate wind direction scatters around West. The mean offshore 
waveheight is about 1.00 m. The geological structure of the bay, developed during the 
Holozan-time-period, consists mainly of marine sediments (Fischer 1955). 

The tidal basin had been reclaimed two times by poldering. The bay covered an 
area of approximately 157 km2 before the polderings had been carried out. The first 
poldering (1972) reduced the bay-area (A^) by about 16 km2 and the second one 
(1978) by 26 km2 (see dotted lines in Fig. 6). 

Figure 6. Investigation area Dithmarscher Bucht with poldered areas and the 
investigated subareas 

With regard to the reaction of the bay as result of the polderings, the tidal basin 
has been split up into subareas according to the application of an applied empirical 
model (Goldenbogen 1994, Niemeyer et al. 1995 and Schroeder et al. 1995a). The 
subareas which include the poldered parts are shown on fig. 6: Speicherkoog, 
Kronenloch and Wohrdener Loch. The total bay-area is represented by The Piep. 
During the investigation period from 1942 up to 1990 the Dithmarscher Bucht had 
been surveyed 9 times (1942, 1956, 1969, 1973, 1976, 1979, 1982, 1985 and 1990). 
The bathymetric surveys of 1942, 1956 and 1969 decribe an undisturbed topography. 
The surveys after the year 1973 are influenced by the poldering-means. 
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The morphological data for the Dithmarscher Bucht and parametrizations for 
"equilibrium stages" have been described by Schroeder 1994. 

RESULTS 

The following diagrams show the calculated transpose-rates \. The data 
(ordinate) has been plotted over the half period of an investigation intervall At; 

(abscissa, Fig. 7). 

1. survey 2. survey 

tM time scale 

At, 
Figure 7. Definition of the investigation intervall Atj 

Figure 8 shows data which are based on the the total difference of the sediment 
volume in accordance with the first method. During the period from 1942 up to 1969 
the anthropogenic influences are negligible. The scattering of the results can be 
explained by natural effects and, additionally, in the case of the year 1956, by the 
quality of the bathymatric survey. 
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The first poldering was carried out inside the subarea Speicherkoog in 1972 
(Fig. 6). The value of the subarea Speicherkoog shows a distinct tendency of erosion 
as a result of the first poldering, whereas the other subareas, as well as the total tidal 
basin, are characterized by accumulation. 

The second poldering was carried out in 1978. This poldering extends over the 
subareas Kronenloch and Wohrdener Loch (Fig. 6). After the second poldering, the 
tendency of erosion continued inside the subarea Speicherkoog. The transpose-rate 
inside the subarea Wohrdener Loch decreased in the range of the average values, as 
monitored during the undisturbed period before 1969. Only the transpose-rates of the 
subarea Kronenloch increased significantly. However, already during the second 
investigation intervall from 1982 to 1985, the values for this subarea also decreased. 
All values indicate a low erosion-tendency. The erosion effects continue for the 
subarea Kronenloch during the last interval (1985 to 1990). The results for the last 
interval scatter within a range which is comparable to the values during the 
undisturbed investigation period before 1969. 

A similar development display the results for the accumulation rate hE gained by 
the second method (Fig. 9). 
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The value increased after the first poldering. The subarea Speicherkoog, where 
the poldering was carried out, shows the highest value. This value decreased after the 
second poldering, whereas the transpose-rates of the subarea Kronenloch and 

Wohrdener Loch increase. The next investigation-interval indicates a reduction of the 
values for all subareas. During the following interval, this tendency continued for the 
subarea Speicherkoog and also for the whole tidal basin, whereas the subareas 
Kronenloch and Wohrdener Loch show more or less constant accumulation-rates. 

The data of the erosion rate also indicate clear trends (Fig. 10). The undisturbed 
period is followed by an increase of the values except for Kronenloch. Over the last 
two investigation intervals the values decrease, including those for the Kronenloch. 
During the last interval (1985-1990), the value scatter already in the range of the 
undisturbed period before 1969. 
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CONCLUSIONS 

The results allow estimations concerning the morphological reactions of a tidal 
basin on the changes of geographic boundaries by poldering (reduction of the bay-area 
leading to a disturbance of the equilibrium condition with respect to the tidal volume 
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as hydrographical boundary condition and the cross-section/area-size as 
morphological boundary condition). The discussed results show comparable reactions 
of the described parameters over the whole investigation-period from 1942 to 1990. 

The results concerning the development of the Dithmarscher Bucht over the last 
three investigation intervals from 1979 up to 1990 (time period after the polderings) 
showed, that after approximatly 5 years, the parameter-values had decreased, in part, 
more than 50% of the maximum values after the polderings. The assumption can be 
drawn that after 5 more years there will be no significant distinction between the 

anthropogenic and the natural influences of the transpose-rates. With respect to the 
strongly decreasing tendency of the investigated transpose-rates, the prediction seems 
to be reliable, that after one to two decades, the influences of the anthropogenic 
impacts (disturbance of the "equilibrium stage" by poldering) will fade away and the 
adaptation to the anthropogenically-created new boundary conditions will reach the 
new equilibrium. 

The results indicate the Dithmarscher Bucht as an area with strong 
accumulation. Comparable investigations, decribed in literature, came up with similar 
results (Wieland 1984, Siefert 1987, Niedoroda et al. 1994), and Unsold 1974 with 
respect to the regeneration after dredging. 

With regard to a tranfer of the described results to other tidal basin-areas, the 

available sediment capacity of the area is one of the main restricting factors that has to 
be taken into account. 

The investigation have shown that, for the tidal basin Dithmarscher Bucht, there 
will be no danger concerning the stability of the morphology with respect to changes 
of the forcasted or feared hydrological boundary conditions, even if the acceleration 
of the relative mean sea level rise should reach the IPCC-best-estimate-values (IPCC 
1990) of about 60 cm in hundred years. 
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CHAPTER 274 

WAVE GROUPS IN A BARRED NEARSHORE 

B. Boczar-Karakiewicz1, W. Romariczyk1, J.L. Bona2 and B. Greenwood3 

ABSTRACT 

Observations of waves and sediment movement in coastal zones have shown ev- 
idence of groupiness in the wave field associated with episodic events of high 
sediment concentration above the sandy bed. These observations raised the 
question about the role of wave groups on large-scale coastal sand bars. The 
present study addresses this question. Analysis is based on data from a lacus- 
trian experimental study site located in Nottawasaga Bay, Lake Huron, Ontario, 
Canada. The results of field measurements provided initial and boundary con- 
ditions for numerical simulations of wave-seabed interactions under waves and 
wave-groups. Model predictions are compared with observations. The conclu- 
sions suggest that nonlinearly modulated wave trains may potentially form and 
modify sand bars in coastal zones due to large-scale spatial variation in the 
nonlinear structure of these waves. However, strong irregularities in observed 
wave groups and related episodic sediment concentration events suggest that 
these groups do not represent an effective factor in the 'slow' process of sand 
bar formation. 

1. INTRODUCTION 
In deep ocean, with limited breaking, wave groups can be described by su- 
perposition of linear wave components or by applying nonlinear modulation 
instabilities. Medina and Hutspeth (1990) have shown that linear algorithms 
describe observed wave groups in a water depth greater than 10 m with satis- 
factory agreement. Battjes and Vledder (1984) supported this conclusion for 
the surf zone. 

^NRS-Oceanologie (Universite du Quebec), Rimouski, Quebec, Canada 
2University of Texas, Applied Math, Austin, Texas, USA 
Scarborough College Coastal Research Group, University of Toronto, Toronto, 
Ontario, Canada 
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However, in the linear approach, waves are assumed to be a Gaussian pro- 
cess, with independent components of the wave field. In earlier studies, it also 
has been assumed that upon initial breaking, wave groups vanish, except for a 
small zone surrounding the mean breakpoint. 

These assumptions were shown not to be valid in shallow coastal zones. 
List's quantitative study (1991, 1992), using the concept of wave group envelope, 
has confirmed that groupiness decreases rapidly through the surf zone, and is 
sensitive to initial wave breaking. However, he also proved that the degree 
of groupiness does not become negligible, even in a saturated surf zone. His 
analysis revealed that groupiness of unbroken waves remains constant over a 
wide range of incident wave conditions from fairweather swells to storm seas. 
That observation contradicts the intuitive concept of groupiness resulting from 
the superposition of sinusoidal waves of similar frequency. According to the 
linear concept, an increase of spectral bandwidth should result in decreased 
groupiness. 

Laboratory tests and numerical simulations carried out with wave shoaling 
over a beach of constant slope allowed experimentations with nonlinear wave 
groups in a simpler environment than a natural coast. A set of such experi- 
ments has been conducted in the wave basin of the Hydraulics Laboratory of 
the National Research Council of Canada (Nwogu 1993). Bichromatic linear 
waves were generated at the deep-water end of a 1:25 sloping concrete beach. 
The time series of water surface elevation were measured at two locations: at 
the toe of the slope and at the initial breaking location. A numerical model 
based on Boussinesq equations simulated hydrodynamics in the experiment. 
Comparisons of model results and observations showed good agreement and ex- 
plained the nature of nonlinear transformations in the initial modulated train 
composed of sinusoidal waves. When these waves approach shallow water, their 
shape changes into a complex nonlinear form. The nonlinearity in an individual 
wave profile increases with decreasing water depth, due to a transfer of energy 
from the two fundamental frequencies of the incident biharmonic wave train into 
respective higher harmonic modes. A small amount of energy is also transferred 
to a low-frequency group-bound wave. That energy increases with decreasing 
water depth. 

The results of a similar numerical study based on a KdV equation with 
variable coefficients describe the nonlinear evolution of a single group of mod- 
ulated sinusoidal waves propagating over a gently-sloping beach (Talipova et al 
1995). Nonlinear and dispersive effects in this group lead to recurrent energy 
transfer between the fundamental and the higher harmonic components. The 
initial wave group evolves with increasing distance into a strongly nonlinear 
wave packet. At a distance of several tens of wavelengths from the deep-water 
end, the initial modulation changes shape. Higher waves are shifted to the front 
of the packet due to frequency dispersion. Nonlinearity causes the appearance 
of secondary crests in the individual waves of the packet.  Therefore, it is not 
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Figure 1:   (a)Cross-shore velocity (at 0.10 m above the bed), (b) suspended 
sediment concentration (at 0.04 m above the bed). 

clear how to relate the number and position of waves in the packet with the 
number of sinusoidal waves in the initial group. 

Examples of numerical simulations and laboratory experiments with ideal- 
ized wave groups show how their properties result from nonlinearity and dis- 
persion of the shallow-water environment. On a natural coast, wave group 
behaviour is even more complex because of the presence of several flow compo- 
nents. 

Observations of waves and sediment movement in coastal sites (Greenwood 
et al. 1992) show evidence of groupiness in the wave field associated with 
episodic events of high sediment concentration above the sandy bed. A typical 
record of nearbed velocities and suspended sediment concentration is shown in 
Figure 1. These observations raised the question about the role of wave groups 
on large-scale coastal sand bars. 

The present study addresses this question and concentrates on the role of 
wave groups in sand bar formation and dynamics. Our analysis is based on 
observations from an experimental study site presented in Section 2. Numer- 
ical simulations of wave-seabed interactions under waves and wave-groups are 
presented in Section 3. Model calculations are carried out with initial data 
from the field experiment. Predictions are compared with observations from 
the experimental site. The conclusions are formulated in Section. 4. 
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Figure 2: Field site, Bluewater Beach, Nottawasaga Bay, Ontario, Canada. 

2. THE EXPERIMENTAL SITE AND FIELD OBSERVATIONS 

The study site (Bluewater Beach, Nottawasaga Bay, Lake Huron, Ontario, Ca- 
nada) is located in a narrow bay, as shown in Figure 2. Incident wind-generated 
storm waves arrive to the nearshore zone from a narrow window and impinge 
on the beach from the shore-normal direction. Under such conditions, we may 
apply our two-dimensional morphological model in calculations presented in 
Section 3. In the chosen site, surface hydrodynamics are simpler than on ocean 
coasts as they are not affected by tidal flows. 

The study site has a barred shoreface (see Fig. 3 for the location of sensors 
used in measurements). The typical multibar shoreface from Figure 3 is not 
static. In 1987, a beach survey revealed a one-bar profile ( Fig. 4a), which 
transformed into a multi-bar profile in the following year (Fig. 4b). 

Field measurements of waves and sediment concentrations at Bluewater 
Beach analyzed by Osborne and Greenwood (1992) have shown that the lo- 
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Figure 3:   Typical shoreface profile and sensor deployment (pressure sensors, 
electromagnetic current meters, optical backscatter sensors (OBS)). 

cal time-varying suspended sediment flux is a response to high-frequency wind- 
wave oscillatory currents, low-frequency waves and quasi-steady currents (un- 
dertow). The relative importance of these transport components varies spa- 
tially and temporally in association with variability in incident wave energy. In 
contrast to a non barred shoreface, where variations of transport components 
are strongly controlled by monotonically-decreasing local water depth, across 
a barred shoreface sediment fluxes are constrained by position with respect to 
the bars. 

Co-spectral analyses of cross-shore velocities and sediment concentrations 
reveal that grouped, nonlinear shoaling waves induce large onshore sediment 
transport rates at wind-wave frequencies. However, simultaneously, net offshore- 
directed transport at low frequencies was also observed. This offshore sediment 
flux compensates onshore currents induced by grouped waves. During extreme 
storms, the group-bound long wave could potentially dominate the net oscil- 
latory component of suspended sediment transport and, consequently, displace 
sediment in the offshore direction. 

Additional complexity at a barred foreshore results from waves breaking over 
a bar crest and waves reforming in the bar trough. Observations show that, 
typically, outside the surf zone, the re-suspension of sediment under groups of 
large waves is coherent with the offshore phase of low-frequency modulation 
of the velocity field due to the presence of wave groups and the group-bound, 
forced long wave. 

However, landward of the zone of wave breaking, on the bar crest and on the 
upper lakeward slope, the wave-group structure was observed to be diminished. 
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Figure 4: Shoreface profiles at Bluewater Beach in 1987 and 1988. 

Here, low-frequency waves were still evident, which suggests the presence of edge 
waves or reflected long waves. These waves may contribute to observed high 
sediment concentrations and to the observed morphodynamic response under 
highly energetic conditions. 

Observations have also shown that bar topography exerts an important con- 
straint on both the magnitude and direction of transport by oscillatory and 
mean currents. The bar crests experienced the largest oscillatory currents and 
greatest levels of turbulence induced by wave breaking. Surprisingly, however, 
the net suspended sediment transport rates were minimal, near balance, be- 
tween the mean transport rate directed offshore by undertow and the net on- 
shore oscillatory transport rate controlled by asymmetric waves at or close to 
breaking. The oscillatory transport rates at wind-wave frequencies decreased 
with increasing water depth both landward and lakeward of the bar crest. 

According to the interpretation of reported spatial changes in suspended 
transport rates, it has been concluded that spatial variation in sediment trans- 
port does concur with bar morphodynamics that resulted from the monitored 
storm event.   After the storm, the inner bar migrated landwards.   However, 
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the lower lakeward slope did not show any erosion despite large and persistent 
sediment flux gradients and net offshore transport. 

The reported results of observations analyzed by Osborne and Greenwood 
(1992) were concluded by a statement that the net oscillatory sediment trans- 
port rate induced by low-frequency waves increases both landward and lakeward 
of the breaker zone on the bar crest, as does the mean sediment transport rate. 
Additionally, it was shown that the low-frequency group-bound wave transports 
sediment offshore. However, it could only be inferred that the secondary low- 
frequency wave may transport sediment onshore because observations did not 
provide quantitative data on the structure of the low-frequency wave and about 
its role in the maintenance of the bar form. 

The results of field data analysis presented above show that surface hy- 
drodynamics and related sediment fluxes are extremely complex in a barred 
foreshore. With available technology and analytical methods applied in the 
study of Osborne and Greenwood (1992), it is, at present, impossible to dis- 
criminate between the contribution of wave groups to sediment transport from 
the contribution of the remaining transport components active in the nearshore. 
In their conclusion, Osborne and Greenwood also pointed out that the spatial 
variation of suspended sediment transport rates correlated only partially with 
observed changes in bar morphology. 

The numerical modeling presented in Section 3 allowed us to investigate 
the influence of wave groupiness on bar dynamics in idealized, simple condi- 
tions. Wave and topography data from field measurements at Bluewater Beach 
were used in initial and boundary conditions required in the model, and in the 
experimental verifications of model predictions. 

3. METHODOLOGY OF NUMERICAL SIMULATIONS 

We present three sets of numerical experiments investigating wave-bed interac- 
tions in a coastal environment. In these experiments, surface hydrodynamics 
are induced by wave trains at wind-wave frequencies characterizing the wave 
climate at Bluewater Beach. In the first set of calculations, model predictions 
were carried out with incident nonlinear waves without any group-like modula- 
tion. In the remaining calculations (set 2 and set 3), wave-bed interactions were 
induced by modulated wave trains with some properties of groupiness observed 
in the coastal wave field. 

In the analysis presented, quasi-steady flows (undertow) and low-frequency 
group-bound waves are not considered. The first simplification is sustained 
by observations from Bluewater Beach (Osborne and Greenwood 1992). The 
results of these observations show that despite evidence of steady flow contri- 
bution to sediment transport, the changes seen in bar morphology correlated 
only partially with measured transport rates. The second assumption is based 
on conclusions from the DUCK'85 field experiment. In this experiment, low- 
frequency group-bound waves and other secondary, low-frequency flows were 
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Figure 5: Schematical presentation of modeling non-modulated and modulated 
wave trains. 

shown to contain lower energy levels than oscillations at wind-wave-induced 
frequencies (List 1991). 

To predict the spatial and temporal evolution of the bed morphology un- 
der waves, we applied our two-dimensional morphological model (see, e. g., 
Boczar-Karakiewicz et al. 1995). In this modular model, the surface wave in- 
duces a nearbed flux of sediment, resulting in a deformation of the underlying 
seabed. For nonlinear incident, non grouped waves, surface hydrodynamics are 
described by a simplified Bussinesq equation (Boczar-Karakiewicz et al. 1987). 
To simulate incident trains of wave groups we have modified the original de- 
scription of the surface wave. In this simulation, group-like modulations in the 
incident wave train result from superposition of two waves of similar frequency. 
The original and modified approaches are shown schematically in Figure 5. In 
all calculations, incident wave conditions are given at the deep-water end of 
a two-dimensional coastal zone. The initial topography, a uniform featureless 
slope, corresponds to mean slopes observed at Bluewater Beach (broken line in 
Fig. 6c). 

In the first set of calculations, we analyzed the morphological response to 
incident nonlinear waves without any group-like modulation (Fig. 6). The spa- 
tial evolution of the surface wave (Fig. 6a and 6b) and the temporal change of 
the underlying bed from the initial featureless slope (broken line in Fig. 6c) to a 
final multibar profile (heavy line in Fig. 6c) are predicted for an extreme storm 
event. This event is simulated in the model by a train of regular waves with 
period T (T = Tp = 6.9 s), where Tp denotes the peak period of extreme storms 
at Bluewater Beach. (In the results presented, the amplitudes of harmonic wave 
components are non-dimensionalized by the amplitude of the incident wave.) 

The temporal evolution of waves and morphology is shown in more detail in 
Figure 7. The morphological time scale r (Fig. 7a) characterizing the formation 
of a multibar morphology from an initially featureless slope is of the order of 
hundreds of thousands of wave periods. The comparisons presented in Figure 7b 
show satisfactory agreement between the predicted and observed number of bars 
and bar-crest locations. 

For a sequence of incident waves simulating a typical season (extreme winter 
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Figure 6: Prediction of wave and morphology evolution under nonlinear waves 
without group-like modulation (simulation of an extreme storm event with Tp = 
6.9 s): (a) amplitude of the two first harmonic modes, (b) free-surface elevation, 
(c) initial and final bed. 

storms followed by moderate summer wave conditions, with Tp — 6.9 s and 
Tp — 3.5 s, respectively), the model correctly reproduces the observed seasonal 
variability of the shoreface morphology that transforms from a multiple bar 
profile into a single bar, as observed at Bluewater Beach (Fig. 3; see also Boczar- 
Karakiewicz and Jackson 1991, Boczar-Karakiewicz et al. 1995). 

In the second set of calculations, we simulated the linear effects of groupiness 
on coastal morphology. In this calculation presented in Figure 8, the group-like 
modulated wave train (Fig. 8a) propagates over the featureless mean slope of 
Bluewater Beach (Fig. 8b) without interacting with the underlying bed. A 
similar result is obtained for an initial multibar bed profile which remains un- 
changed under a train of linear wave groups (see again Fig. 8b). The amplitude 
modulation in the train of linear wave groups at x = 100 m is shown in Figure 9. 
Modulation results from a superposition of two waves of similar frequency, de- 
rived from the peak period, Tp = 6.9 s, of extreme storm events observed at 
Bluewater Beach. 

In the third set of calculations shown in Figure 10, surface hydrodynamics 
are again induced by a group-like modulation (in the frequency band of extreme 
storms at Bluewater Beach). In contrast to previous experiments with linear 
wave groups (set 2), we have imposed spatial, nonlinear energy flow between 
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Figure 7: Prediction of morphology evolution under nonlinear waves without 
group-like modulation (simulation of an extreme storm event with Tp = 6.9s): 
(a) temporal evolution of waves and morphology, (b) predicted and observed 
multibar morphology. 

fundamental modes of the incident wave train in the present simulation (see 
Fig. 10a). This pattern results from the solution of approximated Boussinesq 
equations (Fig. 5; Boczar-Karakiewicz et al. 1987). The spatial view of the 
resulting surface elevation is shown in Figure 10b. The velocity field of sim- 
ulated wave groups generates nearbed sediment fluxes that gradually deform 
the underlying bed. Eventually, at time r (r = 104TP), the initially-featureless, 
uniform slope (broken line in Fig. 10c), evolves into an equilibrium configura- 
tion (solid line in Fig. 10c). In the deeper part of the shoreface (at 0-260 m, 
Fig. 10c), the initial featureless slope remains nearly intact. In the shallower 

part (at 260-380 m in Fig. 10c), the initial bed deforms into multibar morphol- 
ogy. The spatial distribution of bar crests correlates with the nonlinear pattern 
of the imposed energy exchange among fundamental modes of the wave group 
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Figure 8: Evolution of waves and morphology under group-like modulated wave 
train (linear case): (a) free-surface elevation, and (b) shoreface morphology. 
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Figure 9: Time history of the incident bimodal wave train (linear case) 

(Fig. 10a). 
Figure 11 shows, at three chosen locations indicated in Figure 10c, the time 

history of surface elevation in nonlinear simulation. These records indicate strict 
periodicity in the time domaine, T. In contrast, velocity records from field 
measurements show evidence of pronounced temporal irregularity in observed 
wave groups (see again Fig. la). The reported results of model calculations 
suggest that large-scale morphology in coastal zones responds to the passage 
of nonlinear waves. In both nonlinear cases considered (set 1 and set 3), a 
rhythmical bed configuration is generated by waves characterized by large-scale 
nonlinear modulation in their amplitudes. The process of bar formation (Fig. 6 
and Fig. 10) and bar transformation (Fig. 4) lasts over time denoted by r 
in Figure 6. This morphological time scale r is several orders of magnitude 
lower than the hydrodynamical scale T, characterized by the wave period of the 
incident wind wave. 

In contrast, the large-scale coastal morphology (featureless uniform slope 
and a multibar profile) does not respond to the passage of trains of linear 
wave groups.   This conclusion explains observations reported from the study 
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Figure 10: Evolution of waves and morphology under a group-like modulated 
wave train (nonlinear case): (a) initial spatial modulation of wave amplitudes, 
(b) free-surface elevation, and (c) shoreface morphology. 

site according to which the deeper lying outer bar and the lakeward slope of 
the inner bar were unaltered during the monitored moderate summer storm 
(with peak period waves Tp = 3.5 s). During this storm, part of the unaltered 
underwater beach was located in a deep-water region for both the incident peak 
period wave and for observed wave groups related to summer wave conditions 
(see, e.g., Fig. 8). 

CONCLUSION 

1. Model predictions show that nonlinearly-modulated wave trains may po- 
tentially form and modify sand bars in coastal zones. These morphological 
changes are correlated with large-scale spatial variation in the nonlinear 
structure of these waves. 

2. The predictions presented with strictly periodic nonlinearly-modulated 
waves suggest that sand bars are formed over time scales in the order of 
hundreds of thousands of wave periods. Velocity records from Bluewater 
Beach reveal strong irregularities in observed wave groups and related 
episodic sediment concentration events. Therefore, on natural coasts, 
these irregular wave groups do not represent an effective factor in sand 
bar generation. 
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Figure 11:  Time history of the shoaling group-like modulated wave train (in 
three chosen cross sections of the shoreface indicated in Fig. 10). 

3. Predictions and observations show that trains of linear wave groups do 
not interact with the large-scale nearshore morphology. 
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CHAPTER 275 

COASTAL MORPHODYNAMIC INSTABILITIES 

Albert Falques, Amadeu Montoto and Vicente Iranzo 1 

Abstract 

An initially plane beach is considered with waves incoming obliquely. 
For this basic steady state the Longuet-Higgins solution is used to give set-up 
and longshore current. The beach is assumed to be erodible. Then, a stability 
analysis is performed considering infinitesimal disturbances in the current, the 
free surface and the sea bottom. The basic undisturbed state is found to be 
unstable giving rise to topographic features similar to oblique or transverse 
bars and to a meandering in the longshore current. Some comparison with 
the erlier work by Christensen et al., 1994, is made. 

1. Introduction 

Beach topography often show tridimensional patterns with some kind of 
recurrence or rhythmicity in the alongshore direction. Typical examples are 
oblique/transverse bar systems, crescentic longshore bars, ridge and runnel 
systems, etc. The explanation for rhythmic topography has followed to 
main theoretical approaches: i) the infragravity wave influence on sediment 
transport and distribution (see for instance, Holman and Bowen, 1982) and 
ii) the morphodynamic instability of the surf-zone under the action of the 
incoming waves and the longshore current (see Hino, 1974 and Christensen 
et al., 1994). The basic idea in this latter approach is as follows. Given an 
initial beach topography, the incoming waves produce some currents. This 
currents carry sediments and this sediment transport can produce changes in 
the topography which in turn affects the incoming wave field and the current. 
In this way there is a feedback and if some perturbation within this loop 
produces a positive feedback the perturbation will start to grow. Then an 
instability arises leading to topographic features. In earlier works (Falques et 
al., 1996a, Falques et al., 1996b) the instability of the current-sea bed system 

1 Departament de Fisica Aplicada, Universitat Politecnica de Catalunya, 
08034 Barcelona, Spain 
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keeping fixed the incoming wave field was analyzed (bed-flow instability). The 
aim of the present contribution is to include the effect of the perturbations 
in the incoming wave field. In this way we reproduce and extend the results 
of Hino, 1974, and Christensen et al., 1994, with a different numerical model. 
Special attention is paid to the bar shape and orientation, the systematic 
trends with respect to bottom friction and other parameters and the influence 
of lateral momentum diffusion. 

2. Model equations 

Since our aim is to look at large 2D horizontal patterns in the near shore, 
a 2D shallow water model with time-average over incoming wave period is 
considered. As governing equations we take the momentum equations: 

^ + g.^ + gVzs-^:-V = ~V-S (1) 
ot p( p( 

the mass conservation equation 

f + V-(C«) = 0 (2) 

and the sediment conservation equation 

£ + V.J=0 (3) 

A cartesian coordinate system is assumed with x cross-shore, y alongshore and 
z vertical upwards (see Fig.l). £ = zs — zj is the total depth, T^ the bottom 
friction and S is the radiation stress tensor. The lateral momentum diffusion 
terms read: 

Hts^+ii" '-'•»      (4) 

Here, x\ = x and X2 = y- The sand transport is parametrized by the formula: 

g = i,|<7|m(^--7V/») (5) 

where h is any bottom perturbation with respect to equilibrium and where 
the term 7V/1 takes account of the tendency of the sand to move downslope. 
The exponent m has been set to 3 which is suitable for bed-load transport and 
7 ~ 1. Now we are going to perform a linear stability analysis for the system 
of equations 1, 2, 3. First, let us consider a basic steady equilibrium. In this 
state we assume waves incoming obliquely on the beach (see Fig. 2). The 
equilibrium consists of a set-up/down in the mean water level and a longshore 
current. For simplicity so that to be able to use analytical expressions, we 
will use the Longuet-Higgins solution (Horikawa, 1988). Thus, we assume a 
saturated surf zone, H = jb(, x < X^. The bottom friction (weak current and 
small angle) is given by 
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Z=Z„ 

Figure 1: coordinate system. 

vy=V(x) 

/?=tan 9 

Figure 2: basic steady equilibrium. 

Tbx = pCfUQVx 
7T 

Thy = --pCfUOVy (6) 

and the eddy viscosity reads vt = NxyfgC,. 

Consider now a small perturbation on the basic equilibrium of the form: 

v = (0,V(x)) + (u(x),v(x)) ^crt+iky 

zs = z°s(x) + fj{x)d at+iky 

,rrt-\-iky 
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where A = 2nxjk is the wavelength or the alongshore spacing of the growing 
bedforms. Then, by linearizing equations 1, 2, 3 we obtain: 

f + [V-3£ = 0 (10) 

These equations are too long to be written here in detail in such a way that 
we abbreviate 'linear part of by 

The perturbation in the radiation stress terms will be called bed-surf terms 
since they describe the perturbation in the incoming wave field due to growing 
bedforms. The perturbation in the wave refraction should be also included 
in the bed-surf terms but this has not been done in the present work. The 
remaining terms in the linearized equations if bed-surf effect is neglected will 
be called bed-flow terms since they describe the perturbation in the current 
due to the growing bedforms if the forcing by the waves is kept fixed. 

Before solving the linear problem, a scaling and some non-dimensional 
parameters will be introduced. As horizontal lengthscale, the width of the 
surf zone, LH = Xb, is choosen and Ly = (3Xb will be the vertical scale 
where j3 is the beach slope (see Fig. 3). The velocity scale is the scale for the 
Longuet-Higgins model, 

rr 57T7fc        r—    ,      . 
U = ——ygQbP smab 16 cf 

where /?' is the effective beach slope including set-up and at, is the wave 
angle with rescect to the cross-shore at breaking. Two time scales appear 
, Th = LH/U, Tm = LHLV/Q, where Q = vUm is the scale for sediment 
transport. The second one arises in a natural way from the sediment 
conservation equation (10) and will be called morphological time scale. It 
is the scale at which bedforms are expected to grow. The first one will be 
called hydrodynamical time scale and it is much shorter than the other one. 

The variables are made nondimensional by means of: 

U2 

(x,y) = LH(x',y')    ,    zb = Lvz'b    ,    zs = —z's 

{u,v) = U{u',v')    ,    t = Tmt' 
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Then, we deal with non-dimensional linear equations with the following 
dimensionless parameters. First a nondimensional wavenumber and growth 
rate, k' = kLn,o' — aTm. Also, the breaking index, 75, the wave angle at 
breaking, a;, and the viscosity parameter, N, appear. The parameter related 
to the tendency of the sedimend to go downslope now become 7' = 7/?. An 
important parameter is the characteristic Froude number of the longshore 
current, F = U/\/gLv and the frictional parameter, r = Cf/(3. Finally, the 
ratio between both time scales, e = Th/Tm, is very small but not set to 0 
(which is usually called quasi-steady hypothesis. See 'response time concept' 
in Christensen et al, 1994). In this way, the model allows for the computation 
of purely hydrodynamic instabilities like shear waves or even for the possible 
interaction between both kind of instabilities. However, we have focussed 
only in morphological instabilities for the present contribution. Hereinafter, 
nondimensional quantities will be handled dropping accents for simplicity. 

j8=tan 6 

Figure 3: scaling. 

Finally, equations (7),(8),(9) and (10) result in an eigenproblem where 
the eigenvalue is the growthrate, a, and the eigenfunctions the perturbations 
(u(x),v(x),fi(x),h(x)). This problem is discretized by a numerical spectral 
method. In the next section, an indication is given of the solution procedure. 

3. Numerical method 

For simplicity, we will ilustrate the numerical method by means of a 
simpler eigenproblem than (7)-(10). Consider the differential equation 

p(x)u"(x) + q(x)u'(x) + r(x)u(x) = au(x) 0 < x < 00 fll) 

with boundary conditions u(0) — u(oo) = 0. Here, a is the eigenvalue and 
u{x) the eigenfunction. 

The   method   uses   an  expansion   in   Chebyshev   polynomials   and   a 
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transformation from [0, oo) to [—1,1). First, this map is given by 

X = ^Z) = 1^~1 (12) 

(see Falques and Iranzo, 1994). 

Second, an expansion in Chebyshecv polynomials is assumed: 

N N 

u(x) = J2 UnTn{z) = Y, u„Tn{4>-\x)) (13) 
n=0 n=0 

The following step is to find a combination of Chebyshev polynomials 
which verify the boundary conditions. The N-l functions which satisfy this 
requirement are: 

gn(x) = Tntf-Kx)) - i(l + {-l)»)T0(4>-\x)) - \(1 + (-l)^1)^^"1^)) 

where n = 2,3,..., N. Then, expansion (13) is substituted by 

yv 
u(x) 

n=2 
)=]Twn^(z) (14) 

where the unknowns (eigenvector) are the N — 1 coefficients U2, ...UN- 

Now, to discretize equation (11) we will apply collocation at the Gauss- 
Lobatto nodes z{ = cos(wi/N) transformed by the map (12) (Falques and 
Iranzo, 1994). For this purpose, the first step is to know the values of g„ at 
the nodes. This is given by the martix Gij = gj(xi), so that 

N 
u(xi) = ^ Gj„U„ 

n=2 

In a similar way, the first derivative of u will be given by a matrix G' : 

N 
u\xi) = Y, G»»"" 

n=2 

where G'in = g'n{xi) can be computed by using the derivatives of the Chebyshev 
polynomials and the map (12). Similarly, the second derivative will be 
computed by 

N 

u"(xi) = Y^G'inUn 
n=2 

where G"n = g'^(xi) can also be computed by means of the derivatives of 
the Chebyshev polynomials and the map (12).   Explicit expressions of the 
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derivatives of Chebyshev polynomials combined with (12) can be found in 
Falques and Iranzo, 1994. 

Finally, after performing collocation at a;;, i = 1...N — 1 the discretized 
eigenproblem reads: 

N N N N 

p(xi) ]P G"kuk + q(x{) ]P Gifc"fc + r(xi) J2 Gikilk = aYl G'k{lk 

where the eigenvector is (u2---MAr)- 

4. Results 

One of the drawbacks of Hino model, 1974, without the quasisteady 
hypothesis, i.e., hydrodynamic instabilities out of control, has been solved. 
All hydrodynamic instabilities could be identified as shear waves with a clear 
maximum in the a — k curve. Shear waves have growthrates an order e_1 

larger than bed wave growthrates. By comparison with other models (Falques 
and Iranzo, 1994) they could be recognized. Usually, however, when a realistic 
friction and viscosity parameters are choosen, no hydrodynamic instabilities 
appear. Figure 4 shows the nondimensional growth rate Re(a) as a function 
of the wavenumber k, for three different cases. In one set of curves only bed- 
flow terms were kept in the equations while in the other set the full equations 
(bed-flow + bed-surf) were considered. It can be seen that bed-surf, that is, 
the effect of the wave field perturbation enhances significantly the instability. 
This was also found by Christensen at al., 1994. Also, bed-surf gives shorter 
spacing between the bedforms. The imaginary part of a is not shown here. It 
is negative and of order one. This means that the topographic waves migrate 
downcurrent with a speed of the order Ly/Tm. 

Regarding the shape of the topographic features, two kind of bedforms 
were found. First what we call current dominated bedforms. In this case, the 
shape of the bars looks very similar when only bed-flow terms were taken or 
when bed-flow and bed-surf were considered. The bars are upcurrent rotated, 
very oblique ( a small angle with the shoreline of the order of 10° ). These 
topographic waves come out in the case of a relatively high characteristic 
Froude number, say F > 0.6 (note that this is not the maximum local Froude 
number which can be smaller). According to 

U 5n 7fe sinab 
F = -== = — -7===——- (15) 

9<b      16 ^/l + 0.3757fc
2 

this corresponds to small frictional parameter, r, and large angle, a&. Figure 
5 shows how the bottom perturbations with only bed-flow and with bed-flow 
and bed-surf look quite similar. Figure 7 shows the full equation bedform 
when the basic slope is added to the perturbation. 

Second, we found what we call wave-dominated bedforms.  In this case 
the shape of the bars with only bed-flow or with bed-flow and bed-surf looks 
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quite different. With only bed-flow they are similar to alternate bars in a river 
and in the other case they are similar to transverse bars slighly upcurrent 
rotated (see Fig.6). Figure 8 shows, in this case, the total topography with 
bed-flow and bed-surf. Wave-dominated bedforms appear for small Froude 
number, say F < 0.6, that is, for large frictional parameter and small angle. 

An important issue of morphological models for rhythmic features is the 
alongshore spacing or wavelength. This is found by looking at the fastest 
growing wavenumber, i.e., the maxima in the ar,k curves for different values 
of the parameters. From experimental data (usually from the spacing between 
rip currents assumed to be related to rhythmic topography) the wavelength 
to surf zone width ratio is in the order X/Xb ~ 1.5 - 8. The mean value is 
between 3 and 4 (Sasaki and Horikawa, 1975). Christensen et al., 1994 found 
a ratio about 6. In our modelling this ratio ranges between 1 and 7, depending 
on the frictional parameter, r, and on the wave angle, a^- It decreases with 
increasing r and with decreasing ah (see Fig. 9). 

NONDIMENSIONAL GROWTH-RATE 
y =   0.8 

AiAii N=0.01      , 
***** N=0.005 
oooooN=0.01    , 

1 .2 

0.8 

a. 

0.0- 

a=12.3   .   r=0.2 
a=4.88   ,   r=0.2 

a=12.3   ,   r=0.5 

OOOl 

o0oooo0 BED-FLOW  ONLY 
*****    rt 

*^°o 

Figure 4: growthrate as a function of wavenumber for three sets of parameters. 
F = 0.3,e = 0.001,7 = 0.01. 

The growing bedforms produce a meandering in  the  longshore current. 
According to our simulation, the current is deflected offshore over the shoals 
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6-0 6.0 

5.0 S.0 

Figure 5: perturbation in the bottom for r = 0.1, a^ = 12.3°, F = 0.8, N = 
0.005,7fc = 0.4, k = 1.14. Right: only bed-flow, left= bed-flow and bed-surf. 
In this plot the current runs from the bottom to the top. 

and inshore over the pools (see Fig. 10). Thinking of rip currents, this is in 
contrast with many observed rip currents. But two things have to be taken into 
account. First this is the initial growth. It could be that for finite amplitude 
features this behaviour would be reversed leading to a non-linear saturation 
of the growth. Second, these are not exactly rip currents but just the 
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0.0 a.s 

Figure 6: perturbation in the bottom for r = 0.5, a^ = 12.3°, F = 0.16, TV = 
0.005,7t, = 0.4, k = 3.5. Right: only bed-flow, left= bed-flow and bed-surf. In 
this plot the current runs from the bottom to the top. 

deflection of the longshore current.  Also Christensen et al., 1994, found the 
same behaviour. 
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Figure 7: bottom topography for r = 0.1, ab = 12.3°, F = 0.8, N = 0.005,7b = 
0.4, k = 1.14. Basic slope plus perturbation (with arbitrary amplitude since 
we are dealing with a linear problem). Current running from left to right. 

Figure 8: bottom topography for r = 0.5, ab = 12.3°, F = 0.16, AT = 
0.005,7fc = 0.4, k = 3.5. Basic slope plus perturbation. Current running from 
left to right. 
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5.  Conclusions 

It has been shown that the topography of a plane beach can be unstable 
due to the interaction with the incoming waves and the longshore current. The 
effect of the perturbation on the waves (bed-surf) turns out to be the most 
de-stabilizing. This is in line with Christensen et al., 1994. The instability 
produces the growth of upcurrent rotated bars which is also in agreement 
with the earlier work of Christensen et al. However, as these authors pointed 
out, this is sometimes in agreement with the observed bars in the field and 
sometimes is in contrast. We found two kind of topographic features: i) 
'current dominated' (large angle, small friction) and ii) 'wave dominated' 
(small angle, large friction). Instead of fixed values of the alongshore spacing 

X/Xb 

7- 

5^ 

4: 

3^ 

ALONGSHORE SPACING 
y  = 0.8 , N = 0.005 

0.0 0.1 0.2 0.4 0.5 

Figure 9: Alongshore spacing of the topographic waves. 

X/Xf, (4 in the case of Hino and 6 in the case of Christensen et al., ) our 
alongshore spacing ratio ranges from 1 to 7, decreasing for increasing r, 
and depending on o^ and N. Finally, the growing bedforms produce a small 
meandering of the longshore current with an offshore deflection over the shoals. 
This can be a little surprising but it is also in line with earlier results of 
Christensen et al. Clearly, more research is needed to clarify the mechanism 
which produces this perturbed flow in combination with the perturbation in 
the set-up. 
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Figure 10: wave-dominated bedform and the perturbation produced on the 
current. Note the offshore deflection over the shoals, r = 0.2, aj, = 4.88°, F — 
0.3, N = 0.005,7b = 0.8. Basic current running from bottom to top. 
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CHAPTER 276 

On validation of a sand waves and sand banks 
model 

S. J. M. H. Hulscher * 

Abstract 

A morphological model is described for the interaction between tidal mo- 
tion and an erodible bed. This model is able to distinguish between a flat 
bed, and the generation of tidal sand banks and/or sand waves, based on 
physical parameters. The physical meaning of the turbulence parameters 
Av and S, as used in this model is subject of discussion in the present pa- 
per, therefore a simpler system is investigated. A simple flow is described 
by a logarithmic profile model (a generally accepted turbulence model), 
as well as by a partial slip model, using Av and S. It is shown that the 
two models can be calibrated such that they produce the same bed shear 
stress, depth-averaged velocity and depth-averaged eddy viscosity. This 
leads to expressions for Av and S as function of the roughness height and 
a shape parameter in the logarithmic profile model. Application of this 
information to two locations shows that the bed form prediction model 
gives encouraging results. 

1    Introduction 

The offshore seabed of shallow seas is covered with rhythmic patterns on a large 
scale, see e.g.Off [1963]. Tidal sand banks have wavelengths of about five kilo- 
meters and reach heights up to 40 meters. Sand waves, see figure 1 are smaller, 
wavelengths of 500 meters, heights up to 10 meters. Both patterns are shown in 
a schematic way in figure 2. When these two patterns overlap, the crests are ori- 
ented differently (angle between 60°- 90°), which suggests that these two patterns 

"Civil Engineering & Management, University of Twente, P.O. box 217, 7500 AE, Enschede, 
The Netherlands. 
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Figure 1:   Visualization of the North Sea 
& Andorka Gal, 1996. 

near the Eurogeul, from Van Goor 
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tidal   sand  banks 
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_Q 
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sand  waves t 

Figure 2:   Sketch of tidal sand banks and sand waves, the relation to the main 
tidal current axis is indicated. 

are different. Therefore different mechanisms are responsible for their formation 
and behavior. 

A model to describe formation of these large-scale sea-bed patterns due to 
tide-topography interactions is given in Hulscher [1996]. In this model the tide 
is described by a three-dimensional shallow water model. This model uses a 
very simple turbulence closure scheme, see also Engelund [1970]: constant eddy 
viscosity Av in combination with a partial slip parameter at the bottom. The 
latter introduces a so-called resistance parameter S. 

Application of this turbulence model often raises questions how these results 
compare with more realistic turbulence-closure schemes. Unfortunately it is not 
completely known how turbulence should be modeled, therefore the answer to 
this question can never be definite. A further, even more important question 
is how these, rather abstract, parameters can be determined from observations. 
Illustrative issue is whether observations are to be collected either on the top and 
in the trough of the bank or at the adjacent sides. 

A start to answer the first question is made studying a simplified system: a 
two-dimensional horizontal model without Coriolis force and neglecting inertia 
effects. This system is analyzed in two ways: using a realistic turbulence closure 
scheme and the simple scheme based on eddy viscosity and the resistance param- 
eter. By comparing the results of these two methods one finds explicit relations 
between at one hand more accepted model parameters an at the other hand, the 
eddy viscosity Av and the resistance parameter S. Furthermore this enables to 
investigate how the latter two variables are connected, and if they represent two 
degrees of freedom. 

These results can be used to make estimates for the three dimensional model 
in which Coriolis effects and inertia effects are included. These lead to choices 
for the parameters which are following Hulscher [1996] crucial to determine the 



SAND WAVES AND SAND BANKS MODEL 3577 

bed structure: a flat bed or sand waves or tidal sand banks or a combination of 
the latter two patterns. This procedure enables the estimate of these parameters 
without analyzing an network of current meter recordings. For two cases explicit 
estimates are given: an average North Sea location and the Middelkerke bank. 

The outline of this note is as follows. A short description of the three- 
dimensional bed form model is given in section 2. Next, the simplified system 
and subsequent modeling is given in section 3. The analyses in particular for the 
logarithmic profile and the Av — S model are given in sections 3.3 and 3.4, respec- 
tively. Matching of these two models is discussed in section 3.5. These results 
are transferred to the three dimensional model, which is shown and discussed in 
section 4. In this section two physical locations are treated as examples. Lastly, 
conclusions are presented in section 5. 

2    Model for sand waves and tidal sand banks 

The generation of large-scale bed form patterns is studied based on the idea that 
these structures might be free instabilities of the coupled morphological system: 
sea water and sea bed. Therefore a suitable model of this system is formulated 
and use for analysis. 

The morphological shallow water is based on tidal flow described by three- 
dimensional shallow water equations, bed load transport and conservation of sed- 
iment. Tidal averaging and application of a linear stability analysis lead to pre- 
diction of the dominant bottom mode starting from a flat bottom. Translating 
the measures of these fastest growing sinusoidal sea bed waves into physical quan- 
tities shows that the pattern is similar to either similar to sand waves or to tidal 
sand banks; patterns which are significantly different, see figure 2. This leads to 
the qualitative result in figure 3; the derivation of this figure is described in detail 
in Hulscher [1996]. 

Figure 3 shows that the bed structure prediction depends strongly on the 
Stokes number Ev of the tidal flow and the bed resistance parameter S. These 
are defined as 

in which H is the local mean depth and a the frequency of the tidal motion. 
The constant turbulent eddy-viscosity, Av (rn^s"1), quantifies the way in which 
horizontal momentum is transferred in vertical direction. The quantity S (ms_1) 
is used to model the partial slip near the bed boundary. This overcomes the 
problem that the constant eddy viscosity is near the bottom too simple to model 
both velocity and shear stress in a realistic way. After Engelund [1970] here Av 

and S are considered as two constants which describe together the vertical profile 
of the vertical flow profile. 
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Figure 3: Characteristic bed forms predicted by the three-dimensional shallow 
water model as a function of the bottom slip parameter S and the Stokes number 
Ev. Quantification depends on values of the Coriolis parameter, local depth, bed- 
slope effects on sediment transport and the nonlinearity in the bedload transport 
formula. 



SAND WAVES AND SAND BANKS MODEL 3579 

3    Modelparameter derivation 

3.1    Simplified situation model 

To illustrate the procedure a very simplyfied model and model-situation is suf- 
ficient. Starting from the three-dimensional shallow water model as in Hulscher 
[1996] the simplifications are as follows: 

• Coriolis effects are neglected 

• tidal flow, u(z, t), is horizontally uniform 

• friction dominates inertia effects: the eddy turn-over scale is much smaller 
than the scale on which the flow varies, such that eddies can reach a statis- 
tical equilibrium 

Here the tidal flow is driven by pressure gradient, oscillating at the tidal frequency 
a and having amplitude Px. The flow is opposite the pressure gradient; the 
equation of motion becomes 

Px   • d 0 = sm at + — 
p oz (2) 

u = 0 at   z = ZQ , 
du 

at   z = H, 

in which vt is the turbulent eddy viscosity coefficient. The boundary conditions 
near the sea bed and surface are as follows 

(3) 

vt{z,t)~=0 at   z = H, (4) 

in which z0 is the roughness height. The z-axis is here directed upwards, from the 
sea bottom z = 0 till the sea surface z = H. Here the surface stress component is 
chosen zero. The bottom shear stress is denoted by ft{t) and is time-dependend: 

du 
n = pvt{z)-,r- = p\u*\ut at   z = 0, (5) 

where ut is the time-dependent friction velocity. 

3.1.1     Linearization of the shear stresses 

Definition (5) shows that, in general, the friction velocity u» depends on time, so 
that the momentum equation is difficult to solve. To deal with this one usually 
replaces one friction velocity factor M* by a representative constant «,. Now the 
bed shear stress condition becomes 

. .du        _ „ 
Tb = Pvt{z)-~- = putut at   z — 0 , (6) 
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A possible way to derive such a representative value for u* is requiring that 
the tidal-averaged shear stresses of both formulations are equal: 

p(\ut\ul) = p(utu
2,) , (7) 

in which <> denotes the tidal averaging. Further assuming that the friction 
velocity oscillates with the tidal frequency a (like the forcing pressure gradient) 
and that it has an amplitude u„, the searched constant becomes [Zimmerman, 
1981, and Mei, 1989] 

8 - 
u» = —it*. (8) 

3.2    Model analysis: general part 

In this model the tidal flow is forced by the pressure gradient and as the latter 
oscillates at frequency a, so in absence of inertia effects the tidal flow can simply 
be decomposed as follows 

u(z,t) --= u{z) sin {at). (9) 

Substitution of (9) into the equation (2) leads to the following equation of motion 
for u(z): 

0 = x- + — 
p      az Vt{z)d-z 

(10) 

By integration of (10) using the upper boundary condition (4) and the lower as 
given in (6), the following equality is obtained 

P 8 
—H = utu* = — ul. (11) 
p Sir 

Up till this point no simplifications are made regarding the choice of a specific 
turbulence closure scheme. In the next two sections equation (10) will be solved 
using two different turbulence closure schemes. 

3.3    Logarithmic profile model and analysis 

Viscosity parametrization From turbulence modelling is known that the tur- 
bulent eddy viscosity increases from the boundaries in which the distance to the 
boundary is a measure for the length scale of the turbulent eddies. So at the fixed 
sea bottom the eddy viscosity equals zero and it increases with the distance from 
the bottom z: 

vt{z)~z. (12) 

The sea surface can act as a less stringent boundary. Many physical processes 
lead to a more effective mixing in the upper part of the water column, e.g. action 
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of wind waves, swell, stratification. Here this fact is parametrized by a param- 
eter e, which value is here between the limits 1/2 (little influence of surface on 
turbulence) and 1 (rigid surface). This is chosen such that the viscosity at the 
sea surface is: 

vt(H) ~ H (1 - e) . (13) 

And near the surface H — ( (in which C positive) the length scale of the turbulent 
eddies increases following 

vt{H-0~vt{H)+{{2e-l). (14) 

The previous considerations motivate a parabolic function as parametrization 
for the dimensional turbulent eddy viscosity vt 

vt(z) = ku*z (1 - e—) , (15) 

in which K is the Von Karman constant K ~ 0.41. 

Velocity profile Solving equation (10), using boundary conditions (3), (4) and 
expressing it in terms of u* using (6) yields 

u{z) = - mi-i + ^mf1 © z0J e \l-ef 
(16) 

Depth-averaged quantities   The depth-average value of the turbulent eddy 
viscosity can easily be computed from equation (15) and yields 

p4 = AtUy£^M. (17) 
6 

In figure 4 the normalized viscosity profile is shown. The depth-averaged velocity 
follows from equation (16 and is given by 

u — — 
K 

.   iH\      1      1-e,    /l-e\      £-1,    ., ln^)" + ^ln rr^f +^ln(1 (18) 

3.4    Ay- S model 

In this section the highly simplified turbulence model is chosen, here called S 
and Av model, which is applied in Hulscher [1996]). The model has a vertically 
constant eddy viscosity, here denoted by Av. This constant eddy viscosity model 
lacks variations which lead to describe the correct velocity and shear stress both 
in the interior as well as at the bottom. However, the aim here is to use this 
model for studying sediment transport, therefore it has to produce the correct 
bed shear stress, rather than the exact horizontal velocity near the sea bed. This 
can be achieved by choosing a partial slip condition, instead of condition (3), at 
the sea bed. In this context the partial slip condition is formulated as follows 

w*w* = Su at z = 0, (19) 

in which S is the so-called resistance parameter. 



3582 COASTAL ENGINEERING 1996 

Figure 4: The dimensionless viscosity profile vt{z)/vt for three values ofe (straight 
e = 0.5, dashed/dotted e = 0.75, dashed e = l.Oj. 

Velocity profile    The solution of equation (2), using (4) and (19) becomes 

M   l 
U(Z) — w*u* 

.Jit, 2HJ 
(20) 

Depth-averaged quantities    The depth-averaged viscosity in this model is 
simply the constant 

The depth-averaged velocity u in this model yields 

u — u*u 
( H 

+ T; * V3A„     S) ' 

(21) 

(22) 

3.5    Matching 

Now the models, discussed in the previous two sections, section 3.3 and section 
3.4, will be matched by appropriate requirements. First remark is that sediment 
transport is a function of the bed shear stress. This motivates the first require- 
ment: the Av — S model has to produce the same bottom shear stress as in the 
logarithmic model. Based on this, the bottom boundary condition in the Av — S 
model has already been adapted such that expression (6) is valid in both models. 

The second condition is that the water discharge is equal in both models, 
This condition is here transferred into the requirement of equal depth-averaged 
velocities resulting from both turbulence formulations. Using equations (18) and 
(22) this means 

\z0J     e        e 
•In 

1 
cSi 

e-1 
In (1 — e) = KUt V3A, + |).(23) 
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The third condition is that the depth-averaged value of the eddy viscosity vt 

equals the constant eddy viscosity Av. Using equation (17) this leads to 

Av = kutH^~2t) . (24) 

4    Discussion 

Before the discussion here starts, it is worthwhile to remark that all values for 
turbulent eddy viscosity coefficients and bottom shear stress are results of the 
application of a turbulence closure scheme. The logarithmic model, used as a 
reference here, is a often applied and produces satisfactory results. Therefore 
this model is generally accepted. 

In the present model this leads to the following Stokes number Ev by using 
equations (11) and (24) 

K -       Ha       V " 3' 
(25) 

So if Px, H,a are already determined, the value of Ev is still a function of e. 
Using equations (11),  (24) and the matching condition (23) the following 

relation for S and E„ is obtained 

Ev      3 - 2e 

S 6 
H\      1      1-e,    / 1-e \      e-1.   ,,       , 
—    - - + In     H 7— In 1 - e) 
zj      e e V1-6*/ e ^(26) 

This relation shows that S is a function of the roughness height z0, if the other 
parameters are specified. As z0 usually is between 5*10~5 m and 2*10~1 m and 
| < e < 1, this will restrict the values of Ev, S which are physically relevant. 

4.1     Physical discussion 

In general, the pressure gradient Px can be determined from observations. Here 
the pressure gradient Px is roughly estimated from the M^ tidal (spring) range 
A, following 

Px = P * g * —, (27) 

in which L is the tidal wavelength and g the gravity acceleration. Assuming that 
A is 2 meters and the tidal wave follows from shallow water theory (so L= 770 
kilometers on a depth of 30 meters) one derives Px = p * 5.110"5ms" 
frequency is a = 1.410_4s_1. 
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Figure 5: (a) The ratio Ev/S and (b) S for three values of e (straight e = 0.5, 
dashed/dotted e = 0.75, dashed e = 1.0J. Here avarage North Sea conditions are 
chosen, the depth H = 30 meters. 

Offshore North Sea A suitable North Sea average depth is 30 TO. Using 
equation (25) gives that 1.4 < Ev < 2.8 due to the range of 0.5 < e < 1. The 
correct value of e has to be estimated based on current profiles. Using many 
field measurements Sousby [1990] has found that the roughness height ZQ in the 
North sea usually is between 510~5m and 610~3 m, in which the larger values are 
found for rippled sand. Using (26) the ratio Ev/S and subsequently the resistance 
parameter itself can be evaluated. Figure 5(a) shows the ratio Ev/S and in figure 
5(b) the resistance parameter S is shown. 

Middelkerke Bank The Middelkerke Bank is part of the Flemish Banks sys- 
tem; these large tidal sand banks are partly covered with sand waves. At the 
Middelkerke Bank the mean depth is significantly smaller, being about 15 me- 
ters. So here the expected range for the Stokes number becomes 2.0 < E„ < 3.9. 
Vincent & Stolk [1993], p 217, reported that the roughness height z0 at two sta- 
tions around the Middelkerke Bank is between 910~4m and 3.310-2 m. For these 
values the ratio Ev/S and the resistance parameter S are shown in figure 6. 

General The areas in parameter space of both discussed locations are shown 
in figure 7. In this figure also the expected bed structure based on the bed form 
prediction model Hulscher [1996] is also indicated. For the offshore North Sea bed 
a part of the possible parameter combinations predict a flat sea bed, also a part 
of these combinations predicts tidal sand banks. Around the Middelkerke bank 
a part of the parameter combinations predicts tidal sand banks, for a different 
part the slowly growing tidal sand banks are dominated by sand waves, which 
grow faster. Comparison between prediction and the actual bed structure show 
that these results are not unrealistic. So the ranges in the parameters Ev and S 
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Figure 6: (a) The ratio Ev/S and (b) S for three values of e (straight e = 0.5, 
dashed/dotted e = 0.75; dashed e = 1.0./ Here Middelkerke Bank conditions are 
chosen, the depth H ~ 15 meters. 
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Figure 7: Parts of the parameter space Ev and S possible in the offshore North 
Sea bed and around the Middelkerke bank. Also the expected bed behavior as found 
by Hulscher [1996] is indicated. 
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based on natural variations in the quantities roughness height z0 and turbulence 
characteristics e cover different bed structures. These results show that it will 
be worthwile to determine the value of z0 and e more precise and subsequently 
compare the model prediction with the observed local bed structure, for several 
locations in the North Sea. 

5    Conclusions 

A way to investigate the implication of a potenetial sea-bed prediction model is 
presented. To quantify the parameters which describe the turbulence processes, 
first a simpler system, based on steady flow, is analyzed. 

In the simpler system is shown that the S, A^-turbulence model is able to 
produce the same bed shear stress as the accepted logarithmic model. The com- 
parison between these models gives expressions for S and Av in terms of the 
model parameters in the logarithmic model: e and ZQ. So based on this com- 
parison between the logarithmic model and the S, Av model can furthermore be 
concluded that there are two basic degrees of freedom to choose S and Av left, 
here expressed as e and zo. One might argue that these two degrees of freedom 
are restricted, however these restrictions are the result of a calibration of the 
S, Av-mode\ with a logarithmic model. Boundaries limiting the physical realistic 
values of S, Ev will certainly be different if the S, A„-model is calibrated using 
another turbulence closure scheme than the one used in this note. 

The results of the steady flow case are used to estimate the model parameters 
in the tidal morphological model. For two cases the prediction of the model and 
the local bed structure are compared and show good agreement. This indicates 
that it is worthwhile to continue this line of validation. 
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CHAPTER 277 

Transverse Bars in Duck, North Carolina 

Kathryn M. Konicki1 and Rob A. Holman' 

Abstract 
In 1985, unusual streaks were first seen in time exposure images of nearshore 

wave breaking. These features were persistent from image to image and ran 
perpendicular or oblique to the shoreline. They have been observed both between 
the shoreline and inner bar and offshore of the inner bar, and have a typical 
longshore wavelength of -40-130 m, substantially shorter than normal sand bar 
length scales. Comparison with bathymetric data collected by the CRAB showed the 
bands to be bathymetric ridges with a relief of 0.3-0.5 m. 

Both intensity transects as well as geometrically rectified images were used 
to determine the length scales of the bars. Longshore length scales of offshore bars 
(mean spacing of 131 m) were typically three times the spacing of trough bars (mean 
spacing of 41 m). The offshore limit of the visible features in the trough varied from 
as short as 5 m to a maximum of 35 m. 

Frequency of occurrence statistics for the bars were determined by viewing 
Argus data from 1987-1995. Trough bars appeared in the images an average of 62 
days/year while offshore bars appeared 41 days/year although there was substantial 
interannual variability. Offshore bar occurrence is more frequent in the winter, and 
trough bar occurrence is more frequent in the summer. 

Introduction 
The classic model of a sandbar is a large-scale feature aligned parallel to the 

shoreline. Sandbars that are oriented slightly oblique to the shoreline have also been 
observed and are called welded bars. In 1952, Shephard described a feature oriented 
perpendicular or at a high angle to the shoreline with a relatively short length scale 
that he called a transverse bar. Only a few studies have been done on these 
transverse bars, including Barcilon and Lau's (1973) and Niedoroda and Tanner's 
(1970) work on transverse bars off the coast of Florida. 

In 1985, similar features were first observed in time exposure images off the 
coast of Duck, North Carolina. Figure la shows an oblique snapshot from January 
10, 1994. The vegetated dunes, dry beach, and shoreline are evident, as is the 
pattern of breaking waves in the nearshore. By contrast, Figure lb shows an oblique 
ten-minute time exposure. The time-averaged breaking waves now show up as 
smooth bands, clearly delineating the shoreline (from the shorebreak) and the 

1 College of Oceanic and Atmospheric Sciences, Oregon State University, Oregon State University, 
Corvallis, OR  97331 

3588 
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Figure 1. Images from Duck, NC. a). Snapshot from January 10, 1994. b). 10-minute time exposure 
from January 10, 1994. Transverse features are evident in the trough as well as offshore of the shore- 
parallel bar. Box shows area rectified in Figure 2. 
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offshore bar (Lippmann and Holman 1989). Intermediate-scale white bands, oblique 
to the shoreline, are also obvious in the trough, as well as offshore of the shore- 
parallel bar. Research has been carried out on these features to first determine 
whether or not the oblique bands in the video images are real bathymetric features or 
simply an artifact of the imaging technique. Statistics of the features, such as their 
frequency of occurrence and longshore and cross-shore lengths were then calculated. 

Methodology 
The data were taken at the Field Research Facility (FRF) at Duck. Duck is a 

dune-backed beach located on one of the barrier islands of the Outer Banks. It is a 
low-energy, intermediate to reflective beach that is barred. An inner bar is located at 
-125 m offshore and an outer bar is also present at times. The spring tide range is 
1.6 meters and the mean water level is 0.35 m above NGVD. The average annual 
breaker height is 88 cm (Birkemeierl981). The study area for our research was a 
1700 meter stretch along the beach. 

The data were collected automatically as part of the Argus program. An 
Argus station is a video camera operated by a personal computer. Every hour, both a 
snapshot and a ten-minute time expose are taken of the nearshore region. These 
images are sent back to the Coastal Imaging Lab at Oregon State University every 
night. A data set of images sampled with Argus is available for Duck spanning 10 
years (1986-1996). 

A great deal of information can be extracted from time exposures such as the 
one shown in Figure lb. Since the geometries of the video camera are known, the 
exact location on the ground for each pixel in the image is also known. The 
coordinate system that is used for the images is the FRF coordinate system. The 
video camera is located at x=32.54, y=585.78, with x and y increasing positively 
offshore and away from the camera, respectively. 

One method of determining length scales and positions of the features is to 
use geometrically rectified images (plan views) of the study area. Knowledge of the 
camera geometries allows a rectification of a region on an oblique image to be made. 
(Figure 2). Measurements such as longshore length spacing, cross-shore position 
and cross-shore length can be manually made from such rectifications. Transects can 
also be taken along the rectification, or along the oblique images, to measure 
intensity. Intensity data were compared with bathymetric data that were collected 
using the FRF's Coastal Research Amphibious Buggy (CRAB) to determine if the 
features have a bathymetric nature. 

600' 
1000  1200  1400  1600  1800  2000  2200  2400  2600  2800  3000 

y(m) 

Figure 2.  Rectification of boxed area in Figure lb.  Measurements can be made manually from the 
rectification. 
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In order to determine the frequency of occurrence of the bars, 8 years of 
Argus images (1987-1994) were viewed. One image from each day was studied for 
a total of 2600 images There were some days when no data was available due to 
equipment failure, bad weather, or other reasons that an image could not be obtained. 
In order to quantify the presence/absence of transverse bars, each image was given a 
rating on a scale of 0-5, with 0 being no evidence of transverse bars and 5 being a 
clear indication of multiple transverse bars. A rating was given both for the trough 
bars (transverse bars found in the trough) as well as offshore bars (transverse bars 
found offshore of the shore-parallel bar). Figure 3 shows examples of images that 
were given ratings of 1, 3, and 5. 

All the images were separated into two categories. An image that was given 
a rating of 3, 4, or 5 was considered a day in which bars were present. Images that 
received a rating of 0, 1, or 2 were considered as days in which bars were not 
present. 

Results 
The first objective of this study was to determine the persistence of the 

intensity streak features to insure that they are not random processing features. 
Longshore intensity transects were taken along a line at x=145 m, from y=790 to 
1060 m, for a series of 4 hours (5 images) for January 10, 1994 (Figure 4a). From 
Figure 4b, it is evident that there was a peak in intensity where there was a white 
band in the time exposure. This figure also shows that intensity peaks were 
persistent over substantial periods, including tidal variations, suggesting that these 
features are not a random artifact of the image processing. Figure 5 shows intensity 
transects that were taken across a set of offshore transverse bands for 3 consecutive 
days in November of 1993. Transects were taken at x=300 m, from y=1200 m to 
1700 m. The intensity maxima and corresponding white bands in the video images 
persisted for a period of days, supporting the fact that these features are real, not 
artifacts. 

On July 18, 1995, a detailed CRAB survey was carried out to determine if the 
white bands in the images are real bathymetric features. Figure 6a shows a transect 
along which intensity data were taken and also shows the transect along which 
bathymetric data were collected. Intensity and depth along the transects in Figure 6a 
are shown in Figure 6b. It is evident that intensity maxima correspond to 
bathymetric highs and intensity minima correspond to bathymetric lows, proving that 
the oblique bands in the video images are ridges. The bathymetric data showed the 
relief of these bars to range from 0.3-0.5 m. 

Length scales and positions for both the trough and offshore bars were 
calculated from intensity plots and rectified images. The mean longshore length 
spacing (distance between two consecutive bars), distance offshore (offshore extent 
of bars as measured from the shoreline), and cross-shore length of the bars, were 
determined. Longshore length spacing was determined using 18 images for trough 
transverse bars and 33 images for offshore transverse bars. Five images (up to 3 bars 
per image) were used to determine the distance offshore and cross-shore length for 
trough bars, and 7 images (up to 3 bars per image) were used to calculate those 
statistics for the offshore bars. These data are summarized in Tables 1 and 2 for 
trough and offshore bars, respectively. 
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Figure 3. Examples of ratings on a scale of 0-5 that were given to images, a). Time exposure from 
November 13, 1993. Trough bars were given a rating of 1. b). Time exposure from November 11, 
1994. Trough bars were given a rating of 3. c). Time exposure from February 9, 1993. Both trough 
and offshore bars were given a rating of 5. 
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Figure 4. a). Time exposure from January 10, 1994 showing transverse bars in the trough. Transects 
along which intensity data were collected for 5 consecutive images are also shown, b). Intensity vs. 
longshore length from 1600-2000 hours along transect shown in a). This graph shows that the bars 
remain fixed over a period of 4 hours. 
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Figure 5. a). Time exposure from November 27, 1993 showing transverse bars offshore of the inner 
bar. Transects along which intensity data were collected are also shown, b). Intensity vs. longshore 
position for November 25, 26, and 27, 1993 along transects shown in a). This graph shows that most 
of the bars remain fixed over a period of days. 
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Figure 6. a). Time exposure from July 18, 1995 showing transverse bars in the trough. Transects 
along which intensity and bathymetric data were collected are shown, b). Comparison between 
intensity vs. longshore position and depth vs. longshore position for transects in a). This figure 
clearly shows that there is a correlation between the high pixel intensity in the video images and 
topographic highs. 
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Table 1. Length scales and locations for trough bars. 

longshore length         distance offshore       cross-shore length 
 spacing (m) (m) (m)  

mean                           45.0                           20.0 23.8 

stddev.                         21.4                              9.2 15.5 

range 12-87 5^35 5-50 

Table 1. Length scales and locations for offshore bars. 

longshore length 
spacing (m) 

distance offshore 
(m) 

cross-shore length 
(m) 

mean 130.7 249.1 180.0 

std dev. 62.9 37.4 117.9 

range 45-325 175-300 75-400 

Offshore transverse bars are larger scale features than trough transverse bars. 
Their longshore length spacing is almost 3 times as large and their cross-shore length 
is up to an order of magnitude longer than the trough bars. 

From the extensive Argus database, presence/absence data for the transverse 
bars were determined. We calculated the number of days transverse bars were 
observed annually and the average number of days transverse bars were observed 
per month. One problem that was encountered when calculating the statistics was 
the fact that there were many days for which no image was available. Taking this 
into consideration, the frequency of occurrence of transverse bars was determined as 
follows: 

N ,   (yr) 
For annual statistics: /v     , , = —2££ *365 annual     AT (vr\ 

images^' ' 

—                N' h {month) 
For monthly statistics:     N„„„,t = —— * N,    (month) 

J month     N, (month)      days 

imagesx ' 

where N b  is the number of images in a year or month in which transverse bars 
were present, #,.„„_ is the number of images available for that month or year, 

N        . is the number of days transverse bars were observed annually, and Nmontfl 
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is the average number of days transverse bars were observed per month. If less than 
20 images were available for a given month, that month was excluded from the 
monthly statistics because a representative average could not be determined. 

The average number of days trough and offshore transverse bars appeared in 
the video images each month for the 8 years varies greatly (Figure 7). Trough bars 
were observed from 3 to 7 days/month and offshore bars were observed less 
frequently (~1 to 5 days/month). Trough bars were most frequently observed in the 
summer while offshore bars seem to follow a seasonal cycle, appearing in the video 
images more frequently in the winter than in the summer. 

Each year, trough bars were observed more frequently than offshore bars (an 
average of 62 and 41 days/year, respectively), and there was an interannual 
variability in the statistics as well (Figure 8). There is a positive correlation between 
trough and offshore bars for most years and there seems to be an increasing trend for 
both sets of bars. 
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Figure 7. Average number of days transverse bars are observed per month. 

Discussion 
Transverse bars seem to be a common feature in the nearshore at Duck. 

They persist in the video images for periods up to days. There were, however, many 
instances when they were seen for consecutive days, "disappeared" from the images 
for a few days and then returned to what seems to be the exact location in which they 
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Figure 8. Number of days transverse bars are observed annually.   Trough bars are observed more 
frequently than offshore bars. 

were previously seen. This appearance/disappearance may be due to fluctuations in 
wave height. The bars are only seen in the images on days in which the waves are 
high enough to be breaking. Although they may "disappear" from the images when 
the wave height is lower and no breaking is taking place, they may still be present, 
but not observable. Wave height has not yet been taken into consideration in the 
calculation of bar statistics. Images in which no bars were seen were given a rating 
of 0 even when wave height was low. Wave height data from 1987-1995 will be 
studied to determine whether or not bars were always present during conditions of 
high wave height. This information will be used to better determine the statistics of 
the bars, as only days in which waves are breaking will be included in the statistics. 

The mechanism for transverse bar formation is unclear. Their presence may 
be attributed to strong longshore currents and they may be formed in the same way 
that bedforms in a river are created. While longshore currents could perhaps be the 
mechanism for trough bar formation, it is not clear that they will be strong enough to 
locally form offshore bars. 

Research will continue on the transverse bars at Duck. More complete 
statistics will be calculated for bar lengths and positions, and images from 1995 and 
1996 will be viewed to augment the existing database. The movement, if any, of the 
bars will be determined, and an attempt will be made to understand the 
environmental conditions that are conducive to transverse bar formation. Finally, the 
Argus database for other beaches will be searched to determine if this process is 
unique to Duck. 
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Conclusions 
Time exposures from Duck frequently show white bands perpendicular or 

oblique to the shoreline. These bands, which have been observed both in the trough 
and offshore of the shore parallel bar, persist for periods of hours up to days. 
Ground truthing has shown that they are transverse ridges with a relief of 0.3-0.5 m. 
Trough transverse bars (ridges in the trough) are a smaller scale feature than offshore 
transverse bars (ridges offshore of the shore-parallel bar). Their mean longshore 
length spacing is 3 times smaller than that of the offshore bars (44 m and 131m, 
respectively). Trough bars obliquely extend up to 35 m from the shoreline while 
their actual cross-shore lengths may be up to 50 m. Offshore bars obliquely extend 
up to 300 meters from the shoreline with actual lengths up to 400 m. It appears that 
the cross-shore length of trough bars is constrained by the shore-parallel bar. 

Trough transverse bars appear in the video images an average of 62 days/year 
and offshore transverse bars appear in the images an average of 41 days/year. There 
is an interannual variability in the statistics and a seasonal cycle. Offshore bars 
appear more frequently in the winter and trough bars appear most often from June- 
August and in December and January. 
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CHAPTER 278 

On the systematic offshore decay of breaker bars 

Kathelijne M. Wijnberg 1,2 

ABSTRACT 

Multiple breaker bar systems along the Holland coast exhibit long term cyclic 
behaviour. Over periods of many years, all bars migrate in a net seaward direction; the 
outer bar decays offshore, and a new bar is generated near the shoreline. This 
behaviour is essentially a cross-shore redistribution of sediment; the sediment of the 
offshore decaying outer bar is transported back onshore. 

This paper presents a tentative evaluation of a part of the hypothesis formulated 
by Wijnberg (1995) to explain the cyclic bar system behaviour. The systematic 
offshore decay of the outer bar is considered to be the key to explaining the cyclicity in 
this behaviour. The offshore decay is assumed to occur due to a change in the long 
term balance of bar maintaining conditions (breaking waves) and bar diminishing 
conditions (very asymmetric waves). This balance will change as a result of offshore 
migration of the outer bar to deeper water during single storm events. 

The calculations presented in this paper support the hypothesis, but field 
observations of the hydrodynamic conditions during the proces of bar decay are 
required for a more rigorous verification. 

1.     INTRODUCTION 

Along the Dutch coast, multiple bar systems of nearshore breaker bars exist that 
exhibit systematic, cyclic behaviour on a time scale of many years (Edelman, 1974; 
Bakker and De Vroeg, 1988; Ruessink and Kroon, 1994; Wijnberg and Terwindt, 
1995). This behaviour consists of a net seaward migration of all bars, with the outer 
bar decaying offshore and a new bar being generated near the shoreline (Fig. 1). This 

1 Dept. of Physical Geography, Institute for Marine and Atmospheric research Utrecht, 
Utrecht University, P.O. Box 80115, 3508 TC Utrecht, The Netherlands. 
2 College of Oceanic and Atmospheric Sciences, Oregon State University, Ocean Admin 
Bldg # 104, Corvallis, OR 97331-5503, USA. 
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Fig. 1: Illustration of the offshore progression cycle for one profile line (line 8425). 
Left-hand figure based on TAW data base (several surveys per year, 1979- 
1986); right-hand figure based on JARKUS data base (one survey per year, 
1965-1989). Bars are shaded to emphasise the offshore progression cycle; each 
bar has its own shading pattern through time. 
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behaviour implies that every so many years the same general cross-shore bar system 
configuration re-appears (i.e. when one offshore progression cycle has been 
completed). The time scale for the offshore progression cycle varies between bar 
systems, but seems to be quite constant for a given bar system (Wijnberg and 
Terwindt, 1995; Ruessink and Kroon, 1994). 

Sediment budget considerations (Wijnberg, 1995; Wijnberg, in prep.) revealed 
that this cyclic morphologic behaviour is essentially a redistribution of sediment within 
the nearshore zone. So, although bar shapes are progressing in a net offshore 
direction, they are not representing a net offshore directed sediment transport. This 
implies that the sediment of the offshore decaying bar is transported back onshore. 

The observed long term cyclic behaviour of multiple breaker bar systems is very 
intruiging in its own right, but may also have implications for the application and 
design of shoreface nourishments. For example, what is the best location and timing of 
a shoreface nourishment on a barred coastal profile? (eg. Hoekstra et al., 1994). 
Therefore, the identification of the mechanism that drives this systematic behaviour 
deserves further attention. 

Wijnberg (1995) formulated a hypothesis to explain the cyclic bar system behav- 
iour. In this hypothesis, which is briefly summarized in section 3, morphologic feed- 
back in the coastal system is identified as the cause for the cyclicity in the bar behav- 
iour rather than a cyclicity in the external forcing. The key to explaining the cyclic 
nature of the bar system behaviour is sought in the systematic offshore decay of the 
outer bar. In this paper, the part of the hypothesis dealing with the systematic offshore 
decay of the outer bar will be tentatively evaluated by studying the relation between the 
development stage of the outer bar and a wave climate integrated 'decay parameter'. 

2 .     THE STUDY AREA 

The hypothesis on the systematic decay of the outer bar will be evaluated for two 
multiple bar systems that exhibit similar cyclic behaviour but on a different time scale. 
The two multiple bar systems are located along the Holland coast (Fig. 2). These two 
bar systems have very different cycle times, viz. the bar system north of the IJmuiden 
breakwaters exhibits an approximately 15 year cycle, whereas the bar system south of 
the breakwaters has a typical cycle time of about 4 years. The alongshore change in the 
cycle times is rather abrupt, and coincides with the breakwaters (Wijnberg and 
Terwindt, 1995). 

The northern bar system consist of 2 to 3 bars, depending on the phase in the 
offshore progression cycle (i.e. either 2 well developed bars or, in the case of 3 bars, a 
gentle outer bar and a small new inner bar, with a well developed middle bar in 
between). The whole bar system extents about 30 km alongshore. 

In the southern bar system the number of bars changes alongshore: in the very 
south the number varies between 1 and 2, going north this changes into 2 to 3 bars, 
then 3 to 4 bars, and finally in the very north back to 2 to 3 bars. This bar system has a 
total length of about 40 km. The alongshore change in the number of bars has no 
obvious effect on the time span of the offshore progression cycle (Wijnberg and 
Terwindt, 1995). 
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Along the Holland coast, the mean wave height (Hm0) is about 1.2 m and the 
mean wave period (Tm01) is about 5 s; the mean tidal range is about 1.6 m. The grain 
size of the sediment in the breaker bar zone is generally in the fine sand range. There 
seems to be no significant difference in grain size between the two bar systems 
(Wijnberg, 1995) 

Except for the large breakwaters that separate the two studied bar systems, the 
considered coastal stretch is almost free from engineering structures. In the northern 
bar system groins are present along about 5 km of beach at the northern end of the 
region (so still 25 km of beach has no groins). In the southern bar system a small 
discharging sluice is present (Fig. 2) which discharges some fresh water into the North 
Sea. 

500 km f„ 

N 

Egmond 

'80 ^ breakwaters 

Katwijk — seawall 

/ groins 

-\ discharging 
sluice 

Fig. 2: Location of the study area 
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3 .     A CONCEPTUAL MORPHODYNAMIC MODEL 

The multi-year cyclic behaviour of breaker bar systems can not readily be 
explained by existing theories on bar behaviour. These theories focus on the formation 
and maintenance of bar topography and pay little attention to the degeneration of bars. 
Our lack of understanding of the decay of bar features is illustrated by one of the 
findings of Roelvink et al. (1995) who mimicked long term cyclic bar behaviour with 
a cross-shore profile model. Roelvink et al. had to prescribe a reduced angle of repose 
for the sediment in the outer nearshore zone to force the outer bar to decay offshore. 

According to Wijnberg (1995; in prep.), the cyclicity in the long term bar 
behaviour is most likely explained by morphologic feedback in the breaker bar system 
rather than by cyclicity in the external forcing. To explain the observed cyclic bar 
system behaviour, a central role was attributed to the behaviour of the outer bar. As 
long as the outer bar remains well developed at a certain position, the inner bar(s) do 
not move net offshore and will only move to and fro within a limited cross-shore 
range. Only as the outer bar disappears can the inner bar migrate net offshore (cf. 
Lippmann et al., 1993). This key role of the outer bar is plausible because the outer bar 
will obviously affect the hydrodynamic conditions in a down-wave direction, and 
therefore systematically affects the wave and current climate in the inner nearshore 
zone. Therefore, attention is further focused on mechanisms that may explain the 
systematic decay of the outer bar. 

It was hypothesized by Wijnberg (1995; in prep.) that the systematic decay of the 
outer bar occurs due to a changing balance in the occurrence of conditions that favour 
decay of the outer bar topography (%DCAY) and the occurrence of conditions that 
favour maintenance of the bar topography (%MAIN). The bar-maintaining conditions 
were identified as those with breaking waves across the bar, favouring the occurrence 
of break-point or long-wave mechanisms for the formation and maintenance of bar 
features. The bar-diminishing conditions were identified as those with very asymmetric 
waves across the bar (so the highest waves in the wave field will just start to break), 
allowing for an onshore directed sediment transport. A more complete justification for 
the choice of these two process 'regimes' can be found in Wijnberg (1995) or 
Wijnberg (in prep.) 

The change in balance between the two types of conditions is induced by the 
offshore migration of the outer bar on a seaward sloping bed. The latter happens when 
the bar is migrating into deeper water during individual storm events, i.e. when waves 
are breaking on the outer bar. The deeper the bar gets, the less likely that bar- 
maintaining conditions occur. Consequently, the relative dominance of bar-diminishing 
conditions will increase. The rate of increase will depend on the characteristics of the 
wave climate. 
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4.     METHODS 

To evaluate the proposed mechanism for the systematic offshore decay of the 
nearshore bars, the balance of %DCAY and %MAIN will be calculated for various 
development stages of the outer bar (Fig. 3). The balance is expressed in terms of the 
decay parameter Idecay: 

I 
%DCAY %DCAY 

decay ~ ^5CAYV%MAIN ~   %ACT 
(1) 

%DCAY = 

%MAIN  = 

%ACT     = 

mean annual percentage of occurrence of bar-diminishing 
conditions on the outer bar 
mean annual percentage of occurrence of bar-maintaining 
conditions on the outer bar. 
mean annual percentage of occurrence of morphologically 
active conditions on the outer bar. 

200 400 600 800 
distance offshore (m to BSP) 

1000 1200 

200 
-i—.—i—i—p 

400 600 800 
distance offshore (m to RSP) 

1000 1200 

Fig. 3:  Nearshore profiles used in the model computations at (a) the Egmond site, and 
(b) the Katwijk site. (Allprofiles extend down to about 20 m water depth.) 
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'Morphologically active conditions' (%ACT) are those conditions during which 
the outer bar is changing its morphology. This does not necessarily imply that during 
morphologically f'nactive conditions the sediment is completely immobile; it is just so 
that any sediment transport under those conditions does not result in noticeable 
morphological change. The outer bar has been observed to be morphologically inactive 
during the calm summer months (Wijnberg, 1995). 

Bar-maintaining conditions are defined (Wijnberg, 1995; Wijnberg, in prep.a) as 
those conditions that produce more than 5% of breaking waves on the bar. Bar- 
diminishing conditions are defined as those which produce only 0.1% to 5% of 
breaking waves on the bar. %DCAY and %MAIN are estimated from the mean annual 
offshore wave climate. 

The data on the offshore hydrodynamic climate along the Holland coast are of the 
following type: a mean annual percentage of occurrence, P(Hml„a), and a mean water 
level elevation, h(Hm,„a) , are available, with wave height bands of 0.5 m and wave 
direction bands of 15 degrees. The mean water level represents the average set-up or 
set-down that occurs during given wave conditions. Hm0 and a are the central values of 
the wave height class respectively wave directional class that they represent. 

To estimate %DCAY and %MAIN one needs to know the percentage of breaking 
waves occurring on the outer bar for each of the wave climate 'cells' (Hm0, a). Adding 
all P(Hm(„a) for all (Hm0, a) cells that produce more than 5% of breaking waves gives 
%MAIN; adding all P(Hran,a) for all (Hm0, a) cells that produce between 0.1% and 5% 
of breaking waves gives %DCAY. The WAVIS model (Van Rijn and Wijnberg, 1996) 
was used to calculate the percentages of breaking waves for each (Hm0, a) cell. 

Since WAVIS is a probabilistic type of wave model, a representative wave field 
(H^Tj, Pj, a;) was generated for each (Hm0,oc)-cell, where: H, is the central value of 
the ith (0.25 m wide) wave height class; T, is an empirically determined wave period 
that goes on average with H; (T; = 6*!!/1333 (Wijnberg, 1995)); p( is the probablility of 
occurrence of the ith wave height class assuming the wave heights are Rayleigh 
distributed; a{ was chosen constant for all wave height classes, viz. equalling a. 

The values of %DCAY and %MAIN are calculated for the outer bars at two 
locations, viz. near Katwijk and near Egmond. The Katwijk site is located in the 
southern bar system, and the Egmond site in the northern bar system (Fig. 2). 

5.     RESULTS 

5.1   The decay parameter and the development stage of the outer bar 

The values of %ACT, %DCAY, %MAIN, and Idecay in relation to the depth of the 
outer bar crest are shown in Fig. 4, for both the Katwijk site and the Egmond site. The 
depth of the outer bar crest represents the development stage of the outer bar (Fig. 3). 
The depth of the bar crest is given relative to the Dutch ordnance datum NAP which 
approximates mean sea level. 
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Fig. 4: Nearshore wave climate parameters as a function of the development stage of 
the outer bar. (a) %ACT, (b) %MA1N, (c) %DCAY, and (d) Idecay. 
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As expected, the percentage of time that morphologically active conditions occur 
on the outer bar decreases with the increase of depth of the bar crest (Fig. 4a). The 
percentage of time that bar-maintaining conditions occur on the outer bar decreases 
steadily with the increase of depth of the bar crest as well (Fig. 4b). The percentage of 
time that conditions occur that favour decay of the outer bar appears to vary between 
about 15% and 25% (Fig. 4c). %DCAY seems to reach a maximum around 4 to 4.5 m 
water depth. The balance between bar-diminishing conditions and bar-maintaining 
conditions, expressed by Idecay, changes with the depth of the crest of the outer bar. 
The deeper the bar crest, the larger the relative importance of conditions that favour bar 
decay (Fig. 4d). 

The explanation for the fact that %DCAY does not steadily decrease with depth 
like %ACT and %MAIN, is the following. As the outer bar gets to deeper water, wave 
conditions that previously (i.e. when the bar was located shallower) produced just over 
0.1% of breaking waves, will now produce less than 0.1% of breaking waves. Those 
wave climate classes will no longer add to the value of %DCAY. However, some of the 
wave climate classes that previously produced more than 5% of breaking waves on the 
outer bar will now produce between 0.1% and 5% of breaking waves, and 
consequently will add to the value of %DCAY. 

5.2   Sensitivity of the decay parameter to the definition of 
%DCAY and %MAIN 

The decay parameter Idecay reflects the relative importance of %DCAY vs. %MAIN 
and therefore depends on the definition of the two process regimes in terms of the frac- 
tion of breaking waves on the outer bar (Qb). In this section, the extent to which the 
results shown in Fig. 4 are sensitive to the choice of the boundaries will be evaluated. 

The sensitivity of the values of %DCAY and %MAIN, and consequently %ACT 
and Idecay, to the definition of the process regimes is analysed by plotting the cumulative 
percentage of occurrence of wave conditions with increasingly higher fractions of 
breaking (Qb) waves on the outer bar (Fig. 5). These plots will reveal whether the 
values of %DCAY and %MAEM are sensitive to the choice of the boundaries between the 
process regimes in a reasonably close range around the previously defined values of 
Qb=0.001 and Qb=0.05. For the boundary between %DCAY and %MAIN a value of Qb 

between 0.04 and 0.06 is considered, and for the lower boundary of %DCAY a value 
of Qb between 0.001 and 0.01 

The cumulation in the plots in Fig. 5 starts at a fraction of breaking waves of 
0.001. Therefore, the cumulative percentage in Fig. 4 only refers to wave conditions 
that produce at least 0.1% of breaking waves on the outer bar. For example, on the bar 
crest at 3.1 m -NAP (Fig. 5a) about 22.5% of the mean annual wave conditions will 
produce between 0.1% and 8.3% of breaking waves on the outer bar (near Katwijk). 

It appears that for the bar crest at 3.1 m -NAP, the variables %DCAY and %MAIN 
will be quite sensitive to the location of the boundary at Qb=0.05. For the bar crest at 
3.1m -NAP about 11 % of the wave climate is enclosed in the discretely defined wave 
climate cells that produce a fraction of breaking waves of 0.055 on the outer bar (Fig. 
5a). The value of %ACT will be hardly affected at this position of the bar crest. 
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(a) bar crest at 3,1 m -NAP (b) bar crest at 3.6 m -NAP 
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Fig. 5: Cumulative percentage of occurrence of wave conditions with increasingly 
higher fraction of breaking waves on the outer bar, for Qb>0.001 (Katwijk 
site), (a) Bar crest at 3.1 m -NAP, (b) bar crest at 3.6 m -NAP, (c) bar crest at 
4.0 m -NAP, (d) bar crest at 4.6 m -NAP 
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A comparable sensitivity to the Qb=0.05 boundary exists at the Egmond site for the bar 
crests at 2.6 m depth and 2.8 m depth (not shown). 

The values of %DCAY and %MAIN on the bar crest located at 3.6 m -NAP will be 
insensitive to a shift between Qb=0.04 and Qb=0.06 (Fig. 5b). However, %DCAY will 
be somewhat affected by a raise of the lower boundary to Qb=0.01. 

For the positions of the bar crest at 4 m -NAP and 4.6 m -NAP, about 15% of 
the wave climate appears to be enclosed in wave climate cells that produce a fraction of 
breaking waves between 0.001 and 0.01 (Fig. 5c,d). Consequently, for these deeper 
bars the choice of the boundary between morphologically inactive conditions and mor- 
phologically active conditions is quite important for the values of %ACT and %DCAY. 

The sensitivity of %DCAY and %MAIN - and consequently of %ACT and Idecay - 
to the choice of the boundaries is related to the stepwise increase of cumulative 
"curves" shown in Fig. 4. This shape is probably related to the discrete description of 
the wave climate and the the discrete description of the input wave fields in the WAVIS 
model. Only a limited set of combinations of wave heights and wave directions is used 
for the wave climate description. Each single wave height represents an interval of 
wave heights and each single wave direction represents a sector of wave directions. In 
addition, the discrete description of the wave field input in the WAVIS model allows the 
value of Qb to change in discrete steps only. 

The effect of the discrete description of the wave climate and wave field on Fig.4 
can be smoothed by averaging over a set of calculations where the lower boundary of 
%DCAY was varied between Qb=0.01 and Qb=0.001, and the boundary between 
%DCAY and %MAIN was varied between Qb=0.04 and Qb=0.06. The result of the 
averaging is shown in Fig. 6. This figure appears to be very similar to Fig. 4. The 
smoothed figures, however, reveal more clearly the simmilarities and differences 
between the Egmond site and the Katwijk site. 

5.3   Differences between the Katwijk and Egmond site 

To discuss differences between the Katwijk and Egmond site the smoothed 
results are analysed (Fig. 6), because these are less affected by the discrete representa- 
tion of the wave information (see section 5.2). 

A difference between the Egmond site and the Katwijk site in the occurrence of 
morphologically active conditions (Fig. 6a) only occurs for the shallower positions of 
the outer bar (bar crests shallower than 3.5 m -NAP). At both sites, those shallower 
outer bars are still in the non-decaying stage of their development. In that non-decaying 
stage, the percentage of time that morphologically active conditions occur on the outer 
bar seems to be slightly larger at the Egmond site than at the Katwijk site. 

The bar-maintaining conditions occur about equally often at both sites for the 
deeper positons of the outer bar (Fig. 6b). However, for bar crest positions shallower 
than 4 m -NAP the bar-maintaining conditions occur somewhat more often near 
Egmond than near Katwijk. 

Regarding the bar-diminishing conditions (Fig. 6c), an obvious difference only 
occurs for the bar crest position at 3.6 m -NAP, where the bar-diminishing conditions 
occur more frequently near Katwijk than near Egmond. 



OFFSHORE DECAY OF BREAKER BARS 3611 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 

: a 
i 
; 
: 

: 
':  ixm 

.-j^;.  : 

: 
: 

Q- 
; 
rrrr TrrrJTrn-n-rrrjmr Nnmrii TTTT 

2 
< 
2 

-6   -5.5   -5   -4.5   -4   -3.5   -3   -2.5 
depth crest outer bar (m) 

D    Egmond 

A    Katwijk 

100- 

90- 

80- 

70- 

-  60 

50-3 
40 

30 

20 

10 

0 11' •'' I • T 
-5.5   -5   -4.5   -4   -3.5   -3   -2.5 

depth crest outer bar (m) 

D    Egmond 

A    Katwijk 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 

: 
c 

; 

i 
; 

: 

~: •Ch- - — j :~ #^rQ^ 
illi i injiinji 11 j 1111 j 11. i j 

-5.5  -5  -4.5   -4  -3.5  -3  -2.5 
depth crest outer bar (m) 

O    Egmond 

A    Katwijk 

1- 

0.9- 

0.8- 

0.7- 

^0.6- 

§0.5- 

-P0.4- 
0.3- 

0.2- 
0.1- 

0- 

^•p-q..^ 

T\*k 
-?••-;•;•  

:• « ^B ; 
•fir 

T rp-m-p 
-6   -5.5   -5   -4.5   -4   -3.5   -3   -2.5   -2 

depth crest outer bar (m) 

D    Egmond 

A    Katwijk 

Fig. 6:   Smoothed values of the nearshore wave climate parameters as a function of the 
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The slight differences between the %MAIN and %DCAY 'curves' for Egmond and 
Katwijk result in Idccay 'curves' for Egmond and Katwijk that clearly deviate for the bar 
crest position at 3.6 m -NAP. This discrepancy was consistently present irrespective 
ofthe exact definitions of the boundaries between the process regimes in terms of Qb 

(Wijnberg, 1995). The relatively frequent occurrence of bar-diminishing conditions 
near Katwijk around 3.6 m -NAP coincides with the onset of bar decay at this location. 
Near Egmond, an outer bar with its crest at 3.6m -NAP is still in a non-decaying stage. 

6.     DISCUSSION AND CONCLUSIONS 

The relationship found between the decay parameter and the development stage 
of the outer bar, as shown in Fig. 4d and 6d, supports the concept that the balance 
between bar-diminishing conditions (very asymmetric waves) and bar-maintaining 
conditions (breaking waves) is important for the fate of the outer bar. These results 
support the bar-decay hypothesis for two reasons. Firstly, the value of the decay 
parameter increases with the depth of the outer bar crest. This indicates an increase in 
the relative importance of the bar-diminishing conditions with depth, as was expected 
from the formulated hypothesis. Secondly, the difference between the Egmond and 
Katwijk site in the depth of onset of bar decay is well indicated by the decay parameter. 

The results presented in Section 5 further indicate that the chosen definitions of 
the two process regimes in terms of the fraction of breaking waves (Qb) enclose the 
relevant processes for respectively maintaining bar topography and diminishing bar 
topography. It is emphasized that no choice is made here for a particular mechanism 
that maintains the bar topography other than that this mechanism is directly or 
indirectly related to the occurrence of wave breaking. Long-wave mechanisms are 
therefore not excluded here (eg. bound long waves can be released in the surfzone by 
the breaking of the short waves). 

The suggested mechanism for the systematic decay of the outer bar could not 
directly be verified with field observations. The currently existing bathymetric surveys 
in the studied area are to widely spaced in time to pinpoint the hydrodynamic condi- 
tions responsible for the observed (net) changes in the outer bar topography. The 
relatively wide spacing of the surveys is due to the fact that ships can only survey the 
nearshore bathymetry during relatively calm conditions, and consequently cannot 
survey during the conditions that are hypothesized to be important for the behaviour of 
the outer bar. Remote-sensing systems like the video-monitoring system introduced by 
Lippmann and Holman (1989) might be a valuable tool for obtaining the required high 
resolution morphologic information during the more severe wave conditions. 

To conclude, the presented conceptual model for the systematic offshore decay 
of breaker bars seems viable. However, the results presented in this paper are 
considered to be supporting evidence for the hypothesis rather than a real proof of it. 
For a more rigourous verification of the conceptual model field observations are 
needed of the process of bar decay itself. 



OFFSHORE DECAY OF BREAKER BARS 3613 

ACKNOWLEDGEMENTS 

This paper is based on work in the PACE-project, in the framework of the 
EU-sponsored Marine Science and Technology Programme (MAST-III), under 
contract number MAS3-CT95-0002. The work was co-sponsored by the Andrew 
Mellon Foundation. 

The Rijkswaterstaat (Dutch Ministry of Transport, Public Works and Water 
Management) is thanked for providing the wave climate data and the bathymetry data. 

REFERENCES 

Bakker, W.T., and H.J. De Vroeg, 1988. Is de kust veilig? Analyse van het gedrag 
van de Hollandse kust in de laatste 20 jaar. Nota GWAO 88.017, Rijkswaterstaat, 
Den Haag, The Netherlands, 42 p. 

Edelman, T.,   1974,  Bijdrage tot de historische geografie van de Nederalndse 
kuststrook. Rijkswaterstaat / Directie Waterhuishouding en Waterbeweging, Den 
Haag, The Netherlands, 84 p. 

Hoekstra, P., K.T. Houwman, A.Kroon, P. van Vessem, and B.G. Ruessink, 1994. 
The Nourtec experiment of Terschelling:  process-oriented monitoring   of  a 
shoreface   nourishment   (1993-1996).   Proceedings   Coastal   Dynamics   '94, 
Barcelona, ASCE: 402-416. 

Lippmann, T.C., and R.A. Holman, 1989. Quantification of sand bar morphology: a 
video technique based on wave dissipation. Journal of Geophysical Research 94 
(Cl): 995-1011. 

Lippmann, T.C., R.A. Holman, and K.K. Hathaway, 1993. Episodic, nonstationary 
behaviour of a double bar system at Duck, North Carolina, U.S.A.,  1986-1991. 
Journal of Coastal Research 15 Special Issue: 49-75. 

Roelvink, J.A., Th.J.G.P. Meijer, K. Houwman, R. Bakker, and R.Spanhoff, 1995. 
Field validation and application of a coastal profile model. Proceedings Coastal 
Dynamics '95, Gdansk, ASCE: 818-828. 

Ruessink, B.G. and A. Kroon, 1994. The behaviour of a multiple bar system in the 
nearshore zone of Terschelling, the Netherlands: 1965-1993. Marine Geology 
121: 187-197. 

Van Rijn, L.C. and K.M. Wijnberg, 1996. One-dimensional modelling of individual 
waves and wave-induced longshore currents in the surf zone. Coastal Engineering 
28: 121-146. 

Wijnberg, K.M.,  1995. Morphologic behaviour of a barred caost over a period of 
decades.   PhD   thesis   Utrecht   University,   The   Netherlands.   Netherlands 
Geographical Studies 195, KNAG, 245 p. 

Wijnberg, K.M., in prep. Long term behaviour of multiple breaker bar systems along 
the Holland coast. 

Wijnberg, K.M.,   and J.H.J.   Terwindt,  1995.  Extracting decadal morphological 
behaviour from high-resolution, long-term bathymetric surveys along the Holland 
coast using eigenfunction analysis. Marine Geology 126: 301-330. 



CHAPTER 279 

LONGSHORE BED-LOAD TRANSPORT 

Jesper S. Damgaard x and Richard L. Soulsby l 

Abstract. 

An analytical formula for longshore bed-load sediment transport is derived. The 
derivation is based on sediment physics and the formula is therefore less dependent 
on calibration. The formula is compared to the CERC formula, a numerical model 
and field data. 

1    Introduction. 

Around the UK coastline shingle and gravel beaches are common and considerable 
resources are spent on preserving and/or predicting the behavior of these beaches. 
Therefore, it is important for coastal engineers to have an easily applicable tool 
with which to predict the littoral drift of sediments consisting of larger grain sizes. 

The most widely used longshore sediment transport formula is probably the 
CERC -formula (Coastal Engineering Research Center, 1977) which is based on 
the concept that the longshore sediment transport rate is dependent on the long- 
shore component of wave energy flux Eb(Cg)bCOs(at,)sm(ai,), where subscript 'b' 
denotes values at the breaking point, E is the wave energy, Cg is the group 
velocity and a is the angle of wave incidence. There exist numerous extensions 
and variations of the CERC formula. Despite its popularity there are three major 
shortcomings of this type of formulae: i) it relies heavily on calibration, ii) it does 
not contain a threshold term, iii) it contains no dependence on grain or beach 
properties. The necessity of a calibration limits the predictive quality of the for- 
mula. Furthermore the calibrations of CERC type formulae are often performed 
using field data sets with different levels of variance within those data sets and 
with considerable systematic errors (Greer and Madsen, 1978). The inclusion of 
a threshold term is especially important for the determination of transport rates 
for large grain size sediments, as will be shown in the present paper. 

Marine Sediments Group, HR Wallingford Ltd.,Wallingford, Oxon OX10 8BA, UK. 
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2    The present study 

It is the purpose of the present study to derive an analytical cross-shore integrated 
bed-load transport formula. The derivation is based on a bed-load transport 
formula for combined waves and currents developed by Soulsby (1996), which 
relates the wave-averaged value {...) of the non-dimensional bed-load transport 
rate vector $ 

* = -=£_ (1) 

to the non-dimensional bottom shear-stress vector due to skin friction induced 
by waves plus currents (Shields parameter) 9 

(2) 
pg(s - l)d 

where qt, is the volumetric bed-load transport rate per unit width and time, s 
is the relative density of the sediment, g is the acceleration of gravity, d is the 
grain size and T'b is the skin friction at the bed. The bed-load transport formula 
is based on a separation of the shear stress vector into a mean and an oscillatory 
part: 

9{wt) = 9m + 9w cos(cjt) (3) 

where u> is the frequency of the incoming waves. The coordinate system (x, y) is 
chosen such that 6m is parallel to the x-axis (see figure 1). 

The formula has been extended to cover asymmetric waves (Damgaard et 
al, 1996) but since the asymmetry will have no significant impact on long-shore 
sediment transport calculations all higher order harmonics are set to zero for the 
present application. The bed-load transport formula of Soulsby (1996) reads: 

<*> = ( tl ) (4) 
with the components given as 

$x   =   sign^, $s2} max-ffc.,!, I^l} (5) 

,    _ J  \2\[Qm{Qm — 6cr)   for 6m > 9cr . > 
xl ~ 1 0 for 9m < 9cr 

W 

$x2 = 12(0.95 + 0.19 cos 2y)9mSf9w (7) 

_    12(0.19flro%sin2y) 
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//////////// 
SHORELINE 

WAVES 

Figure 1: Definitions. 

subject to the threshold condition 

$x = $y = 0 for 9max < 6cr (9) 

where <p is the angle between 6m and 9W and 9max is the maximum Shields pa- 
rameter for waves + currents within a wave cycle. Current dominated conditions 
correspond to $>x\ and wave-dominated conditions to <3>X2- The threshold con- 
dition is necessary as no threshold term appears explicitly in the formula for 
$X2- It is important to note the fact that the formula is based on dimensionless 
parameters which makes it applicable to model as well as prototype scale. 

The procedure of derivation for the analytical formula is as follows: Approx- 
imate expressions for the mean bottom shear-stresses, required as input to the 
bed-load transport formula are derived directly from the depth-integrated mo- 
mentum equation. This avoids the need to calculate the speed of the longshore 
current. In order to solve the momentum equation analytically a number of as- 
sumptions have been made. 

(i)   The ratio of wave-height, Ht, and water depth, hi,, at the breaker point is 
constant, H/,/ht, = jb = 0.8. 

(ii) After breaking the 1 decays linearly, so that H = jbh. 
(iii) No further refraction takes place beyond the breaking point, i.e. the angle 

of wave incidence, a, is constant in the surf zone, a{y) = ab. 
(iv) All waves break at the same location. 
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(v)  Shallow-water linear wave theory is used in the surf zone, 
(vi) The effect of a lateral bed slope on the sediment transport is neglected, 
(vii) The effect of cross^shore currents (e.g. undertow) on the longshore transport 
is neglected. 

Furthermore the variation in mean water level (set-down and set-up) is ignored 
and the beach is assumed to be plane with a constant slope, tanp. Ignoring the 
lateral transfer of turbulent momentum the depth-integrated momentum equa- 
tion for a longshore uniform beach reduces to a balance between the cross-shore 
gradient of the shear component of the radiation stress and the bottom friction: 

i^—•* <10) 

where Sxy is the shear component of the radiation stress and rbtX is the x- 
component of the bed shear stress. The (x, y)-coordinate system used here is 
chosen such that the rc-axis is parallel to the coast, and y is directed on-shore 
with origin shoreward of the breaker line. The relation between cp and ab is 
<p = | — ab. The radiation stress can be expressed in terms of the momentum 
flux, Fm, in the direction of wave propagation: 

Sxy = Fm cos(a) sin(a) (11) 

in which a is the angle of wave incidence and Fm is determined according to linear 
wave theory as: 

Fm = ±pgH2 (12) 

Combining equations (10), (11) and (12) yields an expression for rb 

n = ~pg^(sm(2a)H>) (13) 

According to the assumptions employed regarding refraction and wave height 
decay, (13) reduces to: 

1 flH 
U   =   -—pgsm{2ab)2H— 

=   ^pgHsm{2ab)tan/3 (14) 
8 

in which h is the depth and jb is the constant ratio between wave height and 
depth in the surf zone. Thus the shore parallel component of the mean Shields 
parameter can be expressed as: 

_ -ybH sm(2ab)tan/3 
"m>x ~        8(s - l)d ( 5j 

The amplitude of the oscillatory component of the bottom friction is calculated 
using a quadratic friction law 

TW = xPfwUl (16) 
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where fw is the wave friction coefficient. The wave orbital velocity is estimated 
using shallow water linear wave theory i.e. tt<l, c = \[gh: 

U    =   ^     1 

T smh{kh) 

-   \flH = \^I (17) 

where T is wave period and k is the wavenumber. Two different friction factors 
were used. For rough turbulent flows Soulsby (1994) obtained an expression for 
the wave friction factor fWtT based on the analysis of a large data set: 

Jw,r   ~   i.oy I 
\z0; 

UWT 

~   {QlbHY1'^- (18) 

in which A is the amplitude of the near bed orbital motion, and the roughness 
length ZQ = d/12. The above equation is valid for weak sediment motion or 
immobile beds. For sheet flow conditions (9 > say 1) Wilson (1989) derived a 
friction coefficient, fw>sf- 

I       A       \2/5 

~   0.0655 (?!£-\      (7r(s - 1)T)"2/5 (19) 

The actual friction coefficient for a particular wave condition was taken as the 
maximum of fw>r or fWtSf- In accord with experimental observations (Simons et 
ai, 1994), the friction factor for the waves is not enhanced by the presence of a 
near-normal incidence current. 

The oscillatory component of the Shields parameter can be expressed using 
equations (2), (16), (17) and (18) and (19) respectively 

*"' ~ X5     (s-i)Vdr (20) 

and 

eWtSf   =   8.187-10-V1/5W5-l)T)-2/5||^ (21) 

Now the current-dominated case of the dimensionless bed-load transport rate is 
calculated by inserting equation (15) into equation (6) 

**i = 0-530 yl^^j     (sin(2«o) - 9*cr) Vising (22) 
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where 

8(s-l)d 
cr~   cr

76fftan/? 
(23) 

and the wave-dominated case (subject to flow regime) is determined by inserting 
equation (15) and (20) or (21) into equation (7) 

•*, = (0.»2 + 0.120c„(2v))i^l^») 

or 

$x2,sf = (0.129 + 0.0259 cos(2<£>)) 
(76iJ

r)8/5tan/3sin(2a6) 
5l/10d3/2(WT)V5(S - l)i7/io 

(24) 

(25) 

In order to transform to a bulk transport formula, equations (22), (24) and (25) 
are integrated across the surf zone, using assumptions (i) and (ii) above: 

f r° 1 -1      f° 
/ §xdy=      $x ITTII   dH= -/ 

./surf zone J m     dH/dv 7i> tan a JH 
$T.dH (26) 

/surf zone        "      JHb     dH/dy % tan /? •/#,, 

The cross-shore integrated volumetric sediment transport rate Q'bl [m3/s] is given 
as 

./surf zone 
(27) 

and the resulting analytical formula for Qbj is expressed as a combination of a 
current dominated transport {Qx\) and a wave dominated transport {QX2)'- 

Q'u = 

tyx 

sign{a6}max{|<5xl|, \Qx2, |} 

'(, tan (5i 

for sin(2o;6) < \6\ 

(28) 

' 0.21Vg76tan^f (s.n(2at) _ f^ 0—(^yj 

for sin(2a6) > §<?*r     (29) 

Qx2     —     ' 

„3/8J1/4   3/8„19/8 
(0.25 + 0.051 cos(2^))g  yi/4>_i}     sin(2^) 

for fw,r/fw,tf > 1 

„2/5   3/5„13/5 
(0.050 + 0.010 cos(2y>)) (/T)1/^ _"1)6/5 sin(2at) 

for fw,r/fw,sf < 1 

(30) 
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subject to the threshold condition 

Q'H = 0 for 9max < 6cr (31) 

where 

Omax = \J(0m + dw cos ipf + (Qw sin cp)2 (32) 

In general the current dominated term, Qx\, is used for large wave heights, 
small grain sizes and large beach slopes. In most cases fw>r > fw,sf. This is 
especially true for larger grain sizes which are rarely transported as sheet flow. 
A study of a field data set with approximately 25000 wave conditions sampled 
throughout a 4 year period (see section 4) showed that Qx\ was applied for ap- 
proximately 60 % of the wave conditions, Qx2 with fWiT for the remaining 40 % of 
the conditions and Qxi with fWtSf was not applied at all for that particular data 
set. 

3    Comparison with the CERC formula. 

The CERC-formula is probably the most widely used longshore sediment trans- 
port formula. In the course of the time since the CERC-formula was derived, 
several 'mutations' have emerged; only some of them will be mentioned here. Van 
Hijum and Pilarczyk (1982) analysed laboratory experiments on shingle transport 
and, using dimensional analysis, came up with an expression for littoral shingle 
drift. Their expression did contain a threshold term. Bailard (1987) derived an 
energetics based sediment transport formula which had the ratio of amplitude 
of orbital velocity to fall velocity of the sediment as an additional parameter. 
Kamphuis (1991) derived a longshore sediment transport formula based on di- 
mensional analysis. The formula was calibrated using laboratory results obtained 
by Kamphuis and co-workers at Queens University. The drawback of these for- 
mulations is that they are not founded on sediment transport physics but on a 
relation between overall dissipation of wave energy and transport of sediments in 
a heuristic way. 

Since the present formula (equations (28) to (32)) claims to be an improvement 
compared to the CERC- formula it is relevant to compare them. Using linear 
shallow-water wave theory and a constant breaking criterion the CERC-formula 
can be written as 

5 

n KCERC  [JHZ sin(2afe) . 
QcERC = —TZ—A ~, rr— {o6) 

16    Y 76     [s-1) 

in which QCERC is the longshore sediment transport rate in solid volume per 
second. The constant KCERC is equal to 0.77 for regular waves and for irregular 
waves with H = Hrms. Figure 2 shows a comparison between the analytical model 
(equations (28) to (32)) and the CERC formula (equation (33)). Figures 2(a) to 
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2(e) depicts the respective values of the littoral drift for the parameter range of 
the governing variables. The basic values of the parameters are: Hi, = 2.0m, 
T = 5s, d50 = 2.0mm, tanfi = 1/50, ab = 45 and 9cr = 0.05. Each plot uses 
mainly the basic values, and varies the values of two parameters over a range. 
The parameter ranges are supposed to represent realistic values plus a bit more 
at each end of the range. Figure 2(f) shows a direct comparison between the 
analytical model and the CERC formula. The new method follows a broadly 
similar pattern to the CERC formula, but differs by up to a factor of 3 (generally 
smaller), depending on the value of T, d50, tan/3, and a. 

One of the shortcomings of the CERC formula is its lack of a grain size 
dependency. The sediment transport rate might actually not be to sensitive to 
modest changes in grain size but since the grain size on natural beaches can easily 
vary by two orders of magnitude (from fine sand ^ 100//m to gravel ~ 10mm) 
the grain size dependency can be important. Thus, when it is taken into account 
that the CERC formula was calibrated using data from sandy beaches with values 
of d5Q less than 500/^m, it is not surprising that it does not perform well for large 
grain sizes. For use on shingle or gravel beaches it is customary to multiply the 
CERC formula with a factor ~ ^ (see Brampton and Motyka, 1984) however, it 
is not clear what the procedure is for grain sizes in the intermediate range and this 
highlights one of the shortcomings of the CERC formula viz. the CERC-constant 
is not constant throughout the range of naturally existent grain sizes. 

4    Comparison with data. 

In order to quantify the deviation caused by the hydrodynamic assumptions em- 
ployed, the results of the analytical formula were compared to the results of a 
numerical profile model using a state-of-the-art hydrodynamic module to propa- 
gate the waves inshore and calculate the bed shear-stress distribution (Southgate 
and Nairn, 1993). Bed-load transport was predicted by the formula of Soulsby 
(1996) given by equations (4) to (9) at a number of grid points across the pro- 
file and then cross-shore integrated numerically. The field data were provided 
by an extensive field observation programme of shingle beach re-nourishment at 
Seaford Beach on the south coast of England including more than three years of 
wave and sediment data. The wave data were obtained by a 0 located offshore 
at 10 m depth. Data were sampled every third hour and from the spectra the 
significant wave height, Hs = \/2Hrms, the peak period, Tp, and the direction, a, 
were derived. For the analytical model and the CERC formula, the waves were 
propagated to the breaking point using Snel's law. Shingle transport volumes 
were determined through analysis of the beach profile surveys taken every 2-3 
months during the period in question, at transects positioned along the beach at 
approximately 100m intervals. The results of the comparison are shown in figure 
3, for the analytical model (equations (28) to (32), the numerical model and the 
CERC formula. The full numerical model in conjunction with the bed-load trans- 
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Figure 3: Comparison between the CERC formula, the numerical model, and the 
analytical model (equations (28) to (32)) for the Seaford data. 

port formula gave relatively good results: it predicted the littoral drift within a 
factor 3, whereas the analytical model consistently over predicted by a factor 12, 
and the CERC formula over predicted by a factor 20. The fact that the hydro- 
dynamically more advanced numerical model performed better was taken as an 
expression of the relevance of the sediment transport formulation and the factor 
12 was interpreted as a quantitative representation of the errors made in applying 
the before mentioned hydrodynamic assumptions to the analytical model. The 
formula has therefore been corrected through dividing by this constant factor. 
Thus the corrected analytical formula gives the longshore transport rate, Qi,ti, as 
Qb,i = 12Qw with Q'bl given by equations (28) to (32). 

The existence of a threshold term is very important particularly for larger 
grain sizes. The study of the Seaford data showed that a decrease in 0cr from 
0.05 to zero, increased the shingle transport by a factor 3. 

The corrected analytical formula has been applied to a number of shingle 
field and laboratory data sets: Van Hijum and Pilarczyk (1982) did laboratory 
experiments at Delft Hydraulics (DH) with shingle transport under the action 
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Figure 4: Comparison of the corrected analytical formula with existing field and 
laboratory data. 

of regular and irregular waves, Chadwick (1989) collected field data of longshore 
shingle transport near Brighton, UK, and Coates (1994) did physical model stud- 
ies of shingle transport at HR Wallingford. The results are shown in figure 4: 
Most transport rates are predicted within a factor 2 and all data sets are pre- 
dicted within a factor 10. 

5    Conclusions. 

An analytical longshore bed-load transport formula has been developed from a 
bed-load transport formula developed at HR. Thus, the analytical formula is 
based on sediment transport physics and has been verified against a state-of- 
the-art numerical model and field data. This indicated the need to introduce a 
correction factor arising from grossly simplified assumptions about the hydrody- 
namics in the analytical model. 

A major improvement on the CERC formula is dependencies on the grain 
size, beach slope and wave period, and the inclusion of a threshold term, which 
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has proven to be very important for the quantitative prediction of littoral shingle 
drift. 
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CHAPTER 280 

Design Capacity of a Longshore Current Recirculation System 
for a Longshore Sediment Transport Laboratory Facility 

David G. Hamilton1, Julie D. Rosati2, Jimmy E. Fowler2, and Jane M. Smith2 

ABSTRACT 
A new longshore sediment transport laboratory facility for conducting three-dimensional moveable-bed 
experiments is being developed by the U.S. Army Engineer Waterways Experiment Station, Coastal 
and Hydraulics Laboratory. This paper focuses on the problem of designing the pumping capacity for 
an external longshore current recirculation system, designed to minimize adverse laboratory effects 
created by the updrift and downdrift lateral boundaries of the new facility. A review of longshore 
current recirculation systems used in other laboratory facilities is presented. The numerical model 
NMLONG is used to predict the magnitude and cross-shore distribution of the wave-driven longshore 
current that will be generated during experiments in the new facility. This paper concludes with a 
performance curve that defines the required pumping capacity of each of the individual pumps in the 
longshore current recirculation system. 

1. INTRODUCTION 
In performing its mission to maintain navigable waterways along U.S. coasts, the U.S. Army 
Corps of Engineers (USACE) regularly applies analytical and numerical models to estimate 
the total longshore sediment transport (LST) rate. Accurate prediction of LST rate is 
essential when predicting beach response in the vicinity of coastal structures, designing 
artificial beach nourishment projects, and approximating sedimentation rates in navigation 
channels. For design applications with adequate field measurements, the commonly used 
CERC formula (Shore Protection Manual, 1984) can be calibrated and applied to estimate 
total LST rates with reasonable confidence. However, for design applications without 
calibration data, the CERC formula provides only order-of-magnitude accuracy. 

The present work is part of a research program intended to improve the USACE's 
capabilities to predict local and total LST rates and to evaluate errors associated with these 
predictions. The first goal of this research is to develop a world-class Longshore Sediment 
Transport Facility (LSTF) for conducting three-dimensional moveable-bed experiments. 
The LSTF will simulate nearshore hydrodynamic and sediment transport processes at a 
relatively large geometric scale. Further information on the objectives of this research 
program and general planning and design considerations for this new laboratory facility can 
be found in Rosati et al. (1995). 

1 Coastal Engineer, C5-310 Cain Ridge Rd., Vicksburg, Mississippi, USA, 39180, 
Tel: 601 634-3029, Fax: 601 634-4314, Email: D.Hamilton@CERC.WES.ARMY.MIL 

2 Research Hydraulic Engineer, USAE Waterways Experiment Station, Coastal and Hydraulic Laboratory, 
3909 Halls Ferry Road, Vicksburg, Mississippi, USA, 39180-6199 
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This paper focuses on the problem of calculating the required pumping capacity of a 
longshore current (LSC) recirculation system being designed to minimize the adverse 
laboratory effects created by the updrift and downdrift lateral boundaries of the LSTF. 

The following sections review other LSC recirculation systems, provide a brief description 
of the LSTF, and discuss results obtained using the numerical model NMLONG to estimate 
the magnitude and cross-shore distribution of LSC that will be generated in the LSTF. 
Subsequent sections discuss limitations of the numerical analysis and other design 
parameters required to determine the design capacity of the LSC recirculation system. The 
final section provides a performance curve that defines the required pumping capacity for 
each of the individual pumps in the LSC recirculation system. 

2. REVIEW OF OTHER LSC RECIRCULATION SYSTEMS 
Early longshore current laboratory experiments were conducted without a LSC recirculation 
system that would have minimized the adverse laboratory effects created by the updrift and 
downdrift boundaries of each facility. Putman, Munk and Taylor (1949) used the sidewalls 
of the tank as wave guides to train the waves onto the beach. The LSC generated on the 
beach became part of the internal circulation pattern in the wave basin, which is considerably 
different then the situation on a long straight coast. Brebner and Kamphuis (1963) 
terminated the wave guides near the break point allowing the LSC to passively enter and 
exit the beach. Galvin and Eagleson (1965) and Mizuguchi and Horikawa (1978) 
terminated the downdrift wave guide at the break point, and completely closed the updrift 
wave guide. Apparently the longshore flux, in both of these experiments, was entering the 
test area underneath the wave generator, which would cause a non-uniform LSC distribution 
along the beach. Galvin and Eagleson (1965) were the first to measure the cross-shore 
distribution of LSC at several transects along the beach. Their data revealed the adverse 
effects created by the updrift and downdrift boundaries of the facility, in that the LSC was 
not able to reach its equilibrium magnitude and cross-shore distribution. 

Visser (1982) conducted what appears to be the most detailed LSC experiments conducted 
to date. The wave basin was relatively large with a beach length between the wave guides 
of approximately 20 m. Visser's experiments were the first to use a LSC recirculation 
system to recirculate water from the downdrift to the updrift end of the beach. For most 
of Visser's experiments, the cross-shore distribution at the updrift boundary was controlled 
using 12 flow channels and control gates. Each flow channel was 0.2 and 0.4 m wide for 
tests with beach slopes of 1:10 and 1:20, respectively. Visser found it impossible to 
optimize the recirculation procedure from measurements of the mean water level in the 
longshore direction. He developed an alternative method where the optimum rate of 
external recirculation was determined by minimizing the internal circulation between the 
wave guides. 

Simons et al. (1995) described some of the evaluation tests conducted in the recently 
developed Coastal Research Facility at HR Wallingford, in the United Kingdom. This 
facility was constructed in a large wave basin (27 x 54 m) and has a 36-m long directional 
wave generator. The most impressive component of the facility is the LSC recirculation 
system that has 4 independent reversible axial flow pumps with a total pumping capacity of 
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1.2 m3/s. Currents are introduced into the basin at the updrift boundary through 40 flow 
channels, each controlled by its own undershoot weir, with a matching set of flow channels 
at the downdrift end of the facility. All of the flow channels are 0.5 m in width and the 
fixed-bed beach has a slope of 1:20. This system allows the wave-driven LSC to be 
externally recirculated to establish longshore uniformity of waves and wave-driven currents. 
Some technical specifications on the facility were found in HR Wallingford (1994). 

3. PHYSICAL DESCRIPTION OF THE NEW LABORATORY FACILITY 
The LSTF occupies a 30-m cross-shore by 50-m longshore by 1.4 m deep wave basin 
(Figure 1). Monochromatic and random waves can be generated with four digitally 
controlled, piston-type, servo-electric wave generators. The wave generators are 
synchronized to create unidirectional long-crested waves up to 0.5 m in height for wave 
periods up to 3.0 s, and can be oriented at various angles ranging from 0 to 20 deg with 
respect to shore normal. For oblique angles of wave attack, the wave generators are phase- 
shifted to maximize the cross-shore dimension of the testing area. End-baffles, located 
between two adjacent wave boards, are used to guide the waves and prevent the formation 
of spurious waves caused from wave diffraction from the ends of each wave board and from 
wave energy reflected from the wave absorber located behind the wave generators. Wave 
guides that follow the refracted wave ray will be designed to facilitate current and sediment 
input and output at the lateral boundaries of the beach. Wave, current, and bathymetric data 
will be collected using a suite of sensors located on a custom-designed instrumentation 
bridge, as described by Rosati et al. (1995). 

Figure 1: Plan View of the Longshore Sediment Transport Facility 

The fixed-bed (concrete) beach has a longshore dimension of 30 m and a cross-shore 
dimension of 21 m, and was accurately constructed (tolerance of ± 2.0 mm) with parallel 
contours. The main section of the concrete beach has a constant slope of 1:30, and the toe 
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of the beach slopes down to the basin floor at a slope of 1:18. During future LST 
experiments, a 0.3 m thick moveable-bed of quartz sand will be placed on top of the fixed- 
bed beach and will extend 18.0 m offshore (see toe of moveable-bed beach in Figure 1). 
The toe of the beach will taper down to the basin floor at a slope of 1:6.5. 

A LSC recirculation system is being designed to minimize the adverse laboratory effects 
resulting from the updrift and downdrift boundaries, and to maximize the length of beach 
over which longshore uniformity of waves and wave-driven currents exist in the facility. 
A LSC recirculation system creates a closed-loop system that continuously recirculates LSC 
from the downdrift to the updrift lateral boundary of the beach, while waves are being 
generated. As shown in Figure 1, the LSC recirculation system will extend 18.0 m offshore 
corresponding to the offshore limit of the moveable-bed beach which will be constructed for 
future LST experiments. A series of pumps will be located at the downdrift end of the 
facility and will recirculate the wave-driven LSC back to the updrift end of the facility 
through a series of pipes. 

4. NUMERICAL SIMULATIONS OF LSC 
The first part of this section provides a description of the numerical model used to estimate 
the magnitude and cross-shore distribution of the longshore current that will be generated 
in the LSTF. Subsequent sections describe the setup of the numerical model, validate the 
results obtained from the numerical model with dye measurements in the LSTF, and show 
the influence of wave height, period and direction on the estimated magnitude and cross- 
shore distribution of the longshore current. 

4.1 Description of the Numerical Model 

Kraus and Larson's (1991) numerical model NMLONG (Numerical Model of the 
LONGshore current) was used to estimate the wave-driven longshore current in the LSTF. 
NMLONG is a PC-based model that calculates wave transformation, mean water surface 
elevation, and longshore current for a 1-D cross-section of beach. The major assumptions 
in NMLONG are longshore homogeneity and linear wave theory. 

Wave transformation in NMLONG includes shoaling, refraction, breaking with energy 
dissipation, and wave reformation. Random wave transformation is simulated by assuming 
a Rayleigh distribution of wave heights offshore (waves are assumed to be narrow banded 
in frequency and direction, so randomness enters only in variability in wave height). 
NMLONG randomly selects wave heights from the Rayleigh distribution and transforms 
them as individual waves. The individual wave heights are used to calculate root-mean- 
square wave height at each point across the profile. This approach neglects wave-wave 
interactions. The mean water surface elevation (setup and setdown) produced by waves is 
calculated from the cross-shore momentum balance. The wave forcing (radiation stress) is 
calculated from linear wave theory. 

Wave-driven longshore current is calculated from the longshore momentum balance. The 
model includes wave forcing (gradients in radiation stress), lateral mixing, and bottom 
friction. Lateral mixing is modeled with an eddy viscosity approach. Bottom friction is 
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nonlinear (in the unknown current velocity) and requires time-averaging of nonlinear terms 
over the wave period. The offshore boundary condition for the current is zero wave-driven 
velocity. For random wave simulation, longshore currents from individual waves are 
averaged at each profile point. 

Using the data from Visser (1982), Kraus and Larson (1991) illustrated that NMLONG can 
be calibrated to reproduce the LSC measured in the laboratory with reasonable success. In 
particular, the magnitude and cross-shore location of the peak of the LSC distribution was 
reproduced with reasonable accuracy. This suggests that NMLONG can be used to provide 
a reasonable estimate of the magnitude and cross-shore distribution of LSC that can be 
generated in the LSTF. However, in the Visser cases, NMLONG predicted that the 
magnitude of the offshore tail of the LSC distribution was higher than measured by Visser, 
even after the numerical model had been calibrated. 

4.2 Numerical Model Setup 

NMLONG requires the following input parameters: offshore wave height, period, and 
direction, specification of regular or random waves, offshore water depth, and beach profile 
elevation relative to mean water level. Random waves are characterized in NMLONG using 
the root-mean-square wave height, FL^. Values of H^ were converted to significant wave 
height, H assuming Hs = 1.414 x H^,. Nonlinear bottom friction with a friction coefficient 
equal to 0.01 was used in the LSTF simulations. For one wave condition, the sensitivity of 
results to this value was evaluated by reducing and increasing the coefficient to 0.005 and 
0.02, respectively. All other empirical parameters were set to the default values: incipient 
breaking-wave-height-to-water-depth-ratio equal to 0.8, stable wave-height-to-water-depth- 
ratio equal to 0.4, energy flux dissipation rate equal to 0.15, and lateral mixing coefficient 
equal to 0.3. 

NMLONG was set up to calculate the depth-averaged LSC velocities at each cell spaced 
1 m across the beach profile. These depth-averaged velocities were multiplied by the 
corresponding mean water depth and integrated across the entire profile to estimate the total 
longshore volume flux for each wave condition. 

Two series of numerical simulations were conducted to represent two different experimental 
configurations planned for the LSTF. The first series was conducted with an offshore water 
depth equal to 0.6 m and represents the configuration that will be used in the LSTF during 
the hydrodynamic testing phase. The second series was conducted with a water depth equal 
to 0.9 m and represents the configuration that will be used for the moveable-bed LST 
experiments. In this configuration a 0.3 m thick uniform layer of sand will be placed on top 
of the existing concrete beach. Increasing the water level from 0.6 to 0.9 m translates the 
shoreline directly upwards (i.e., there is no cross-shore translation of the nearshore zone). 
However, the resulting magnitude and cross-shore distribution of the LSC is slightly 
different for the two different configurations, due to the slight difference in wave 
transformation caused by the steeper toe of the beach in the case with the moveable-bed. 
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Numerical simulations in both test series covered the following range of hydrodynamic 
conditions: significant wave height, Hs = 0.1 to 0.4 m, peak wave period, Tp = 1.0 to 2.5 s, 
and angle of wave incidence, 0 = 5 to 20 deg relative to shore normal. For these test 
conditions total longshore volume flux ranged from 0.04 m3/s for H, = 0.1m, Tp = 2.5s, and 
0 = 20 deg to 1.3 m3/s for Hs = 0.4 m, Tp = 2.5 s, and 0 = 20 deg. 

The sensitivity of the bottom friction coefficient was evaluated for a relatively energetic 
wave condition; namely Hs = 0.3 m, T, = 2.5 s and 0 = 20 deg. The bottom friction 
coefficient was varied over a range of two times the default value of 0.01 (i.e., from 0.005 
to 0.02). Results obtained using the lower friction coefficient (0.005) resulted in a total 
longshore volume flux of 1.1 and 1.2 m'/s for the 0.6 and 0.9 m water depth cases, 
respectively. The higher friction coefficient (0.02) reduced the total longshore volume flux 
to 0.4 m3/s for both water depth cases. Therefore, the results obtained using NMLONG to 
predict the total longshore volume flux in the LSTF are sensitive to the value of the bottom 
friction coefficient. 

4.3 Validation with Dye Measurements in the LSTF 

Preliminary estimates of the magnitude of the LSC were obtained in the LSTF by injecting 
dye into the surf zone while generating monochromatic waves. These measurements were 
then used to assess the validity of the numerical simulations. However, the following facility 
components had not been installed in the LSTF at the time these measurements were 
required: (1) lateral wave guides were not available to train the incident waves from the 
wave generators to the surf zone, (2) none of the LSC recirculation system components 
were available to minimize the laboratory effects caused by the lateral boundaries of the 
facility (i.e., pumps and flow channels), and (3) only monochromatic waves could be 
generated with the wave makers, As a result, strong adverse reflection patterns (from the 
vertical walls at the two ends of the basin) and circulation cells developed throughout the 
facility as the first 5-10 waves were generated. In addition, no flow velocity measurement 
sensors were available to accurately measure the wave driven LSC in the surf zone. 

Three conclusions were made based on these limited dye measurements. First, NMLONG 
produced reasonable estimates of the peak LSC magnitude and cross-shore location, using 
the default bottom friction coefficient of 0.01. However, insufficient data were collected 
to calibrate this coefficient. Secondly, we were unable to verify the cross-shore distribution 
of the LSC predicted using NMLONG due to the physical limitations and resulting adverse 
laboratory effects discussed above. Therefore, the default lateral mixing coefficient (0.30) 
was used. Thirdly, observations made while these dye measurements were being carried out 
strongly reinforced the expectation that a properly designed external LSC recirculation 
system would be required to maintain longshore uniformity of waves and wave-driven 
currents in the facility, especially for energetic wave conditions. 

4.4 Influence of Hydrodynamic Variables 

The influence of wave height, period and direction on the magnitude and cross-shore 
distribution of the LSC was investigated. All numerical simulations were conducted using 
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random waves. Figure 2 shows the LSC distribution for H, = 0.2, 0.3, and 0.4 m, with Tp 

= 2.5 s and 0 = 20 deg at the wave generator. Three general trends can be seen in this 
figure. First, as Hs increases, the magnitude of the LSC at the peak of the distribution 
significantly increases. The magnitude of the peak LSC equals 0.21, 0.28 and 0.36 m/s for 
H, = 0.2,0.3 and 0.4 m, respectively. This is a relative increase of approximately 30% for 
each 0.1 m increase in wave height. Secondly, the peak of the LSC distribution moves 
offshore as Hs increases, because the incident waves begin to break further offshore. 
Thirdly, the width of the LSC distribution increases as the IL. increases, since the width of 
the surf zone increases. 

0.4 • 
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X-Location (m) 

Figure 2: Influence of Significant Wave Height 

Figure 3 shows the LSC distribution for Tp = 1.0, 1.5, 2.0 and 2.5 s with l|=0.3m and 
0 = 20 deg at the wave generator. Three general trends can be seen in this figure. First, as 
Tp increases, the magnitude of the LSC at the peak of the distribution increases slightly. The 
magnitude of the peak LSC equals 0.25, 0.26, 0.27 and 0.28 m/s for Tp = 1.0, 1.5, 2.0 and 
2.5 s, respectively. This is a relative increase of only 4% for each 0.5 s increase in Tp. 
Secondly, the peak of the LSC distribution moves slightly further offshore as Tp increases, 
since the incident waves begin to break slightly further offshore. Thirdly, the width of the 
LSC distribution increases slightly as Tp increases, since the width of the surf-zone increases 
slightly. 

X-Location (m) 

Figure 3: Influence of Peak Wave Period 
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Figure 4 shows the LSC distribution for 0 = 5, 10, 15 and 20 deg with H, = 0.3 m and 
Tp = 2.5 s. Three general trends can be seen in this figure. First, as 0 increases, the 
magnitude of the LSC at the peak of the distribution significantly increases. The magnitude 
of the peak LSC equals 0.10, 0.18, 0.23 and 0.28 m/s for 0 = 5, 10, 15 and 20 deg, 
respectively. This is a relative increase of about 80%, 28%, and 22%, for each consecutive 
increase in 0. Secondly, the cross-shore location of the peak of the LSC distribution remains 
constant as 0 increases. Thirdly, the width of the LSC distribution remains reasonably 
constant as 0 increases. 

10 15 
X-Location (m) 

Figure 4: Influence of Incident Wave Direction 

In summary, increasing Hs has a strong influence on increasing the magnitude and cross- 
shore location of the peak of the LSC distribution, whereas, increasing Tp has a much milder 
effect. Increasing 0 has a very strong influence on increasing the peak magnitude, but no 
influence on the cross-shore location of the peak of the LSC distribution. 

5. DESIGN PARAMETERS FOR THE LSC RECIRCULATION SYSTEM 
The first part of this section describes the design wave condition used to determine the 
required pumping capacity of the LSC recirculation system. Subsequent sections discuss 
a factor of safety applied to the numerical modeling results, and incorporate the 
requirements of a moveable-bed beach and a variable operating water level into the design. 

5.1 Design Wave Condition 

To determine the design capacity of a LSC recirculation for the LSTF, a maximum design 
wave condition was selected. After observing the location of the break point for a number 
of different wave height and period combinations in the LSTF (and comparing these results 
with the numerical simulations), it was decided that Hs = 0.3 m and Tp = 2.5 s is probably 
the most energetic wave condition that will be generated during the moveable-bed LST 
experiments. As mentioned previously, the maximum angle of wave incidence (measured 
at the wave generators) to be tested in the LSTF is 20 deg. Therefore, the "design wave 
condition" used to determine the maximum required pumping capacity of the LSC 
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recirculation system was characterized by Hs = 0.30 m, Tp = 2.5 s and 0 = 20 deg with an 
offshore water depth of 0.9 m. This is the LSC distribution shown previously in Figure 2 
(middle curve) and Figure 3 and 4 (upper curve). Results obtained using NMLONG to 
predict the magnitude and cross-shore distribution of LSC for this "design wave condition" 
indicated a total longshore flux of 0.76 m3/s within the surf zone. 

5.2 Determining a Factor of Safety 

A factor of safety was incorporated into the design to compensate for inaccuracies in 
calculating the magnitude and cross-shore distribution of LSC that will be generated in the 
LSTF. Our concerns included: (1) having inadequate data to calibrate the bottom friction 
coefficient and the lateral mixing coefficient in the numerical model, and (2) changes in the 
bottom roughness between the initial hydrodynamic tests on a fixed-bed concrete beach and 
multiple grain sizes used for the moveable-bed beach for the LST experiments. The surface 
of the concrete beach was broom-finished to simulate the roughness of a course grained 
sand. However, because bed-forms will develop in the LST experiments it is likely that the 
moveable-bed beach will have a higher friction coefficient for a given wave condition. Due 
to these uncertainties, the magnitude of the LSC at each cross-shore location was increased 
by 10% (i.e., a Factor of Safety =1.1) for the purpose of determining the required pumping 
capacity of the LSC recirculation system. 

5.3 Allowance for Maximum Depth of Erosion of the Moveable-Bed Beach 

At this point in the design process, predictions of the LSC magnitude and cross-shore 
distribution to be generated in the LSTF are based on a 1:30 plane sloping fixed-bed beach 
having parallel contours. However, for future moveable-bed experiments in the LSTF, the 
beach profile will respond to incident wave conditions, creating a shore-parallel bar and 
trough feature near the location of initial wave breaking. Assuming longshore uniformity in 
the beach bathymetry, the capacity of the LSC recirculation system must be increased 
wherever the beach profile erodes, due to the increased longshore flux at the cross-shore 
location. For example, in the trough located shoreward of the offshore bar. 

To investigate this problem, 2-D flume tests were conducted to estimate the maximum depth 
of erosion during future moveable-bed LST experiments in the LSTF. Each test started with 
a 1:30 plane sloping sand beach, with D50 = 0.11 mm. This is the same initial beach slope 
and sediment size to be used for the fine-grained sediment test series in the LSTF. In each 
experiment, the maximum depth of erosion was located just offshore of the still-water 
shoreline. For the design wave condition the maximum depth of erosion did not exceed 
0.1 m, however, this conclusion is based on 2-D flume tests, and not 3-D tests in the LSTF. 

For design purposes, it was assumed that the entire 18-m width of the moveable-bed beach 
will erode by 0.1 m. This is a fairly crude assumption, although it is conservative in that it 
allows for the maximum scour depth to occur at any location across the beach profile. In 
particular, this is a very conservative assumption near the offshore end of the beach where 
accretion should occur (as opposed to erosion) as the offshore bar develops. However, 
future plans for the LSTF include a test with a terminal groyne located at the downdrift end 
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of the moveable-bed beach. If this physical model behaves as expected, a scour hole will 
develop at the head of the groyne and the longshore flux (shoreward of the offshore end of 
the groyne) will be deflected offshore and bypass the end of the groyne. Therefore, over 
designing the LSC recirculation system near the offshore region of the beach will give the 
system more flexibility in the future when conducting experiments with coastal structures. 

Note that this analysis assumes that the depth-averaged LSC at any cross-shore location 
does not change substantially (from the case with a plane sloping fixed-bed beach) as the 
offshore bar and trough feature develop in the moveable-bed experiments. Although this 
may not be the case, we feel that changes to the depth-averaged LSC (as the beach profile 
develops) will be relatively small since the initial beach slope is relatively gentle (1:30) and 
the total profile adjustment should be relatively small. Therefore, this assumption should 
be adequate for design purposes. 

5.4 Allowance for Variable Operating Water Levels in the Facility 

The design of the LSC recirculation system also accounted for the requirement to conduct 
experiments with variable water levels in the facility. As mentioned previously, we plan to 
conduct the majority of the moveable-bed LST experiments with an offshore water depth 
of 0.9 m. However, if we decide to increase the water level in the future, the LSC 
distribution will be translated shoreward on the beach. 

A number of physical constraints in the vertical dimension of the facility dictate that the 
maximum operating water level in the facility will not exceed 1.0 m (at least for energetic 
wave conditions). Lower water levels can be used, however, the wave generation capability 
of the wave makers will decrease with decreasing water level. Therefore, the critical design 
parameter is the maximum operating water level in the facility. The first curve in Figure 5 
shows the longshore flux distribution for the design wave condition, with an offshore water 
depth of 0.9 m. This curve includes the increased capacity required by using a factor of 
safety of 1.1 and assuming the moveable-bed erodes 0.1 m across the entire width of the 
beach. The abrupt change in cross-shore gradient at X = 18 and 21 m is caused by the 
sudden change in beach slope at these locations. The second curve was obtained by 
increasing the offshore water depth to 1.0 m, for the same design wave condition. 
Essentially, this 0.1 m increase in operating water level translates the LSC distribution 3.0 
m shoreward, because the slope of the concrete beach is 1:30. The third curve in the figure 
encompasses both the first and second curve, and represents the required pumping capacity 
of the LSC recirculation system for water levels ranging from 0.9 to 1.0 m. As shown in the 
figure, incorporating a variable water level into the design essentially broadens the width of 
the LSC distribution that needs to be recirculated within the facility. 

6. OTHER DESIGN CONSIDERATIONS 
The following sections describe uncertainties related to how far the LSC distribution extends 
offshore, the magnitude of the longshore flux of water flowing in the swash zone, and the 
issue of what percentage of the wave-driven LSC needs to be recirculated. 
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Figure 5: Influence of Offshore Water Depth 

6.1 Offshore Tail of the LSC Distribution 

Another design consideration is the possibility that a small longshore flux may exist offshore 
of the toe of the moveable-bed beach (X > 18.0 m), for very energetic wave conditions. 
Approximately 17% of the area under the curve in Figure 5 is offshore of X = 18 m, which 
is the location of the offshore end of the recirculation system, as shown in Figure 1. In 
Section 4.1, it was discussed that NMLONG may over predict how far the LSC distribution 
extends offshore. Unfortunately, this was impossible to verify due to problems encountered 
making dye measurements in the partially constructed LSTF, as discussed in Section 4.3. 
If the numerical simulations are correct, this offshore tail of the LSC distribution may cause 
adverse internal circulation patterns within the facility. 

If this problem exists in the future, there are a number of possible solutions. First, we could 
decrease the magnitude of the maximum wave condition that is generated in the facility. 
Second, we could increase the offshore water depth to 1.0 m for very energetic wave 
conditions, which would shift the LSC distribution 3.0 m shoreward. The area under the 
curve (offshore of X = 18 m) associated with an offshore water depth of 1.0 m, is only 9% 
of the total area. Third, it may be possible to oversize the furthest offshore pump, and use 
the additional capacity to recirculate some of the LSC which exists offshore of X = 18 m. 
Based on these considerations, it was decided that the LSC recirculation system would 
initially be constructed to extend offshore to X = 18.0 m. If the numerical predictions turn 
out to be correct, one or more of the options discussed above will be employed. 

6.2 Longshore Flux of Water in the Swash Zone 

Another design feature to be considered is the longshore flux of water flowing downdrift 
within the swash zone. The swash zone was defined as the area between the still-water 
shoreline and the maximum point of wave uprush, including any setup in the mean water 
level. Unfortunately, it is impossible to accurately calculate the longshore flux in the swash 
zone due to our limited understanding of swash zone processes. One of the interesting 
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results obtained from the 2-D moveable-bed tests, discussed previously in Section 5.3, is 
that the swash zone was approximately 4 m in width for the design wave condition. 
Therefore, it is believed that it will be necessary to recirculate the longshore flux in the 
swash zone, due to the physical size of the swash zone that develops at this relatively large 
geometric scale. 

Figure 5 indicates that at X = 5.0 m, the longshore flux of water will be approximately 0.045 
m3/s per meter width of beach. In addition, we know that the longshore flux of water at the 
landward boundary of the swash zone will be zero. Therefore, we can make a somewhat 
crude assumption and draw a straight line between these two points to represent the time- 
averaged longshore flux of water flowing downdrift in the swash zone. Although we expect 
the longshore flux of water to have a nonlinear distribution across the swash zone, this 
assumption provides a first-order estimate for design purposes. 

6.3 Percentage of Longshore Flux to be Externally Recirculated 

Intuitively one would expect that 100% of the longshore flux within the surf zone should 
be externally recirculated back to the updrift end of the facility with a LSC recirculation 
system. However, laboratory facilities are not ideal systems and in many cases an internal 
circulation pattern may exist, in which case it may not be necessary (or possible) to 
externally recirculate 100% of the wave-driven longshore flux without adding too much 
momentum into the system. Visser (1982) developed a method to obtain a uniform LSC 
distribution along the finite length of a straight beach in a 3-D wave basin. Visser 
determined the "proper" rate of external recirculation by adjusting the pumping rate and 
inflow distribution until the internal circulation between the wave guides was minimized. 
However, after reviewing Visser's work, Svendsen (1991) concluded that in some of 
Visser's experiments the internal circulation was still disturbingly large (as much as 40-50% 
of the wave-driven longshore flux within the surf zone), even though Visser's data indicate 
that he was able to establish a LSC distribution that was relatively uniform alongshore. 

Based on Svendsen's conclusion and the principle of continuity, Visser's external 
recirculation flow rate must have been substantially less than the total longshore flux in the 
surf zone. This indicates that it may not be necessary to recirculate 100% of the longshore 
flux in the LSTF, to obtain longshore uniformity. This problem will be investigated in the 
LSTF during the initial hydrodynamic experiments on a fixed-bed beach. However, for the 
purpose of estimating the required pumping capacity of the LSC recirculation system, it was 
prudent to assume that 100% of the longshore flux will need to be externally recirculated. 

7. DESIGN CAPACITY FOR EACH INDIVIDUAL PUMP 
The last step in this phase of the design process was to determine the design capacity of 
each of the individual pumps that make up the LSC recirculation system. Required pump 
capacity is a function of the width of the flow channels at the downdrift end of the facility, 
which is directly related to the cross-shore resolution of the LSC recirculation system. 
Intuitively, one would expect that the higher the cross-shore resolution, the longer the 
"working beach region" where longshore uniformity of waves and wave-driven LSC's exist. 
After reviewing the design of LSC recirculation systems used in other laboratory facilities 
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(see Section 2) it was decided that the flow channels at the downdrift and updrift end of the 
LSTF should be 0.75 m in width. This was a compromise between cross-shore resolution 
and the estimated cost of construction of the entire LSC recirculation system. 

Knowing the required pumping capacity of the LSC recirculation system, shown in Figure 
5 (third curve), and given a flow channel width of 0.75 m, the capacity of each individual 
pump could be readily calculated. Figure 6 shows a bar graph expressed in m3/s for every 
0.75 m of beach width, and the magnitude of each bar represents the required pumping 
capacity of each individual pump. This figure also includes the required pumping capacity 
to recirculate the longshore flux in the swash zone (see Section 6.2). Figure 6 shows 23 
pump capacities. However, to reduce the number of pumps near the shoreline, where the 
longshore flux is relatively small, one large pump will be used as opposed to four smaller 
pumps, as illustrate in Figure 1. Therefore, there will be a total of 20 pumps in the system. 

0.08 • 

6.75    2.25    375    5.25    6.75    8.25    9.75    11.25  12.75   14.25   15.75   17.25 
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X-Location (m) 

Figure 6: Design Capacity of the LSC Recirculation System 

The total design capacity of the LSC recirculation system was calculated to be 
approximately 1.25 m3/s. To put this pumping capacity into perspective, HR Wallingford 
(1994) states that the LSC recirculation system in the Coastal Research Facility has a design 
capacity of 1.2 m3/s (i.e., four axial flow pumps each with a capacity of 0.3 m3/s). The LSC 
recirculation system in the Coastal Research Facility is used to generate not only wave- 
driven LSC within the surf zone, but also tidal currents offshore of the toe of the concrete 
beach. Therefore, although the purpose of the two systems in not exactly the same, the total 
design pumping capacities are very similar. 

8. SUMMARY 
This paper documents the design process used to determine the required pumping capacity 
of an external longshore current recirculation system for the development of a longshore 
sediment transport laboratory facility. A design wave condition of FL. = 0.3 m, Tp = 2.5 s, 
and 0 = 20 deg, with an offshore water depth of 0.9 m was used to estimate the magnitude 
and cross-shore distribution of the longshore current that will be generated in the new 
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facility. By including a factor of safety and considering a number of functional design 
requirements, the total required design pumping capacity was determined to be 1.25 m3/s. 
It was estimated that twenty independent pumps and flow channels would be required to 
provide adequate cross-shore resolution for the system and to provide the required 
capability to recirculate a broad range of LSC distributions for a wide range of incident 
wave conditions, water levels and moveable-bed beach profiles. 
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CHAPTER 281 

INFLUENCE OF NEARSHORE HARDBOTTOM 
ON REGIONAL SEDIMENT TRANSPORT 

Paul C.-P. Lin, Ph.D., P.E.1 and R. Harvey Sasso, P.E.2 

ABSTRACT 

The influence of nearshore hardbottom on longshore and cross-shore sand 
movement along a 21.2 km long southeast Florida coastline is evaluated. This 
study correlates a variation of longshore sediment transport rate within the region 
with the extent of nearshore hardbottom. The nearshore sand movement within 
this region was determined based on analysis of the hydrographic survey data over 
a 15-year period. The study area includes three major beach renourishment sites, 
which were renourished a combined total of seven (7) times with 5.5 million 
cubic meters of sand. The objectives of this study are to obtain a greater 
understanding of the causes of severe beach erosion and a more accurate estimate 
of nearshore sand movement in the region, thus providing a better design tool for 
future beach nourishment projects and inlet sand bypassing practices. 

INTRODUCTION 

The area of study extends from Port Everglades Inlet in Broward County 
to Bakers Haulover Inlet in Dade County. This region of coastline encompasses 
six (6) municipalities including, from north to south, John U. Lloyd, Dania, 
Hollywood/Hallandale, Golden Beach, Sunny Isles, and Bakers Haulover Park, 
with their major beach nourishment projects illustrated in Figure 1. 

This study region is bounded by Port Everglades Inlet to the north and 
Bakers Haulover Inlet to the south. Port Everglades Inlet was opened in 1926 and 
stabilized by north and south jetties in 1931. Its 190-meter wide and 15 m deep 
inlet channel acted as a complete sand barrier and allowed no sediment bypassing 

'Senior Engineer, Coastal Systems International, Inc., 464 South Dixie Highway, 
Coral Gables, Florida 
President, Coastal Systems International, Inc. 
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across the inlet (Coastal Tech, 1994). The Bakers Haulover Inlet is a man-made 
improved inlet measuring approximately 90 m wide and 5 m deep. This Inlet was 
opened in 1925 (CP&E, 1992a). 

In the region, John U. Lloyd, Hollywood/Hallandale, and Sunny Isles have 
been periodically renourished. Some small-scale beach fill activities were also 
conducted in the Bakers Haulover Park. Meanwhile, Dania and Golden Beach 
have been accreting as a result of adjacent beach renourishment projects. The 2.4 
km beach of John U. Lloyd Park was nourished in 1977 and 1989 with placement 
of approximately 0.83 million and 0.46 million cubic meters of sand, respectively. 
An estimated 0.27, 1.5, and 0.85 million cubic meters of sand were placed along 

the 8.5 km of Hollywood/Hallandale beach in 1971, 1979 and 1991, respectively. 
A major beach nourishment project took place along the 3.9 km of Sunny Isles 
beach in 1988 with placement of 1.0 million cubic meters of sand. Other small- 
scale beach fill projects within this region were detailed in the Sunny Isles report 
(Coastal Tech, 1993). 

Extensive nearshore hardbottom was found within this study area, which 
aligned in a shore-parallel direction with an offshore distance between the 
hardbottom and shoreline increasing from north to south. Specifically, the 
nearshore hardbottom is located approximately 200 m offshore at the north end of 
the region and increases to 900 m offshore at the south end. The average width of 
the nearshore hardbottom area is 2,400 m. 

REGIONAL SEDIMENT TRANSPORT 

The overall sand movement within the study region is evaluated by 
examining volumetric changes at each DEP (formerly DNR) monument. The 
volumetric changes occurring above and below the -2 m National Geodetic 
Vertical Datum (NGVD) elevation are calculated. The depth of closure for sand 
movement in this region varies from approximately -4 m NGVD to -6 m NGVD, 
depending on the location of nearshore hardbottom. A detailed variation of 
volumetric changes along the region is illustrated in Figure 2. 

Table 1 summarizes the average and total volumetric changes within each 
coastal municipality. In general, long-term hydrographic data for two 
consecutive beach nourishment projects were used to obtain an average 
volumetric change rate after a beach renourishment project. In the area of Sunny 
Isles and Bakers Haulover Park, relatively short-term data (approximately a 
three-year time period) was used due to the lack of accurate and extensive 
hydrographic survey data. 
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TABLE 1 

VOLUMETRIC CHANGES WITHIN EACH COASTAL MUNICIPALITY 

Coastal 
Municipality 

Distance 
(km) 

Survey 
Period 

Volumetric Changes 
(c.m./m/yr) 

Total 
Volumetric 

Changes 
(c.m./yr) 

Above 
-2 m 

NGVD 

Below 
-2 m 

NGVD 
Total 

John U. Lloyd 
State Park 2.4 

1978- 
1989 -14.5 1.0 -13.5 -33,000 

Dania 

2.1 

1978- 
1993 0.8 4.3 5.1 11,000 

Hollywood/ 
Hallandale 8.5 

1979- 
1991 -8.0 4.0 -4.0 -34,000 

Golden 
Beach 1.9 

1980- 
1991 -2.3 9.5 7.2 14,000 

Sunny 
Isles 3.9 

1989- 
1991 -30.6 22.1 -8.5 -34,000 

Bakers 
Haulover 

Park 
2.4 

1989- 
1991 -8.8 14.0 5.2 13,000 

Total 21.2 — — — — -63,000 

The nourished beach at John U. Lloyd, Hollywood/Hallandale (CP&E, 
1992b) and Sunny Isles was found to be eroding at similar rates of 33,000, 
34,000 and 34,000 cubic meters per year, respectively. The erosion rate per 
meter of shoreline decreased with increasing length of the renourishment project. 
For instance, Hollywood/Hallandale, having the greatest project length of 8.5 km, 
was found to have the least erosion rate per linear meter of shoreline at 4.0 cubic 
meters per meter per year. The greatest erosion of 13.5 cubic meters per meter 
per year occurred at John U. Lloyd Park. This high erosion rate is mainly due to 
the downdrift impacts associated with Port Everglades Inlet. 
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Non-nourished areas adjacent to the renourished beaches were accreting, 
as illustrated in Table 1. Dania, Golden Beach and Bakers Haulover Park were 
accreting at a rate of 11,000, 14,000 and 13,000 cubic meters per year, 
respectively. The accretion rates in these areas were relatively uniform, ranging 
from 5.1 to 7.2 cubic meters per meter per year. 

A sediment budget, as illustrated in Figure 3, is developed for the region 
based on a known boundary condition and the results of the above volumetric 
changes. This sediment budget encompasses a region that extends beyond the 
area that is conventionally studied under inlet management plans and beach 
renourishment projects. The well-defined northern boundary condition of Port 
Everglades Inlet has improved the accuracy in the derivation of this regional 
sediment budget. A number of studies have reported that Port Everglades Inlet 
has interrupted 100 percent of longshore sediment transport and resulted in no 
sediment being naturally bypassed from north of the inlet to John U. Lloyd Park 
(COE, 1990; Coastal Tech, 1988 and 1994). 

The regional sediment budget indicates that the longshore sediment 
transport rate at the north end of the region is less than the rate at the south end. 
This is contradictory to the trend experienced along the east coast of Florida, 
where longshore sediment transport rates usually decrease toward the south. The 
wave-induced longshore transport rate is found to be 33,000 cubic meters per 
year at John U. Lloyd/Dania, as compared to 76,000 cubic meters per year at 
Sunny Isles/Bakers Haulover Park. A net southern longshore transport rate of 
77,000 cubic meters per year at Bakers Haulover Park was predicted by COE 
(1995) using the GENESIS numerical model. 

The results of volumetric changes show that beach erosion generally 
occurred above the -2 m NGVD elevation and accretion occurred below the -2 m 
NGVD. Among all the beach renourishment projects, the amount of erosion that 
occurred above -2 m NGVD elevation was greater than the accretion in the area 
below -2 m NGVD. 

Substantial beach erosion occurred above -2 m NGVD elevation in Sunny 
Isles, where a great amount of sand that was placed on the beach moved offshore. 
More substantial cross-shore sand movement occurred in Sunny Isles than that in 
other areas, as illustrated in Figure 2. This is due to the nearshore hardbottom in 
these other areas that have restricted sand movement in a cross-shore direction. 

IMPACTS OF HARDBOTTOM ON SAND MOVEMENT 

The relationship between the net longshore sediment transport rate and 
offshore location of hardbottom is presented in Figure 4. In general, the longshore 
sediment transport rate increases from north to south, as does the offshore 
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distance of hardbottom. 

Offshore wave climates along this study area are generally similar 
(Stauble, 1993). Along the north end, nearshore hardbottom has reduced wave 
energy and resulted in less longshore sand movement. In the northern half of the 
region, the hardbottom is located between 120 m and 300 m offshore, while the 
net longshore sediment transport rate ranged from 22,000 to 33,000 cubic meters 
per year. However, the hardbottom was located further offshore along the 
southern half of the area with the offshore distance between 300 m to 1,000 m, 
while the annual net longshore sediment transport rate ranged from 42,000 to 
76,000 cubic meters. 

Due to the differential sediment transport rate, there is an inherent 
sediment supply deficit within the region that would result in beach erosion. This 
may explain historically the need for beach renourishment projects for a combined 
total of 14.8 km of shoreline within the region. 

CONCLUSIONS 

The results of this study indicate that the existence of nearshore 
hardbottom has a significant impact on longshore and cross-shore sand movement 
within the region between Port Everglades and Bakers Haulover Inlet. 
Specifically, the net longshore sediment transport rate within the study area 
increased from north to south as the nearshore hardbottom aligned further offshore 
at the southern part of the area. The annual net longshore sediment transport rate 
increased from 33,000 cubic meters at John U. Lloyd State Park to 63,000 cubic 
meters at Bakers Haulover Inlet with a maximum of 76,000 cubic meters at the 
area between Sunny Isles and Bakers Haulover Park. 

The hardbottom remains relatively close to the shore at approximately 
120 m offshore at John U. Lloyd, then increases to 300 m offshore at Dania, 
Hollywood, Hallandale and Golden Beach, 600 m offshore at Sunny Isles, and 
1,000 m offshore at Bakers Haulover Park. It is evident that the longshore 
sediment transport rate increases as the protection of nearshore hardbottom is 
diminished. At the southern end of the region, the net longshore sediment rate is 
consistent with that predicted by the COE using the GENESIS numerical model 
without consideration of hardbottom effect. Hence, the offshore hardbottom at 
Sunny Isles and Bakers Haulover Park has little or no effect on reducing wave 
energy and subsequently on the sand movement. 

The effect of nearshore hardbottom on cross-shore sand movement is also 
evident. By examining the volumetric changes above and below -2.0 m NGVD as 
illustrated in Figure 2, less active offshore sand movement was observed in the 
area from John U. Lloyd to Hallandale. It suggests that the nearshore hardbottom 
may act as a perch structure preventing sand from moving offshore. 
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The use of the GENESIS numerical model to predict shoreline changes 
and sediment transport, may not provide reasonable results in regions with 
extensive nearshore hardbottom, such as occurs in southeast Florida. The effects 
of these nearshore hardbottom areas on longshore and cross-shore sand movement 
should be considered in developing a sediment budget for inlet or beach 
management plans. 
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IMPROVEMENT OF THE MOST ACCURATE LONGSHORE TRANSPORT 
FORMULA 

by 
J S Schoonees1 and A K Theron1 

ABSTRACT 
The ability to predict the longshore sediment transport rate accurately is 
essential for many coastal engineering applications. Because of the existance 
of a large number of existing longshore transport formulae, it is important to 
know which formula to use/apply. Thus, the most universally applicable 
formula was identified and tested against a comprehensive data set. This 
formula (Kamphuis formula) was also re-calibrated and guidance is given 
regarding its use. 

INTRODUCTION 
The ability to predict the time-averaged longshore sediment transport rate 
accurately is essential for the design of breakwaters at harbour entrances, 
navigation channels and their dredging requirements, beach improvement 
schemes incorporating groynes, detached breakwaters and beach fill as well 
as for the determination of the stability of inlets and estuary mouths. 

Because of the large number of existing longshore transport formula it is 
important to know which formula to apply in practice. The aim of this paper is 
therefore to identify the most universally applicable formula and to test this 
formula against a comprehensive field data database. Finally, this formula is 
re-calibrated and guidance is given regarding its use. 

The data considered in this paper are only for particulate (non-cohesive) 
sediment (including sand, gravel and shingle) being transported alongshore 
from the swash zone across the surf zone to deep water. Bulk (total rate 
calculated perpendicular to the shoreline) as well as local (at a specific point) 
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point) transport rates are considered. These bulk rates include both the 
bedload and the suspended load. Only field data are used because laboratory 
investigations often contain possible scale effects and/or use regular waves. 
Furthermore, the ultimate aim is to be able to predict longshore transport 
accurately in the field (Komar, 1988). 

It is assumed that if a longshore transport formula is capable of predicting 
transport rates accurately for the wide ranging data sets described herein, it 
can be used with reasonable confidence at similar sites to determine the long- 
term longshore sediment transport budget if representative wave and other 
input parameter data are available. It would of course be preferable to have 
site-specific calibration data before calculating average long-term transport 
rates at a specific site. 

Previous studies where longshore transport formulae have been tested against 
data include Swart (1976), Fleming etal. (1986) and Kamphuis era/. (1986). 
These studies entailed a relatively small number of formulae and limited data. 
Schoonees (1996) evaluated 52 formulae against an extensive data base. 
This paper reports some of the findings of the above-mentioned study, with 
specific regard to the Kamphuis formula (Kamphuis, 1991). 

FIELD DATA ANALYSIS 
Schoonees and Theron (1993) compiled and reviewed almost all the available 
field data on longshore transport (as recorded up to 1993). 

The data were collected at a wide variety of sites around the world, yielding a 
large number of data-points, of which 273 points give bulk transport rates. 
(This is considerably more than the 41 data points used in the Shore 
Protection Manual by US Army, Corps of Engineers, 1984). Included in the 
database are also 184 points which give local transport rates. 

A point rating system was devised whereby the quality of the data could be 
assessed. The recording method and the accuracy thereof as well as the 
representativeness of the data were taken into account. It was found that this 
evaluation was done reasonably objectively and consistently (Schoonees and 
Theron, 1993). 

According to this evaluation, the data sets were assigned to three categories, 
namely, the lower, middle and higher quality categories. Most of the data sets 
fell in the middle category which exhibited a very gradual increase in the 
overall accuracy of the data within this category. Distinguishing between 
short- and long-term bulk transport data yielded similar trends in the accuracy 
of the data. The highest score achieved in the data evaluation was only 71 %, 
thus reflecting the difficulty of measuring longshore transport accurately. 
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EVALUATION OF LONGSHORE TRANSPORT FORMULAE 
The method used in this study to evaluate the longshore transport formulae, 
was to compare the predicted longshore transport rates to the measured rates 
and to calculate the relative standard error of estimate (a). (For a definition 
of o, see Schoonees and Theron (1994)). The lower o is, the better the 
predictions by the particular formula. In addition the residuals (e, = measured 
transport rate - predicted rate) and the distribution of the discrepancy ratio 
(rd = predicted/measured rate) were also determined. (The residuals were 
plotted against the predicted rates to check whether there are systematic 
trends in the residuals - these are not shown here (Schoonees, 1996)). The 
longshore transport formulae were also tested under as many different 
conditions and at as many sites as possible. 

From the above-mentioned field data database, Data Set 1 containing 123 
points was extracted (see Schoonees and Theron, 1994 for a full description 
of Data Set 1). In Data Set 1 all the parameters required for testing the 
transport formulae are available. This same data set was used to evaluate 
existing longshore transport formulae as well as a newly derived formula 
(Schoonees, 1996) based on the applied wave power concept. 

It is important to note that the data ranges of Data Set 1 are: 

0,058 < Ht, (significant breaker height, m)      < 3,400 
2,32 < Tp (peak wave period, s) < 16,60 
0,30 < 6b (breaking wave angle, °) < 35,00 
0,007 (=1/143) < beach slope < 0,138 (=1/7,2) 
0,154 < DJO (median grain size, mm) < 15,000 
600 < S (longshore transport rate, m3/year) < 14 793 000 

From the above values it is clear that the data ranges of this data set are quite 
wide. Most conditions encountered on natural beaches are covered and the 
data were collected on beaches from a variety of sites from around the world. 
These factors give credibility to the conclusions drawn in this comparison of 
predicted versus measured transport rates. 

In total, 52 different longshore transport formulae were evaluated (Schoonees, 
1996). These formulae were classified into different categories with regard to 
the theories on which they are based. The following three formulae were 
found to be the most accurate as tested against Data Set 1: 
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Order of 
accuracy 

Name of the formula Relative 
standard error 
of estimate (a) 

Category 

1 Kamphuis(1991) 0,393 Dimensional 
analysis 

2 Van Hijum, Pilarczyk 
and Chadwick (1989) 

0,417 Energetics 
(energy flux) 

3 Van derMeer (1990) 0,447 Empirical 

These formulae are all bulk (total rate) as opposed to detailed predictors. 
Figures 1, 2 and 3 illustrate the fit of the predicted transport rates against the 
measured rates (log-log scales). 

The formulae were also ranked according to the highest percentage of 
discrepancy ratios (rd) between 0,5 and 2 (i.e. under or over prediction by a 
factor of 2; rd = 1 indicates perfect agreement). A similar ranking of the "best" 
five formulae was found. However, it was found that o provides a better way 
to judge the accuracy of a formula than using the percentage of rd between 0,5 
and 2. This is because, when applying a transport formula to determine a 
longshore transport budget at a site, a single badly predicted transport rate 
can distort the calculated budget greatly. At the same time, however, the 
above-mentioned percentage of rd can still be very high compared to o which 
would be affected greatly by a single badly predicted rate. Therefore o is a 
better yardstick. 

Dimensional analysis incorporating all relevant variables ensured that the 
Kamphuis formula contains the most important parameters. The three top 
formulae (Kamphuis; Van Hijum, Pilarczyk and Chadwick and Van der Meer) 
are relatively simple. These "simpler" methods performed well probably 
because a lower degree of inaccuracy is or can be introduced by having fewer 
(but all the most important) parameters. It is very difficult to acquire accurate 
input data; and the more parameters incorporated in a formula, the more input 
data is required (thereby potentially increasing the noise). 

It is common practice to compare the predictions from different longshore 
transport formulae when computing the annual longshore transport regime at 
a site. Swart and Fleming (1980) advocated the use of a so-called package 
deal approach. In this approach, the highest and lowest transport rates 
predicted by six formulae were ignored and the median of the remaining values 
was determined. The question then remains whether better results can be 
achieved by means of this or a related method. Three approaches were tried 
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(Schoonees, 1996). Firstly, by considering the median of the predictions by 
the five best formulae; secondly, by determining the mean of the three middle 
values after discarding the highest and lowest predictions; and thirdly, by 
computing a weighted mean transport of the five predictions. The variation in 
the transport rates predicted by the five best formulae was investigated. It was 
found (Schoonees, 1996) that these predictions are reasonably consistent; that 
is, the individual formulae do not yield excessive outliers. It can therefore be 
concluded that none of the package deal approaches yield better answers than 
the best formula (the Kamphuis method) and as such , are not worth pursuing 
if the above-mentioned five best formulae are used. The reason for this 
probably lies in the consistency (reliability) of the five best formulae. 

RECALIBRATION OF THE KAMPHUIS FORMULA 
The Kamphuis formula can be written as follows: 

(31 557 600.1.3.10-3) xKamphuis 

41 024,88 xKamphuis (A773/yr) l ' 

*«* =  M  -n\ n   ' (P/7") L°1,25 "* <tana'<)0'7S 

• (1/D5O)O25(s/n20l()
0'6 

where p = porosity 
ps = density of the sediment grains 
p = density of sea water 
L0 = deep-water wavelength 
tan ak = beach slope to the breaker line 

See Kamphuis (1991) for a more comprehensive definition of all the 
parameters. 

Equation (1), the original Kamphuis formula, is plotted on linear scales in 
Figure 4a and b. Note that Figure 4b shows the detail of Figure 4a for x^^ 
values up to 80 (instead of 200). The 80%, 90% and 95% confidence intervals 
for the predicted responses of the original Kamphuis formula are also shown 
in Figures 4a and b. Despite the fact that the Kamphuis formula fares the best 
of the 52 formulae tested, it is immediately apparent that the confidence 
intervals are very wide. For example, at the 80% confidence level, the 
predicted transport rate for x^^ = 8,7 varies between -1 290 000 m3/year 
and + 2 004 000 m3/year (predicted rate = +357 000 m3/year) - Figure 4b. The 
coefficient of determination (R2) is 0,284. 
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Illustrated in Figure 5 is the best-fit straight line through all the data (called 
SKamphuis recalibrated, 1): 

88 248 + 61 892 xKamphuis (m3/year) (3) 

If Equation (3) is used, it is evident that the lowest transport rate that can be 
predicted, is 88 248 m3/year, which is when x^^,^ = 0. This is clearly 
unacceptable, because the transport rate must be zero if xKamphu>i = 0. 
Furthermore, it can be seen from Figure 4a that there are three main outliers 
(which fall beyond the 95% confidence limit) and that Equation (3) fits the 
higher transport rates better than the original Kamphuis formula. Therefore, 
disregarding the three main outliers and fitting the line through the origin, the 
following equation is found: 

75 549 xKamphuis (m3/year) (4) 

This relationship, SKam,^ recalibrated 2, is shown in Figure 5a and b (the latter 
Figure 5b again presents the detail of Figure 5a). Although this formula fits the 
high transport rates well, it over predicts significantly for xKamflul3 values below 
10 (Figure 5b). This is caused by two influential points where transport rates 
higher than 3 x 106m3/year were measured (Figures 5a and b). (Remember 
that the three main outliers, although shown, have not been used in this 
regression). 

To eliminate this problem all the data points (123) were again considered to 
yield the third regression line, the S^p^i, recalibrated, 3: 

63 433 xKamphuis (m3fyear) (5) 

This formula fits the data reasonably well over the whole range (Figures 5a 
and b). It gives virtually the same answers at high x^,^ values than the first 
recalibrated formula Equation (3). It also fits the data at lower transport rates 
quite well. R2 is 0,620 and thus Equation (5) explains 62% of the variance in 
the data (which is a 118% improvement compared with Equation (1)). 
However, the standard error of estimate (o) for this formulation is 0,405, which 
is slightly poorer than the 0,393 of the original Kamphuis equation. The 
reasons for this apparent contradiction are: 
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• The least squares approach (Equations (3), (4) and (5)) minimizes 
E (S m,i -Sp,i)2 while the standard error of estimate (o) uses 
(log S Pi - log SmJ)

2. (Subscripts m and p denote "measured" and 
"predicted" respectively while i is the number of the data point). 

• The effect of a few data points with high transport rates act as influential 
points in the least squares approach. On the other hand, the number 
of data points at low transport rates play an important role in the value 
of the standard error of estimate (o). 

To investigate the effect of such low rates on the standard error of estimate, 
certain data points below a cut-off transport rate were temporarily disregarded 
and o re-calculated. The result was the following: 

Cut-off measured 
transport rate 

(nr/year) 

Number of 
data points 

ofor 
S • 63433 xKamptw« 

(Equation 5) 

o for the original 
Kamphuis formula 

(Equation 1) 

0 123 0,405 0,393 

5 000 115 0,392 0,393 

10 000 106 0,368 0,380 

25 000 103 0,365 0,383 

50 000 87 0,324 0,377 

100 000 68 0,299 0,374 

These values have been plotted in Figure 6. It is clear from the above table 
that except when very low transport rates of less than 5 000 m3/year are 
included, Equation (5) is superior to the original Kamphuis formulation. Figure 
6 shows that the original Kamphuis formula is relatively insensitive to the cut- 
off transport rate. On the other hand, the standard error of estimate decreases 
significantly (to only 0,299 compared to 0,374 of the original formula, which is 
a 20% improvement) for Equation (5), if the cut-off transport rate increases. 
If a cut-off rate of 50 000 m3/year is applied, o reduces from 0,377 to 0,324, a 
14% improvement. This finding is important because relatively few storm 
conditions at any site usually contribute the major part of the longshore 
sediment transport budget. It is therefore important that the higher transport 
rates are predicted accurately. 

In order to obtain an indication of which wave conditions would cause such 
cut-off transport rates, the following typical values were chosen: 
Tp=10s, 6b = 2°, D5o = 0,3 mm and tana = 1/25 (=0,04). It was also assumed 
that these wave conditions will occur throughout the year. 
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Using the original Kamphuis formula, the longshore transport was then 
computed for a range of wave heights: 

(m) 
Longshore transport rate 

(S^mphui.) (m3/year) 

0,1 2 007 

0,3 18 067 

0,5 50 187 

0,7 98 366 

For this particular (typical) case, it is clear that relatively low wave heights of 
about 0,5 m and 0,7 m will already cause transport rates of about 
50 000 m3/year and 100 000 m3/year respectively. For these cut-off rates, the 
standard errors of estimate are 0,299 and 0,324 respectively (Figure 6). 
Equation (5) is therefore judged to be "good". 

Instead of using the least squares approach, the question may also be asked: 
What value of K will cause the minimum standard error of estimate (o) when 
using all the data points? That is, K in: 

= Kx, Kamphuis (m 3/year) (6) 

Computations with different K values yielded the following: 
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K a 

30 000 0,438 

41 025 
(Equation (1)) 

0,393 

45 000 0,388 

48 000 0,387 

49 000 0,387 

50 000 0,387 

55 000 0,391 

64 433 
(Equation (5)) 

0,405 

70 000 0,420 

These data have been plotted in Figure 7. From this figure it is evident that 
the minimum standard error of estimate(s) is 0,387. It can also be seen that 
o is not very sensitive with regard to the value of K near the turning point: 
o = 0,387 even if K varies from 48 000 to 50 000. Taking the accuracy of 
predicted transport rates during storms into account, the preferred (rounded 
off) equation is: 

S =        50 000xK3mphuis(m
3/year) (7) 

with   R2 =        0,397 

FINAL RECOMMENDATIONS 
The least squares as well as the minimum standard error of estimate 
approaches were used to recalibrate the Kamphuis formula, yielding Equations 
(5) and (7) respectively. Finally the recommended procedure for calculating 
longshore sediment transport is as follows: 

For obtaining bulk longshore transport rates, it is recommended that 
Equation (5) be applied at sites where the significant wave heights normally 
exceed say, 0,3 m and where the sediment grain size is usually less than 
1 mm; that is, at partially protected and exposed sites (i.e. relatively high 
transport rates). Only at sites where very calm conditions prevail and/or where 
the sediment is coarse, is Equation (7) expected to yield better answers. The 
considerably higher R2 for Equation (5) compared with the corresponding value 
for Equation (7) supports the preference for Equation (5). A significant 
improvement of 118% according to R2 and up to 20% in o in the predicted 
transport rates was obtained. 
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CHAPTER 283 

Cross-shore Structure of Longshore Currents 
during Duck94 

Falk Feddersen1, R.T. Guza2, Steve Elgar3, and 
T.H.C Herbers4 

Abstract 
The cross-shore structure of the mean longshore current on a barred beach 

is investigated with observations from the Duck94 field experiment. Maxima 
of the hourly-averaged longshore current are most frequently located either 
slightly inshore of the bar crest or near the shoreline. At low tide the long- 
shore current maxima are located closer to the bar crest, and the current is 
stronger and narrower than at high tide. The tidal cross-shore displacement of 
the longshore current maximum is qualitatively consistent with the observed 
radiation stress, S , although the maximum currents are displaced shoreward 
of the maximum S gradients at both high and low tide. This spatial lag 
suggests that some mechanism (such as wave rollers) delays the transfer of mo- 
mentum from waves to the mean low. Bathymetric longshore inhomogeneities 
may also affect the cross-shore structure of the longshore current. 

Introduction 
Selected observations from the DELILAH field experiment at Duck N.C. 

suggest that the maximum of the mean longshore current, v, occurs between 
the crest of the sand bar and the trough between the bar and the shoreline 
(Figures 8-11 of Church and Thornton, (1993)), and that longshore current 
variability is coherent with the approximately 1 m semidiurnal tidal fluctu- 
ations in water level (Thornton and Kim, 1993). However, the generality of 
these results over the wide range of wave (Long, 1996), wind, and bathymetric 
(e.g. pronounced sandbars and alongshore inhomogeneities (Lippmann and 
Holman, 1990; Gallagher, 1996)) conditions observed at Duck is unknown. 
Here the cross-shore structure of v is further explored with observations from 
the Duck94 field experiment. 

1 Graduate Student, Scripps Institution of Oceanography, 0209, La Jolla Ca,92037-0209, falk@coast.ucsd.edu 
2 Professor, Scripps Institution of Oceanography, 0209, La Jolla Ca, 92037 -0209, rguza@ucsd.edu 
3 Professor, Washington State University, Pullman Wa, 99164-2752, elgar@eecs.wsu.edu 
4 Assistant Professor, Naval Postgraduate School, Monterey Ca, 93943, heroers@zee.oc.nps.navy.mil 

3666 



CROSS-SHORE STRUCTURE 3667 

Duck94 Observations 
The experiment site is located on a long straight barrier island exposed 

to the Atlantic Ocean. Directional properties of sea and swell (including the 
wave radiation stresses, S ) were estimated with data from a 2-dimensional 
array of 15 bottom-pressure sensors located in 8 m water depth operated by 
the Field Research Facility (FRF) of the U.S. Army Corps of Engineers (Long, 
1996). Longshore currents, wave-induced bottom pressures, and the location of 
the sea floor were observed with colocated bidirectional electromagnetic current 
meters, pressure sensors, and sonar altimeters (Gallagher et al., 1996) deployed 
on a cross-shore transect extending 750 m from the shoreline to 8 m water 
depth (Figure 1). The sensors were sampled at 2 Hz for approximately two 
months. At each pressure sensor-current meter pair, hourly values of S were 
crudely estimated using linear theory. 

0 100 200 300 400 
Cross-Shore  Position (m) 

Figure 1. The cross-shore location of current meters (A), and measured bathymetry 
relative to sea level on August 25 (solid line) and October 26 (dashed line). An additional 
current meter at cross-shore location 749 m in 8 m water depth is not shown. 
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Conditions during Duck94 are shown in Figure 2. In 8 m water depth, the 
significant wave height (H.) ranged between 0.2 m to 4 m and the mean wave 
angle between ±50°, so that the total ( e.g. frequency-integrated ) incident wave 
radiation stress S Ip (where p is the water density) in 8 m depth ranged from 
-0.7 to 0.5 m3/s2 (figures 2a-c). The mean (e.g. centroidal) wave frequency 
ranged from about 0.08 to 0.2 Hz (not shown). Maximum mean longshore 
currents (in each hour-long record, vmax) ranged from 0.1 to 1.4 m/s (Figure 
2d). The bar crest, originally located 80 m from the mean shoreline, gradually 
migrated 120 m offshore (Figure 2e, after Gallagher, 1996). Fluctuations in 
mean water level were about 1 m at spring tide. The slope of the beach 
foreshore is about 1/10 (Figure 1), so tidal fuctuations in the location of the 
mean shoreline are about 10 m. Tidal currents in depths less than 8 m are less 
than 0.03 m/s (S. Lentz, personal communication 1996). 

Results 
The sand bar is expected to strongly effect the longshore current, so a 

normalized cross-shore coordinate is defined as, 

where x is the cross-shore coordinate, x.   is the cross-shore location of the bar bar 
crest, and x02 is the cross-shore location of the most nearshore sensor uv02. 
The distance from sensor uv02 to the mean shoreline was typically less than 10 
m. Depths at uv02 (x'= 0) ranged from about 0.2 to 1.2 m. In this coordinate 
system, the bar crest is always located at x'= 1, but the location of the trough 
is not constant because of variability in the shape of the cross-shore seafloor 
profile (e.g. Figure 1). 

The location of the longshore current maximum, vmax, is broadly dis- 
tributed and roughly bimodal in the normalized coordinate system (1) (Fig- 
ure 3, after Gallagher, 1996 ). Maxima most often occur either slightly inshore 
of the bar crest (0.65 s. x'sl.2) or near the shoreline (x'< 0.3). Rarely does 
7^ occur seaward of the bar crest, even when large waves were breaking well 
seaward of the bar (x' > 2). The few maxima located well seaward of the 
bar crest typically are weak (.vmn~ 0.3 - 0.4 m/s) and approximately corre- 
spond to times of strong buoyancy driven flows (Rennie and Largier, personal 
communication 1996). The stronger longshore currents (v^ > 0.8 m/s) are as- 
sociated with large offshore S (Figures 2c and 2d) and occur near the bar 
crest (0.65 < JC'<1.2). Weaker maxima (0.25 - 0.7 m/s) occur typically near the 
shoreline (0 < *'<0.3) or near the bar crest, with few maxima in the region in 
between. Many of the larger vma (0.4 - 0.6 m/s) in the region 0 < x' < 0.3 occur 
after the sandbar migrated far offshore in mid-October (Figure 2e). 
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Tides dominate the variability of the local water depth, and thus affect 
wave shoaling, breaking, and the longshore current. When vmax is near the bar 
crest (0.65 <. x'sl.2), the location of vmax is tidally modulated (Figure 4). At 
high tide, vnua is rarely located seaward of x'= 0.8, whereas at low tide 
v    is near x'= 1. Tidal effects on the location of vm   are smaller when v,   is max max max 

near the shoreline (x'< 0.3). Tidal differences in the cross-shore structure of v are 
further illustrated in Figure 5. The current profiles at low tide exhibit a number 
of similar features; vmax is located close to x'= 1, and the current falls off rapidly 
shoreward of the maximum. Close to the beach, v is approximately 1/4 of vmax 

In contrast, at high tide v is farther shoreward (around x'= 0.7, consistent 
with Figure 4) and weaker. The current profile is broader, and near the shoreline 
v is about 1/2-2/3 of v   . The observed v tidal variation is consistent with max 

the phase relationships between v and sea-level at tidal frequencies found by 
Thornton and Kim (1993). Wave-breaking induced gradients in significant 
wave heights are greater during low tide than high tide ( 0.8 < x'< 1.5 in 
Figure 6), resulting in smaller waves shoreward of the sandbar at low tide 
(Hsjg ~ 0.7 m) relative to high tide (H   ~ 1.0 m). 

The differences within the low (Figure 5a) and high (Figure 5b) tide cross- 
shore structure of v are primarily owing to differences in the conditions over 
the two days spanned by the observations. The bar was relatively stationary 
moving 7 m, Hit in 8 m depth ranged from 1 to 2 m (Figure 6), the mean 
incident wave angle from 15 to 45 degrees, and SJp from 0.2 to 0.5 m3/s2. 
Similar qualitative features in the tidal variation of v were observed at other 
times when the longshore current was strong for several tidal cycles (e.g. Sept 
2-5 and Oct 10-16). 

The modeled tidal variation of Hsi and v, for waves and bathymetry rep- 
resentative of Figures 5 and 6, are shown in Figure 7. The wave heights are 
modeled using Church and Thornton (1993), with free model parameters se- 
lected to best fit the observed wave heights. The qualitative features of the 
observed Hs. distributions (Figure 6) are reproduced by the model (Figure 7a), 
except close to the shoreline. The longshore current predictions are made us- 
ing the modeled H variation and observed (in 8 m depth) directional wave 
properties in the Thornton and Guza (1986) longshore current model. A drag 
coefficient of 0.015 results in similar magnitudes for the modeled (Figure 7b) 
and observed (Figure 5) currents. Similar to previous results (e.g. Church and 
Thornton, 1993 and others), the modeled longshore currents have the familiar 
problem of predicting a flow with two maxima, one seaward of the bar crest 
and one near the shoreline, with no flow in the bar trough. The modeled 
low and high tide maxima occur at A:'=1.25 and JC'=1.1 respectively, farther 
offshore than observed (Figure 5). In physical units, the displacement of the 
maximum is about 30 m. 
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Figure 4. Location and magnitude of vmm, observed within about 1.5 hours of tidal extrema in 
normalized cross-shore coordinate. There are 157 low tide (+) and 108 high tide (o) values. 

Two commonly given reasons (among many) for the model failure are: (1) 
There may be a spatial lag in the transfer of momentum from the waves to 
the mean flow, possibly associated with wave rollers (Svendsen, 1984; Dally 
and Brown, 1995; and many others). (2) Longshore inhomogeneities in the 
bathymetry and wave field may result in nonlinear terms or longshore pressure 
gradient terms in the longshore momentum equation (e.g. Putrevu et al., 1995). 
Some of the observations are consistent with the lag hypothesis, and there are 
other examples where alongshore inhomogeneities are likely dominant. 

The cross-shore variation of S for the successive low and high tide cases 
(Figure 5 and 6) is shown in Figure 8. At low tide, strong S^ gradients are 
observed seaward of the bar (1 s x'^1.5, Figure 8a), whereas shoreward of 
the bar crest, S is relatively constant. The shoreward displacement of the 
observed longshore current maxima (Figure 5a) relative to strong S gradients 
(Figure 8a) is consistent with a spatial lag in the transfer of momentum to the 
mean longshore current. At high tide, the region of strong Sx gradients is 
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slightly seaward of the bar crest (0.9 £. JJ'^1.25, Figure 8b), and seaward of 
the location of vmax (x'~0.7) again indicating a spatial lag in the transfer of 
momentum to the mean flow. The tidal differences in the cross-shore structure 
of v (i.e. the the broading of Vat high tide, Figure 5) may be related to tidal 
variations in the lagging mechanism. 
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An example of longshore currents likely affected by longshore bathymet- 
ric inhomogeneities is shown in Figure 9. Although the waves were energetic 
(Hsl = 3 m in 8 m depth), they were nearly normally incident (the mean in- 
cident wave angle in 8 m depth was 2°) and thus S^ in 8 m depth was small 
( about 0.1 of S with less energetic but more obliquely incident waves in 
Figure 8). The observations suggest that S and S gradients are small ev- 
erywhere (Figure 9b), and that wave breaking began (x >200 m, Figure 9a) far 
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offshore of the location of vmax (x » 25 m, Figure 9c). The observed longshore 
current jet (Figure 9c) near the shoreline is inconsistent with model predic- 
tions (based on Thornton and Guza, 1986) of negligibly small currents (not 
shown). Time elapsed video images (R.A. Holman, personal communication, 
1996) suggest that the bathymetry was longshore inhomogeneous. Three di- 
mensional bathymetric surveys were not available because of the stormy con- 
ditions, however, the first post-storm survey (October 20) did reveal strong 
longshore inhomogeneity. Sancho et al. (1996) demonstrated that this inho- 
mogeneous bathymetry can cause pressure gradients and nonlinear terms to 
become important in the longshore momentum balance. 
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Conclusions 
Observations spanning a wide range of bathymetric and wave conditions 

show that the probability distribution of cross-shore location of longshore cur- 
rent maxima is bimodal. Maxima typically occur near the crest of the sand bar 
or near the shoreline (Figure 3). At both high and low tide, the observed cur- 
rents (Figure 5) are qualitatively consistent with the observed S (Figure 8), 
although with a spatial lag, perhaps associated with wave rollers. The 1 m tidal 
fluctuations in sea level affect the cross-shore structure of the longshore cur- 
rent (Figure 4). At low tide, the current jet is stronger, narrower, and located 
closer to the bar crest than at high tide (Figure 5). The reason for the tidal 
changes in the longshore current structure is unknown, however tidal changes 
in the wave forcing are surely important. Clearly more quantitative work is 
necessary. The observed variation in the cross-shore structure of the longshore 
current across a tidal cycle is a robust feature (see also Figure 12 of Thornton 
and Kim, (1993)), and one step in the verification of a roller model would be to 
reproduce qualitatively the observed tidal variation of the longshore current. 
Finally, although the magnitude of the effects of longshore bathymetric inho- 
mogeneities is not known, there are cases where they dominate the longshore 
current (Figure 9). 
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CHAPTER 284 

THREE-DIMENSIONAL HYDRODYNAMICS 
ON A BARRED BEACH 

Tae-Myoung Oh1 and Robert G. Dean2 

ABSTRACT 

Results are described from fixed bed wave tank tests to examine the generation 
and existence of three-dimensional flows on a barred beach. All tests were carried 
out with the use of two-dimensional and three-dimensional bar, which represented 
periodic forms parallel to the coast superimposed on a linear sloping beach. For 
these tests, wave heights and wave direction fields within and adjacent to the 
surf zone were documented to calculate the wave-induced horizontal torque based 
on mean vorticity and momentum equations. The circulation pattern clearly 
demonstrated that rip currents were stable on a three-dimensionally barred beach. 
It was found that the individual component including the depth gradients in the 
longshore direction, i.e., the effects of the bar morphology, tended to stabilize 
the bar-induced celluar circulation on the three-dimensional beach morphology 
although increased momentum fluxes of waves in the area with opposing currents 
induced by the bar tended to exert a counter force against them. It appeared that 
the mass transport over the more elevated portions of the bar tended to return 
to offshore through the deeper portions of the bar, where the depth gradients in 
the longshore direction existed. The cause is believed to be due to the greater 
hydraulic efficiency of flows through deeper portions of the profile. 

lResearch Director, Woobo Space Co., Ltd., Seongkok Bldg. 7FL., #823-22 Yeoksam-Dong, 
Kangnam-Ku, Seoul, Korea, Zip-Code 135-080 

2Professor, Coastal and Oceanographic Engineering Department, University of Florida, 
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INTRODUCTION 

There are several proposed mechanisms to explain the presence of three- di- 
mensional forms that are fairly regular and generally associated with rip currents, 
which range from the relatively simple to the complex, including: (1) Instabil- 
ity between the hydrodynamics and sedimentary systems (Hino, 1974; Deigaard, 
1990), (2) Interaction beween waves and currents (Dalrymple and Losano, 1978), 
(3) Interaction between synchronous edge waves and incident waves (Bowen, 1969; 
Bowen and Inman, 1969), (4) Intersecting wave trains (Dalrymple, 1975), and (5) 
Structural controls by natural and/or constructed features (Gourlay, 1976; Wind 
and Vreugdenhil, 1986). Some of those mechanisms (Hino, 1974; Dalrymple and 
Losano, 1978) contended that rip currents in nature could be explained by the rein- 
forcement of three-dimensional flows over two-dimensional morphology. However, 
previous laboratory investigations (Dean and Oh, 1994) suggested that rip currents 
were neither self-reinforcing nor stable on two-dimensional topography due to the 
stabilizing wave-induced torque associated with the increased momentum fluxes in 
the vicinity of seaward mass return flow; hence, substantial rip currents could not 
occur without the presence of a rip channel. 

This paper comprises the results of a series of fixed bed wave tank experi- 
ments conducted on a barred beach to examine the effects of three-dimensional 
bar morphology on the tendency for celluar circulation inside the surf zone, thus 
discussing the questions including: (1) Rip currents of significant strength can 
form on a barred beach, and (2) Whether the interaction between rips and inci- 
dent waves causes increased or decreased wave heights at the location of the rip 
current with the presence of the rip channel. 

Before presenting the experiments, it is helpful to discuss theoretical back- 
ground governing three-dimensional circulation inside the surf zone. Primary em- 
phasis is focused on the driving forces (torques) of the three-dimensional flows 
rather than the details of the hydrodynamics. 

DRIVING FORCES OF THE THREE-DIMENSIONAL FLOWS 

Consider a Cartesian coordinate system, where the j/-axis is located at the still 
water line and the z-axis is directed seaward. Assuming horizontal flows, wave- 
induced circulation inside the surf zone is usually formulated based on depth- 
integrated, time-averaged continuity and momentum equations (Phillips, 1977). 
After neglecting the lateral shear stress coupling, 

Continuity Equation 

g + J^(A + V)] + |[V(A+ *)] = <> (1) 
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Momentum Equations 

dU     TTdU    „dU drj     n 

sv_     ev     dv _ _ dv 
dt dx dy dy + U7^ + V1^   =   -9-zr.+D» + By (3) 

where, t is the time, (U, V) the mean horizontal velocity components in the a;- and 
j/-direction respectively, rj the mean water level measured from the still water level, 
h the still water depth, g the gravitational acceleration, and (Bx, By) are the shear 
stress components. The driving force components (Dx, Dy) are expressed in terms 
of the gradients of the radiation stresses. 

D     = - (     xx +      xy) (4) 
p(h + rj){  8x   +   dy } { ' 

in which, 

Sxx   =   E[n(ooa2$ + l)-i] (6) 

Sxy   =   E n sin 6 cos 9 (7) 

Syy   =   £[n(sin20 + l)-§] (8) 

where, E is the total wave energy per unit surface area and n is the ratio of the 
group velocity Cg to the wave celerity C. 

Mean Vorticity Equations 

Mean vorticity equation is obtained by cross-differentiating Equations (2) and (3) 
such that the set-up terms are eliminated. 

where, the mean vorticity, w, is defined as 

--dV     dU nn\ 
w = ^-^ (10) 

Sometimes, this time-averaged and depth-integrated vorticity equation is help- 
ful since the contribution of set-up term to wave-induced current system is consid- 
ered only indirectly through the total mean water depth (h + fj), thus making it 
possible to neglect rj by assuming that rj is small relative to the still water depth. 
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Vorticity Driving Torque based on Mean Vorticity Equation 

The local vorticity driving torque, XV, can be obtained directly from the mean 
vorticity equation presented in Equation (9): 

_ dDy     dDx Tv-^-~di (U) 

in which Dx and Dy are given in Equations (4) and (5). Since Dx and Dy include 
the contributions by Sxx, Syy and Sxy, the local torque Ty can also be expressed as 
the sum of three contributions: (1) (7V)i by Sxx, (2) {Ty)i by Syy, and (3) {Ty)a 
by Sxy. 

where, 

Tv = (Tv)i + (Tvh + (Tvh (12) 

(T )     = 1        d(h + rj)dSxx            1       d2Sxx 
1  Vh p(h + rjy      dy        dx   +p(h + rj)dxdy                  {    ' 

(T )    = 1       d{h + r[)dSyy           1       d2Syy                   .    • 
{  V)2 p(h + rj)2      Ox        8y        p(h + r))dxdy                     [    ' 

= 1         d{h + rj)dSxy     d(h + rj)dSxy 
1  V>3 p{h + rj)2[     dx       dx            dy       dy J 

i rO   Oxy O   0Xy-\ 

~p(h + rj)[~dx~~2 ~df~l (15) 

Assuming that waves encounter the coast with nearly normal incidence (i.e., 
9 = 7r), and using the shallow water asymptotes (n = 1), then the radiation stress 
terms can be written as 

Sxx  =   j^pgH2 

Sxy   =   \pgH2{6-ir) (16) 
svv   =   i&P9H2 

Assuming further that fj is small relative to still water depth, i.e., (h + rf) —> h 
(this assumption will not be valid near the still water shoreline where h = 0), 
then vorticity driving torque components (Ty)i, (7V)2 and (Ty)3 can be written 
as follows: 
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(Tv)i   -- 
g      SdhdH2     0d

2H2 

16ft[   hdy dx    ' "dxdy' 
(17) 

(Tvh   -- 
g  AdhdH2     d2H2 

16ft ft dx dy       dxdy 
(18) 

(Tvh   -- 
g(8 - TT) 1 dh dH2      d2H2     82H2 

8ft     [hdx dx      ( dx2        dy2 }i + (19) 

g idh    de     2d
2e   d2e      g dedH2 

%h[hdx      dx          [dx2      dy2"     Ah[dx dx 
d6dH2 

dy dy 

Hence, if the distributions of wave height and local wave directions are known, 
the local vorticity driving torque induced on the surf zone can be calculated. It 
should be noted here that the torque Ty has dimensions of [I/sec2], which is not 
actual dimensions of torque, [force X length]. 

Vorticity Driving Torque based on Momentum Equations 

Another expression for the vorticity driving torque, TM, can be obtained by 
integrating local torque about a reference point over the entire surf zone. 

TM = j j p(h + fj)[{x - x0)Dv ~{y- y0)Dx] dxdy (20) 

where, (x0,y0) represent the coordinate of the reference point about which the 
total driving torque is to be calculated. Here, TM has dimensions of torque, [force 
x length]. 

Using the radiation stress expressions given in Equation (16) with the assump- 
tion that fj is small, TM also can be written as the sum of three contributions: (1) 
{TM)I by Sxx, (2) (TM)2 by Syy, and (3) (TM)3 by Sxy, as follows: 

TM = (TM)i + (TMh + {Tuh (21) 

where, 

(TM)I   =   J J{y-y<>)^dxdy = ^J J(y-y0)^dxdy (22) 

(TM)2   =   ~J j(x-x0)^dxdy = -^j J(x-x0)~dxdy (23) 

(TM)3   =   JJ[-(x-x0)^ + {y-y0)^)dxdy (24) 
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Hence, TM also can be calculated if the distributions of the radiation stresses, 
i.e., the distributions of wave heights and wave incidence angle, are known. 

EXPERIMENTS 

All experiments were conducted in a wave tank of the Coastal and Oceano- 
graphic Engineering Laboratory of the University of Florida. This tank is approx- 
imately 20 m long, 1.5 m high and 0.6 m wide, and is equipped with a piston type 
wavemaker and has glass panels on both sides of the tank. The water depth was 
0.40 m in the horizontal section of the tank. Two types of regular waves of 3 cm 
and 9 cm heights were used while the wave period was fixed at 1.43 sec during the 
experiments. The bathymetry was configured to represent a bar morphology by 
superimposing two-dimensional and three-dimensional wood bars parallel to the 
coast on a uniform slope of 1:20. The two-dimensional bar extended to the whole 
width of the tank, while the three-dimensional bar extended from one wall to two- 
thirds of the tank width. These bars were installed approximately at the surf line, 
which depends on wave height condition. All four tests (two waves and two bars) 
were carried out to document the wave heights and wave direction distribution 
within and adjacent to the surf zone. The details are described in Oh (1994). 

Wave hights and direction fields were measured to document and interpret the 
interaction of the waves and bar-induced currents. Figures 1 and 2 present the 
isolines of wave heights in the presence of the three-dimensional bar for the small 
waves and for the large waves, respectively. For the small waves, as shown in 
Figure 1, wave crest lines were almost uniform in the longshore direction even 
in the presence of the three-dimensional bar, which implied that the return flow 
due to the three-dimensional bar was weak to modify the wave fields. It is seen 
from Figure 2 that waves were much higher in the vicinity of the seaward return 
flow than those near the bar area. Much higher waves appeared to be caused by 
increased return current induced by the three-dimensional bar. However, it should 
be noted that the breakerline was not significantly influenced by the return flow. 
[It was observed by Dean and Oh (1994) that the breakerline was significantly 
displaced seaward near the return current during the circulation tests with the jet 
present on a prismatic beach.] Uniform breakerline with the three-dimensional bar 
morphology appeared to be due to both relatively weak return current induced by 
the three-dimensional bar and deeper water depth at the return current area than 
the area over the bar, and it was agreed with the field observations by Sonu (1972). 

RESULTS AND DISCUSSIONS 

Vorticity Driving Torque based on Mean Vorticity Equation 

Considering that waves encounters the coast with normal incidence (0 = x), 
Equations (17), (18), and (19) can be expressed as the combinations of different 
individual components depending on the wave height gradients and water depth 
near the bar area, as follows: 
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Figure 1: Wave Height Distributions in the Presence of Three-Dimensional Bar 
when H0 = 3cm. Wave heights are given in era. A dark area represents the 
area covered by the three-dimensional bar. Note that wave fields are not greatly 
influenced by the return flow induced due to the presence of the three-dimensional 
bar, resulting in more or less uniform breakerline. 
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Figure 2: Wave Height Distributions in the Presence of Three-Dimensional Bar 
when H0 = 9cm. Wave heights are given in cm. A dark area represents the 
area covered by the three-dimensional bar. Note that wave fields are substantially 
influenced by the return flow induced due to the presence of the three-dimensional 
bar. Note also almost uniform breakerline due to deeper water depth at the area 
of return flow than the area over the bar. 
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(IV)!    =    3   (II-VI) 

(Tv)3   =   I-H (25) 

(Tv)3   =   0 

where, 

g   dhdH2 

I6h2 dx dy 

g   02H2 

16h dxdy 

g   dhdl 

I6h2 dy dx 

(26) 

a  d2H2 

VI   =   -l^d4- (28) 

The marginal distributions of individual components are presented in Figure 3 
for the large waves. When the three-dimensional bar is installed, the vorticity 
driving torque is mainly contributed by Component VI, which includes the gradi- 
ents of water depth in the y-direction, |^, and is confined in the vicinity of the 
three-dimensional bar area. With the two-dimensional bar present, in which case 
|^ is zero, the magnitude of the Components I and II are negligible. It is noted 
for the large wave tests in the presence of the three-dimensional bar that Com- 
ponent I increases up to a comparable magnitude to Component VI, as shown in 
Figure 3(b). This effect might be due to the increase in the gradients of wave 
heights in the ^/-direction. Due to space limitations, the results for the small wave 
condition will not be presented here; however, it was found that the results were 
consistent with those for the large waves. 

The marginal distributions of the total torque are shown in Figure 4 for the large 
wave condition in the presence of the three-dimensional bar. Positive circulations 
occur within the surf zone and in the area seaward of the bar region but the 
magnitudes of these circulations are smaller than and overshadowed by the negative 
circulation near the bar area. Hence, it would be necessary for future experiments 
to simulate the more realistic and smooth bar morphology which could avoid these 
exaggerated effects of the depth gradients in the ^-direction. However, these results 
clearly demonstrate that rip currents are stable on a three-dimensional barred 
beach although increased momentum fluxes of waves in the area with opposing 
currents induced by the bar tend to work against rip currents. It appeared that 
the water mass transported over the bar tended to return to offshore through 
deeper area in the bar morphology. 
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Figure 3: Marginal Distributions of Individual Components along z-axis in cm/sec2 

when H0 = 9cm: (a) Components I, II and VI in the presence of the two- 
dimensional (2-D) bar and (b) Components I, II and VI in the presence of the 
three-dimensional (3-D) bar 
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Figure 4: Marginal Distributions of Total Torque and the Contributions of Radia- 
tion Stresses Components along s-axis in cm/sec2 when H0 = 9cm in the Presence 
of the Three-Dimensional Bar. Note that torque by Sxx is dominant over the 
torque contributed by Syv. Note also the positive values within the surf zone and 
in the area seaward of the bar. Hence, positive circulation occurs within the surf 
zone, which tends to suppress the bar-induced circulation. 
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Vorticity Driving Torque based on Momentum Equation 

Marginal distributions of the total torque and the contributions by Sxx and Syy 

were calculated based on the momentum equations, as presented in Equations (21) 
to (24), and the results are presented in Figure 5 for the large waves (H0 = 9cm) 
in the presence of the three-dimensional bar. For these calculations, the reference 
point was selected as the centerline point at the same ^-location as the location 
of the bar crest. The contribution by Syy dominates over the contribution by 
Sxx within the whole area of interest except the area over the bar, where the 
contribution by Sxx is dominant since (x — x0) is small in this area. The total 
torque changes from negative values near the shoreline to positive values within the 
surf zone and again to negative values over the bar, and demonstrates oscillating 
patterns beyond the breakerline. This figure clearly exhibits the opposing effects 
of waves to the bar-induced circulation, thus tending to stabilize the surf zone. 

Table 1 summarizes the total torque induced on the area of interest from the 
shoreline to offshore. The positive values of the total torque TM demonstrate 
that the wave-induced torque is in opposition to thethree-dimensionalbar-induced 
circulation (flowing from the bar area, i.e. shoals, to the base of return current, i.e. 
the embayments). The opposing wave effects appeared to be due to the increased 
momentum fluxes associated with higher waves in the vicinity of the return flow. 

Table 1:   Summary of Total Vorticity Driving Torque based on the Momentum 
Equation. 

Item Unit 
H0 = 3 cm H0 = 9 cm 

2-D Bar 3-D Bar 2-D Bar 3-D Bar 

EE#* N -0.98 -1.29 -8.08 -8.40 

T.T.Dy N 0.049 0.011 0.23 -4.04 

(TM)i by Sxx N -m -0.002 -0.005 -0.001 0.035 

(TM)2      
Dy     Syy N -m 0.015 0.036 0.376 1.103 

Total torque, TM N -m 0.013 0.031 0.375 1.138 

SUMMARY AND CONCLUSIONS 

A series of fixed bed tests was carried out to investigate the generation and 
existence of three-dimensional flows on a barred beach. The bar morphology rep- 
resented periodic forms parallel to the coast superimposed on a linear sloping 
beach. For these tests, wave heights and wave direction fields within and adjacent 
to the surf zone were documented to calculate the wave-induced horizontal torque. 

It was found for the large wave condition (H0 = 9cm) that three-dimensional 
circulations occurred due to the effect of the three-dimensional bar morphology 
and flowed from the bar area (shoals) to the return channel (embayments), thus 
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Figure 5: Marginal Distributions of Total Torque and the Contributions of Radia- 
tion Stresses Components based on Momentum Equations along x-axis in N-m/m 
when H0 = 9cm with the Three-Dimensional Bar. Note that the contribution by 
Syy is dominant term over the whole area of interest except over the bar area, where 
the contribution by Sxx is dominant. Positive circulation occurs within the surf 
zone, resulting in opposing effects of waves on the three-dimensional bar-induced 
circulation. 
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modifying the wave fields such that waves were higher in the vicinity of the return 
current. However, the breakerline was not significantly influenced by the return 
flow since the return current induced by the three-dimensional bar was weak and 
the water depth in the vicinity of the return current was deeper than that in the 
area over the bar, which was agreed with the field observations. 

When waves were small (H0 = 3cm), the resulting circulation pattern was the 
same as that for the large waves; however, the circulation was too weak to modify 
the wave fields. These results could indicate that rip currents need the wave height 
larger than a lower limit to form even with the bar morphology, which was observed 
in the field. 

When individual components of the vorticity driving torque was calculated 
based on the mean vorticity equation, the component which included the depth 
gradients in the longshore direction demonstrated the largest contribution. 

The marginal distributions of the total torque for the large wave tests with the 
three-dimensional bar present show positive circulations within the surf zone and in 
the area seaward of the bar region; hence, these results clearly demonstrated that 
rip currents were stable on three-dimensionally barred beach although increased 
momentum fluxes of waves in the area with opposing Currents induced by the bar 
tended to exert a counter force against them. It appeared that the water mass 
transported over the bar tended to return to offshore through deeper area in the 
bar morphology, where the depth gradients in the longshore direction existed. 

When the vorticity driving torque was calculated based on the momentum 
equations for the large wave condition tests in the presence of the three-dimensional 
bar, the contribution by Syy dominated over the contribution by Sxx within the 
whole area of interest except the area over the bar. The total torque changed from 
negative values near the shoreline to positive values within the surf zone, which 
clearly demonstrated the opposing effects of waves to the bar-induced circulation, 
thus tending to stabilize the surf zone. The opposing wave effects appeared to be 
due to the increased momentum fluxes associated with higher waves in the vicinity 
of the return flow. 

In aggregate, these studies suggest that rip currents are stable on three- dimen- 
sionally barred beach although increased momentum fluxes of waves in the area 
with opposing currents induced by the bar tended to exert a counter force against 
them. It appeared that the water mass transported over the bar tended to return 
to sea through deeper area in the bar morphology. This cause is believed to be due 
to the greater hydraulic efficiency of flows through deeper portions of the profile, 
which leads to a hydraulic/sedimentary instability which causes development of a 
vestigial channel. 
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CHAPTER 285 

Ri|i COICTtf.ta Geaatasieii MI a Plans Beach 

D.A. Suriamihardja1 and YoshitoTsuchiya2, Member, ASCE 

ABSTRACT: In order to establish a wave-current interaction model for rip currents, a 
set of first-order linearized governing equations describing the 2-D nearshore 
circulation is derived from the equations of nearshore currents by the perturbation 
method. Wave refraction induced by the generated currents is fully considered. The 
solutions to the field equations of rip currents both in the surf zone and shoaling zone 
are obtained, and expressed in the form of Gaussian hypergeometric functions and 
modified Bessel functions, respectively. The matching condition of the solutions at the 
breaking point determines the sparing of the tip currants. Comparison of the computed 
rip current spacing, circulation pattern, and rip current discharge, with laboratory and 
field data shows a satisfactory agreement especially in the so-called instability region of 
tiae surf similarityparameter. 

INTRODUCTION 

The change in momentum flux of incoming waves can be described by the offshore 
and longshore gradients of the radiation stresses which act as the driving forces in the 
nearshore circulation system. Therefore to formulate the driving forces in the 
momentum equations for the generation of nearshore currents is of importance 
(Dingemans, Radder and De Vriend, 1987). Two main causes of the driving forces 
are the so-called wave-current interaction, and structural interaction (Dalrymple and 
Lozano, 1978). 

The first investigation of nearshore currents as 2-D horizontal circulationgenerated 
by the interaction between the incoming waves and the resulting rip currents was by 
Le Blond and Tang (1974), whose theory applies to a plane beach and normally 
incidentwaves. Similar to their work, Iwata(1976) developed a theory which assumed 
the nonuniformity of bottom friction between surf and shoaling zones. However, 
these two theories still failed in obtaining the nondimensional alongshore spacing of rip 
currents as an eigenvalue of the governing equations. Iwata further attempted to find 
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^Professor Emeritus, Kyoto University, and Professor, Meijo University, 
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currents as an eigenvalue: of die govetiiir^ siquAtia&s. Iwi£a further &Ketnpted to find 
an asymptotic solution for both the surf and shoaling zones. Finally, he obtained the 
real eigenvalue from the characteristic equation which is derived by matching 
conditions at the breaking point, and found that its value is a function of a parameter 
determined by the bottom friction coefficient, the surf zone width and the breaker 
Jfc eight. 

MizugucM (1976) also attempted to obtain the eigenvalues from the characteristic 
equation without using any approximation such as asymptotic solution as in Iwata's 
work, by considering both the uniformity and nonuniformity of the bottom friction. 
However, no eigenvalue was obtained, 
the exclusion of lateral mixing in the governing equation, and because the contribution 
of the bottom friction was not sufficient to represent the dissipative effect in the 
j&earshore current. Consequently, he reformulated the bottom friction term to be a 
function of the distance from the shoreline, similar to the lateral mixing. Dalrymple and 
Lozano(1978) argued that no reason exists to justify this formulation, so thattbereal 
eigenvalue obtained as a function of a parameter proportional to the so-called surf zone 
similarity parameter and inversely proposdonal to the bottom friction was invalid. 

Dalrymple and Lozano(1978) presented two wave-current interaction models. One 
was similar to the theory of Le Blond and Tang (1974), in which changes in local 
wave length due to currents were considered. However, their assumption of an 
extremely small refraction angle, trhicb implied thitnc longshore variation in wave 
orthogonals was allowed, resulted in no rip-current formation. In the second model, 
the wave-current interaction effect was considered through wave refraction due to 
current, and the formation of longshore periodic nearshore circulation cells was 
calculated numerically. The obtained eigenvalue was a function of a parameter 
expressed by the ratio of beach slope to bottom-friction coefficient. The relationship 
between the eigenvalue and this parameter showed that the rip-current spacing 
increases as the parameter increases and vice-versa. Comparison with the rip current 
spacing of BalsilJie (1975) obtained by field measurement showed a good agreement 
in the region of small values of the parameter, which implied that the theoretical 
eigenvalue of Dalrymple and Lozano was partly suitable for the prediction of rip- 
current spacings generated by the incidence of infragravity waves, as it was stated by 
Etalsilliethat almost all of the data are catagorizedinto this type of waves. However, 
when compared with the field measurements collectedby Sasaki (1977), which were 
made in wider regions such as the regions of instability and edge waves, the theoretical 
spacing showed a lower value than that of field measurements. 

The present study investigates the steady-state nearshore circulation on a plane 
beach based on the interaction between normally-incident waves and the resulting rip 
currents. A mathematical formulation of the governing field equations for rip currents 
on a plane beach is made by means of the wave-current interaction model, including 
the formulation of the driving forces. The governing equations of 2-D nearshore 
currents on the plane beach are first established by employing the conservation laws 
for mass, momentum and wave action. The so-called mild slope equation (MSE), 
which is able to calculate wave transformation due to interaction with the nearshore 
currents, such as wave refraction, is applied to formulate the driving forces in the 
momentum equations. Nevertheless, to simplify the analysis without sacrificing the 
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generality of the cheery, the ialetai imiog ternis are oi&iixed. Using, a perturbation 
method for a small parameter of beach slope, the field equations of rip currents are 
formulated. At the first order of approximation, the field equations of rip currents are 
obtained in both the surf and shoaling zones, where the wave refraction due to currents 
is fully considered. With some additional assumptions, solutions to the field equations 
are obtained both in the surf and shoaling zones in terms of the Gaussian 
bypergeometric function and the modified Bessel function, respectively. The matching 
condition for these solutions at the breaking point makes it possible to determine the 
eigenvalues of the characteristic equation of the derived field equations. 

The theoretical results of the rip current characteristics such as the rip current 
spacing and flow patterns, are compared with both the previous theoretical results, 
laboratory and field data. The comparison of the theoretical rip current spacings and 
those of field data showed a satisfactory agreement. Current patterns in a nearshore 
circulation cell are also calculated numerically through the determination of integration 
constants in the stream function based on energy budgeting at the breaking point, 
which resulted in a reasonable value of rip discharge, both at laboratory and field 
scales. 

THE BASIC EQUATIONS OF NEARSHORE CURRENTS 

The MSE derived by Kirby (1984) which includes an additional wave energy 
dissipation term, A», W4>, is employed to formulate the driving forces. The terms in 
the MSE of Kirby are as follows: Wis the ratio of the wave energy dissipation rate 
D to the total wave energy E, C is the wave celerity, Cg is the group velocity, 
where both values are assumed to be nearly equal due to the shallow water 
approximation, and D/Dt is the Lagrangian derivative. By introducing velocity 
potential of linear wave theory, 4> = (f> wp(-i(Dt), and (j> = (g& /icor) exp (iS), 
where S is the phase function, into the MSE of Kirby in the steady state condition, 
tie MSE is written as: 

\dx, 

\ 
CC„ 

d x, 
+ 2i(oUi 

i J 
d x, fr = 

coj^ + (orW + (to2 + k2C Cg -<o2
r) L (1) 

Following lengthy algebraic procedures using the expressions for the radiation 
stresses by Dingemans, Radder and De Wend (1987), and for the depth-integrated 
mass transport by Crapper (1984) (see Tsuchiya and Suriamihardja, 1989), the driving 
force Fj can be obtained as: 
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where <p* is the camples caajegaie of <p. Tie flmteniiuiiheiigte side of (2) is 
the rotational term, and is the contribution from the dissipation of wave energy. The 
second is the irrotational term, and the third term describes the interaction between 
wave-induced mass transport and currents. The fourth term represents the additional 
effect resulting from the diffraction of waves. Dingemans, Radder and De Vriend 
(1987) demonstrated that only these rotational terms are able to generate non-zero 
depth-averaged current velocities. For simplicity, the horizontal components of the 
uearshore current are assumed to be independent of depth. Therefore the conservation 
1 aws to be employed in this study are presented in depth-integrated form (For example, 
Phillips, 1966; Dclataand Rosenthal, 1984; and Crapper, 1384). Neglecting the wave 
ciiffraction effect and assuming the shallow water condition, the steady state mass and 
momentum equations can finally be reduced to 

d V,,    n Bff       D   dS 
U^^R^-gS^*- 

d x. " d Xj     po)rd d xt 

E 

lod 
E   dS 

prj)d 3 x 

where       R, 
1 

pd jty*<,)+ft>>) 
1 

X>; 
(4) 

E = -pg(Ori 

itt which U{ are the vertically-averaged horizontal current velocity components, T^ are 
the lateral mixing terms, r\ isthe mean water level, p is the density of water, (/is the 
water depth, g is the acceleration of gravity, t is time, xs are the horizontal 
coordinates x and y for /' = 1 and 2, and ftj are the bottom friction coefficients 
following Iwata's (1976) formulation in the case of normal incidence and are written as 
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(5) 

where AT* =1.41 (y / k ke /
M in which kei% the bottom roughness, k is the wave 

number and/ is the ratio of wave amplitude to local water depth, and suffix B 
stands for the position of wave breaking and indices x and y represent the seaward x 
and alongshore y directions. The conservation of wave action, which can be derived 
directly from (1), and wave number conservation which is equivalent to the 
iirotationality condition for wave number, are written as: 

l/A,   (U>r   •     • •)        Ul OX, OX, 
(6) 
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THE FIELD EQUATION OF RIP CURRENT 

Perturbation Scheme 
Before ordering the equations using the perturbation method, it is convenient to 
n.ondimensionalizethem. The water depth dg at the breaking point is selected as the 
representative length to facilitate the nondimensionalization. The process is defined as: 

(x,y,Tt,d) = dB(x',f,f}\d*)     (u,V,c) = J^(U*,V',C')} 

((O.oi.) ~ Jet cL ibi" .(a'l) (k.k..k..\-d^ik\kl.k*)      I 

where an asterisk represents the dimensionless quantities. 
The beach slope s is selected as a parameter of perturbation in ordering the 

equations, and the series expansion, in which asterisks have been dropped for 
convenience, are given as: 

d = .s(4> +sC,x + s2£2 +...)    ;     a-s(,a0 + sai+s2a2+...) 

l/ = s^(0+sl/1 + s2[/2+..)     ;     V = s^{0+sVl+s\+..) 

k = (*o* + sKx -i- 5'^ 4-..) i -I- (G-\- sk,y + s\y +..)} 

(or = sHk0xC0 + s(ktxCQ + k0xCl) + ..}\ S =(50 + sS, + s2S2 +..) 

C = si(d0 + s£, + s%2 + ...J^{\znh.kdB)l{kdB) 

(8a) 

(8b) 

(8c) 

(8d) 

(8e) 

Seaward Wave Orthogonal 

Breaker Line 
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Shore Line 

\ Ma5c_.Run_up_Lirie_ 
Alongshore 

Figure-1 The coordinate system and geometry for nearshore current vectors 
U, V, and wave number k. 

The Conservation of Wave Number 
The normally-incident waves refract due to their interaction with rip currents. This may 
mean thatthe wave number direction intersects the beach obliquely. Therefore, based 
on Figure 1 the wave number can be given as: 

k=-<Wcos01)   i-dklsinfl.)   j (9) 
where jk| is the magnitude of vector k. Equation (9) can be expanded with respect to 
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the perturbation parameter s, and as was: mentioned vbovi ilustuiie group velocity is 
to be nearly equal to the wave celerity in the surf zone, it was assumed to be in the 
same direction as the wave number vector. Consequently, it can also be expanded by 
the perturbation parameter. The conservation equation for the wave number is finally 
formulated for each order of the perturbation parameter (see Tsuchiya and 
Siuriamihardja, 1989) as: 

,,>    tfi,    ii,        d   i \        d  i   i    i 
dy      dx       dy dx~ 

(\0i\ 

where       x = m(x + xs) = d0;       y = my;        m=(l + d£0/dx) 

m is the slope of mean water level, and x, is the maximum run-up position. 
Zeroth-order equations and their solutions 

The leading terms of the governing equations produced by the perturbation expansion 
are given for the surf zone and shoaling zone, respectively. In the surf zone, the zeroth 
order equations of mom enDiru and Tvave action conservation are given respectively as: 

dx a)0r dx 
-d 

°dx 12/ 
O 
•«y 

— (^C0)+D0=0 (11) 

In order to solve the above equations, the wave amplitude^, in the surf zone is 
assumed to be proportional to the local depth to leading order: C^ = y of, where y is 
an empirical constant. This formulation is employed in surf zone models. The wave 
energy dissipation term D is hypothesized as: 

D={5y2/4){md!+S(3md^1/2+dl(d£l/dx)+  ]} (12) 

where D0 in (11) is equal to <Sy2m/A)d0
3a 

The wave amplitude in the shoaling zone is obtained from the leading order of the 
equation of wave action conservation as ^,=B0 

iad^m,where B0 is an integration 
constant. The wave set-up is obtained from (11)  (see Tsuchiya and Suriamihardja, 
1989) as: 

&<*) = -{(ir2 )*+*,}« (13) 

wherem=(l + f72r1;^=72{f-i(l + #y2)/(l-fyB
2)}^,and yB=B0^ 

and xB is the distance from the shoreline to the breaking point. 

The first-order equations of rip currents in the surf zone 
The mass conservation equation is given from the first equation of (3), considering (8) 
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for its expansion and using variables defined from mass conservation, of which the 
stream function can be defined as follows: 

.L^Ul)+fr(xVl) = 0^(x~U1) = ^)and{xVi) = ~-lF{^)       (14) 

The approximation may be made to the wave dispersion relation, to evaluate Cv It is 
necessary, of course, to obtain a simplerelationbetween C, and ft in order to reduce 
iigher-order differentation terms. The simple relation can be derived from the 
established set of four squauoas. Li order :o appicadmatothe reluiioii along with the 
four equations, however, the x-direction of the first order of momentum equation (4) 
can be used by considering the most effective terms, thus: 

Q = qx\;       q = -J{tanh kdB)/{kdB) (15) 

if the other non-leading terms are neglected, q may equal to 1/2 which is equivalent to 
that of Darlymple and Lozanos approximation. However, based on this 
approximation, the value of q might be somewhat less than 1/2. 

When the horizontal mixing terms remain in (4), the field equation of rip currents 
may become a fourth-order partial differential equation. Without loss of generality in 
the formation of rip cua-ents, as previously treated in theoretical approaches to the 
formation of rip currents, the horizontal mixing terms are neglected, but the bottom 
faction terms are included. By use of the four equations using (15) to replace C, the 

first-order equation of momentum can finally be obtained (see Tsuchiya and 
Suriamihardja, 1989 for the detailed reduction) as: 

o 
0 

M: 
v 

yy J 

P    <0 
0   a j dXdy m 21 

4 

(\+2q)     0 

V 0 qKj dy 
(*"*£.)    (16) 

where 
*--&h _|y2(1_^r..a 

M*yy = 
1 

and   a=\l+\- + ~q\Y' 
„    j     , 13     1 
/MH-g + 4* 

4K 

5y2 ms 

By eHminating C, fr°m (1^)» the first-order field equation of rip currents can finally 

be obtained as: 

dx~ Q 
l  d d    d' 

  o  P y.~ 

dx2 dy~2        x dx dx~ dy~2 dy~ 
y = o    (17) 
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f f       o„Mf /       i M     o _/ /. o      "\ 
-       I I f'1*    HI' 'I *•   II       Jl/1 ^P      .  k. 

^-M1-*] 
5 = 

3? f2    P) - + — 
{j    a J 

( 
T =11 + 24 1- 

V 

+ 2Kq 

2a 

£->- <0 

*-2r,-i} + ^. + ly + ^[l-^ 
2a 

The first-order equation of rip currents in the shoaling zone 
In the shoaling zone the governing equations differ from the surf zone equations 
principally in the wave energy dissipation term and in the formulation of the bottom- 
friction stresses. In this zone, the driving forces are presented in irrotational form, 
which may be incapable of generating currents of the first order. The remaining terms 
in the cross-differentiated equations ctigi&iBAi from the friction terms. Consequently, 
the momentum equations in the shoaling zone play an important role in the decay of 
currents produced in the surf zone. As was previously indicated in (14), a stream 
function in the shoaling zone can be equally defined. The momentum equations in the x 
and y directions and cross-differentiated momentum equations are given respectively 

2K 

SAX 
0 

2K 

s'*xj 

= H1 
37, 

8 

2\ 
dx 

C, ——x 1C, + —x 

dy~2     dx~ 

2  d 

x~ o x~ 
y = o 

(18) 

(19) 

THE SOLUTIONS OF THE FIELD EQUATIONS OF RIP CURRENTS 

The solution in the surf zone 
The solutions to (17) for the surf zone and (19) for the shoaling zone can be obtained 
by means of the method of separation of variables. The stream function   f to be 
solved for can be expressed by  • ^ 00= - (x )Y v). Substituting this expression into 

(17), the equation can be transformed into two equations as 

PV      ' }dx2     \PK      '      P\xdx    P 
3(H) = 0 

Uy" 
• + A2  K0O = O 

(20) 
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•where A   is the separation constant wlvldi is tie eigenvalue corresponding to the 
number of rip currents. Introducing the new variable 

^{l + QihcflP}'1 (21) 

into the first equation of (20) yields 

f(l-|')^r-{(« + ^-l)l + (2-^r}^ + ^j3(|) = 0 (22) 

where      (a,b) = \(§IQ ~\)±^{siQ-\f + 477(2 j/4; c = (s/Q + RIP) 

The general solution of this equation can be expressed as a Gaussian hypergeometric 
function in the form 

Ss„rf =AZ%a* + a-cl + a-b-4) + A,{bF(b} + b-c-,l + b-a-4) (23) 

•where A, and A? are the integration constants to be determined, and the suffix "surf" 
rspresents thesurfzone.To solve for regular rip-current spacing as an eigenvalue 
problem of the equation, a maximum pjitil for (23) most exist in the surf zone. The 

solutions   should have a flnits valus   •s.ai s £\«rimum point -within 0<'<1. 
This behaviour can be examined through the following conditions: 

*)U-° ; **)U*>-° ; **AL«.<0 <24) 

where B   indicates the breaking point. It is also confirmed by numerical calculation, 
that for -42=0, the conditions will be fulfilled. 

The solution in the shoaling zone 
The solution in the shoaling zone can be obtained by solving (19) using the method of 
separation of variables. Introducing the new variables 

(dx^-x"1 six)   ;   x=Xx~-Jl (25) 

Equation (19) is reduced to 

{^+757-(1 + ^l^) = 0   ;    (^F+A2)(^ = °   (26) 

The solution to (26) can be expressed using modified Bessel functions of the first 
and second kinds. By use of (25) the solution can finally be written as 

&<J,x) = Bl£l{kx4l)+Bl$l{kx4i) (27) 

vrhere B{ and B^ are integration constants to be determined, and the suffix "shoal" 
represents the shoaling zone. To fulfill  the condition that £shoal -* 0 far offshore, 
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The boundary conditions and characteristic equation 
The eigenvalues can be determined by the matching condition at the breaking point, 
that is: 

_d 

dx 
-rrSsurf(x~) -d;c~-shoal (*) ;     Bsurf(x)l      =HshoalU~)l (28) 

where B   indicates the breaking point. 
The real and positive eigenvalues X which satisfy the matching conditions (28) can 

be determined if the strenm functions in botii the surf stud shoalinor zones 2re 
decreasing monotonicaliy in the offshore direction, the characteristic equation is given 
by 

F{\-S,c-H + d-S;Q 

rf\ 

{aQ 

(1-&V& 
1 + JZP(I -fB)/e|B. 

(29) 

By numerical solution of this characteristic equation, the eigenvalues A can be 
determined. The eigenvalues A directly correspond to rip spacing along the shore line. 

Determination of the integration constants in die stream functions 
The integration constant of the stream function   A,.^     in the surf zone can be 

determined from the steady-state wave power conservation in the shoaling and surf 
zones. The wave energy dissipation rate immediately after breaking is different from 
that in the inner region. This is revealed by the different wave-elevation decay rates. 
Therefore, the ratio of wave amplitude to local water depth should be taken into 
consideration in wave energy budgeting. This difference in the rate of wave energy 
dissipation is responsible for the structure of the nearshore current. Consequently, the 
wave power contribution to the generation of the nearshore current initiates at the 
breaking point. The change in wave power occurring in the region from just before to 
j ust after the breaking point can be expressed by: 

J_ 
IK 

(A   \ 

WoB J 

ftjmura, Goto, and Seyama's (1988) experimental work suggests the condition y, 
EJased on this fact, the first-order approximation of (30) is reduced to: 

,-y-i k s{y- + -(c1B -u1B)x, if i 
^7B-2l2tf 

(30) 

B>r- 

(31) 

Using (31), the integration constant A^A canimmediatelybe evaluated, and the stream 
function*!' can finally be expressed as 

^^{(-1)-•}^) } <*> 
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Tl lie ue^ui-iiucg'.iauncijp f.iyi'riii vcnOCiiy at Ijr'st-Oi'wr is iiOv* i'riwJy w us ^jtpiesseu dyu 
tumericauy as: 

Q(x~,y~) = i dU(x~ ,y~) = i (si" )s" {o + s Ul (x ,y )+ s2U2 (*f,y~ )+.-} (33) 

Theoretical Results And Comparison With Field Data 
A theory of the steady nearshore horizontal circulation cells induced by normally- 
i acident waves on a plane beach has been proposed in this paper. The theoretical 
results predict two main characteristics of rip currents, i.e. the alongshore spacing and 
tiic depth-integrated velocity distribution in the seaward direction. The obtained rip 
c urrent spacing is compared with the theoretical curve of Dalrymple and Lozano (1978) 
and the field data of Sasaki (1977) and other investigators where the surf similarity of 
t tie waves are categorized into instability region. To compare the theoretical results with 
the field data of Sasaki (1977) and other investigators, their values of the parameter g 
at the breaking point should be evaluated using their wave characteristics data, and 
their values of K" should be evaluated using bottom roughness ke, bottom slope s, and 
wave length data at the breaking point, then the results are plotted over the theoretical 
curves. In the evaluation of K, Kajiura's expression for bottom friction coefficient was 
used, as Dalrymple and Lc-zsino used and assumed the eoUom roughness as ke = 0.4 
mm. 

12 

8 

• Yr Ajigaura 
Q Yr Kashima 
A Yr Scripps 
A Yr Isle of Sylt 

Yr/xB 

0 
Dalrymple & Lozano 

AD 

Figure 2. Theoretical curves of dimensionless rip spacing (Yr /x^ in terms of 
Dalrymple number AQ for ^-values of 0.40, 0.45, and 0.50 including 
Dalrymple & Lozano's curve (1978) and rearranged field data of rip 
currents generated by waves having surf similarityparameter of the 
instability region. 
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in cGHipsniis: tiiC rcsiuts G\ tuis stu^y wim mose OI i^airyiupic and i_#czano, ui£ 
parameter K, which has been previously defined, is transformed into Dairympie and 
Ix>zano's number AD= 0.4 IK . Figure 2 shows the curve of dimensionless rip spacing 
as a function of Dairympie parameter AD. The present curves ( q=0.5,0.4, and 0.3) 
rapidly increase as AD becomes less than 1, while Dalrymple's curve decreases asAD 

goes to 0. The present theoretical results and those of Dairympie and Lozano differ 
particularly at small values of AD In the course of deriving the characteristics equation 
in the present eigenvalue problem, the dimensionless rip spacing depends on the values 
of K and q. It was defined thai q con'espoads to wave eliaxactsrislics and beach slope 
5, and K depends on the bottom roughness and wave length at the breaking point. 
Therefore, we conclude that the dimensionless rip spacing is determined by incoming 
wave characteristics, i.e.wave height H and wave length L, and morphological 
characteristics, i.e. beach slope s and bottom surface roughness ke. 

m?is 
m 

dU 

10 20 30 40 SO 60 

x  [m] 

Figure 3. Seaward distribution of rip discharge, where beach slope s = 0.05 
and dimensionless rip spacings of 3.12 ( K = 0.30), 4.21 (K = 0.45), 
and 7.70 ( K = 0.70) are used. 

Figures 3 illustrate the distribution of depth-integrated rip current velocity or 
seaward rip discharge as a function of seaward distance. The illustrations have 
dimensionless rip spacings of 7.70, 4.21, and 3.12, a beach slope of 0.05, and q of 
0.50.The breaking point is located at 20 meters from run-up line. By using yB of 0.50, 

the numerical value of Asurf  gives values of rip discharges with reasonable values at 
both laboratory and field scales. 
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CONCLUSIONS 

In this study a new mathematical model for steady-state horizontal nearshore 
circulation has been developed, in which the wave-current interaction is taken into 
consideration. The basic equations consist of the depth-integrated equations for 
conservation of mass, momentum, wave action, and wave number. The wave-current 
interaction includes not only wave refraction due to currents but also the work done by 
radiation stresses against the mean current. 

The basic equations are decomposed into the leading order and the instability order 
using the beach slope as a pertub&ueu parameter. The leading order gave the solution 
for wave set-up in the surf zone and wave set-down in the shoaling zone. The 
instability order gave linearized field equations of nearshore currents. It is found that 
the nearshore circulations were generated by the rotational driving forces in the 
momentum equation. The solutions were characterized by boundary conditions at a 
shore line, a breaking line, and far offshore. In the surf zone, the solution was 
represented by the Gaussian hypergeometric function. In the shoaling zone, the 
solution was represented by the modified Bessel function. The eigenvalues which 
correspond to the dimensionless rip spacing are obtained from the characteristics 
equation extracted from the matching condition at the breaking point. 

The present theoretical results for the dimensionless rip spacing were consistent 
with the scatter of the tieid data of Sasaki in terms of surf similarity parameter of the 
region of instsbility. The curves suddenly increase in the range AD < 1.0, and tend to 
tie a constant value for larger values of AD. The field data on dimensionless rip 
spacings caused by infragravity waves are difficult to predict by this theory. Outside 
of this range, the theory gives reasonable predictions for rip spacing caused by wave- 
current interactions. 

Rip discharge is illustrated with exact numerical values, using an integration 
constant which is obtained from energy budgeting at the breaking point. This 
budgeting was applied at the suggestion of Kimura et.al, that the wave energy 
dissipation rate immediately after breaking is larger than the dissipation rate in the 
inner region. The resulting value is within the range of data at both laboratory and 
field scales. 
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CHAPTER 286 

NEARSHORE PLACEMENT OF SAND 

By Scott L. Douglass1, Member ASCE 

ABSTRACT: 
A methodology that evaluates the influence of depth on the rate of onshore 
migration of sand placed in the nearshore is presented. The results appear 
appropriate for the Atlantic and Gulf coasts of the United States. Migration rate 
is found to be extremely dependent, to the 4th or Sth power, on the water depth. 
This implies that doubling the rate of migration requires placement in only about 
15% less depth. It is argued that accounting for the net shoreward bottom stress 
due to the velocity asymmetry under finite-amplitude waves is the appropriate way 
to model the fate of nearshore placed sands. 

BACKGROUND 

Nearshore placement of sand is becoming a more popular option in two related 
types of coastal engineering projects; beach nourishment and inlet dredging. 
"Nearshore" is defined rather loosely here as beyond the day-to-day surf zone but within 

the depths that are disturbed by storm waves. Nearshore placement is an alternative to 
direct placement on the beach that has been called "profile nourishment" or "shoreface 
nourishment" since the placement is farther out on the beach profile than the dry beach. 

Associate Professor, Civil Engineering Department, University of South Alabama, 
Mobile, Alabama, USA (334) 460-6174 
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Placing the sand in the nearshore instead of directly on the beach can reduce costs 
and improve the overall cost-benefit ratio of a beach nourishment project (Laustrup, et 
al. 1996). There may also be a perception that construction-related aesthetic and 

environmental impacts to the beaches are improved with nearshore placement instead of 
direct beachfill because the sand moves ashore in the form of migrating sand bars instead 

of being placed there by construction equipment. 
Nearshore placement of sand is also an option in navigation dredging projects for 

similar reasons. First, it may be less expensive than other dredged material disposal 
options such as hauling to offshore disposal. Second, there may be a recognition that 

inlet sand transfer is required for the long-term maintenance of the downdrfft beaches. 
The goal of nearshore placement of sand in this case would be to keep the sand resource 

in the littoral system for the least cost. 
The primary question is, "what is the fate of sands placed in the nearshore?" 

More specific questions are: 

1. does the sand move? 
2. If so, which way does it move? 

3. How fast does it move? 
4. What is the influence of depth on this fate? 

Depth is one of the primary parameters that the design engineer can specify. 

Several tools to answer these questions have been developed in the United States 
as part of the Corps of Engineers Dredging Research Program in the last decade. Hands 
and Allison (1991) and Hands (1991) developed an empirically based answer to the first 
question concerning movement. The stability of bathymetric features (mounds or bars) 
constructed with dredged sands at eleven locations discussed in the American literature 

is summarized. A method based on combining extreme wave statistics and Hallermeier's 
estimates of the limits of sand movement successfully discriminates between mounds that 

moved and mounds that did not move. 
Larson and Kraus (1992) suggest using empirical estimates of surf zone sand bar 

migration and beachface accretion/recession for estimating the direction of movement of 
sand placed in the nearshore. A design option is to place the sand in a long, linear, shore- 
parallel bathymetric feature that is similar to natural sand bars. They validate their 
method by comparison to the onshore migration of a constructed bar feature at Silver 

Strand, California (Andrassy 1991). 
Scheflher (1991, 1996) suggests combining a hydrodynamic model with a 
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sediment transport model for evaluating the fate of sand placed in the nearshore. The 

influence of waves on the bottom friction factor is considered, but mean currents provide 

the transport mechanism for the sand movement. The migration of a mound south of 
Dauphin Island, Alabama (Hands and Allison 1991) is used for validation. 

The answer to the primary question concerning the fate of sands placed in the 
nearshore is tied to a broader, underlying question that has been the focus of much 
research in the nearshore oceanography community for the past decade: "What moves 
sand in these depths beyond the day-to-day surf zone but within the influence of storm 
waves?" Considering the rich variations in sediment transport processes such as bed and 

suspended load, ripple and dune migration, sheetflow, and bed-ventilation; combined 

with the varying time-scales of the hydrodynamic forcing conditions and our limited 
understanding of the near-bottom boundary layer of the fluid column under real waves, 
the answer is only marginally understood at this time. Solving applied problems requires 
the use of that part of the available science that is considered to be the most important 
of the geophysical processes for the problem. 

One concept for modeling surf zone sand bars is a balance between the cross- 

shore movement of sand due to the velocity asymmetry of waves and the undertow 

(Stive 1986, Roelvink and Stive 1989). Simplistically, the waves drive the sand bar 

landward and the undertow drives it seaward. Considering that the location of 
constructed mounds is offshore of the location of the typical sand bar, the undertow 
should be reduced and the wave asymmetry mechanism should dominate. This is the 

fundamental concept used in this paper. 
Douglass (1995) briefly proposed a model for estimating migration of sand 

mounds constructed in the nearshore. The model assumes that landward migration is due 

primarily to the net landward transport by the velocity asymmetry of finite-amplitude 

waves. Conservation of sand considerations in the cross-shore direction lead to the 
classical convection-diffusion model equation. The "convection" and "diffusion" 
coefficients are functions of the wave conditions and depth and are based on the wave 
and transport theory, not traditional concepts of convection and diffusion. The model 

produced results which were in reasonable agreement with measured migration directions 
and rates at both Silver Strand and Dauphin Island. The implication of the diffusion is 
that mounds should spread out while moving landward. This type of behavior has been 

noticed to different degrees in many of the monitoring reports on mounds (Hands and 
Allison 1991; Andrassy 1991; Bodge 1994; Foster, et al. 1996; Mesa 1996) and is shown 

schematically in Figure 1. 
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Figure 1. 'Typical" migration of sand placed in the nearshore. 

This present paper briefly discusses the results and implications of a study of the 
near-bottom current field at a nearshore sand placement site. The Douglass (1995) 
model is further developed. Modifications include the use of a calibration coefficient and 
a simple adjustment for wave breaking when using WIS wave climatology data as input. 

Results for a few locations on the Atlantic and Gulf coasts of the United States are 
presented. The implications of the dependence of migration on depth of placement are 

discussed. Some of the practical limitations of the model as well as the theoretical 

problems are briefly discussed. The implications concerning the important geophysics 
dominating the problem are discussed. The conclusion is that some form of modeling 
based on the influence of wave asymmetry is probably appropriate concerning the fate 
of sand placed in the nearshore. 

DAUPHIN ISLAND, ALABAMA NEAR-BOTTOM CURRENT STUDY 

The fate of sand mounds constructed in about 6 m depths south of Dauphin 

Island, Alabama in 1987 was monitored extensively by the US Army Corps of Engineers. 
A number of reports by Mr. Edward Hands and other co-authors documented the 
movement of these nearshore mounds (e.g. Hands and Bradley 1989, Hands and Allison 
1991). Repetitive bathymetric surveys showed that the mounds moved landward. 

Instantaneous, near-bottom currents were measured, along with waves, at the 
site. These near-bottom currents were examined in detail by Douglass, et al. (1995). 
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A number of possible mechanisms for mound migration; including mean currents, large 
wave correlation with mean currents, and mound-induced differences in current fields; 
were not able to satisfactorily explain the observed shoreward direction of mound 
migration. Douglass, et al. (1995) concluded that some unknown mechanism that 

moves the bottom back towards its equilibrium shape may be responsible for the 
landward migration of mounds and that the velocity asymmetry of storm waves might 
be part of such a mechanism. These finding played a role in the development of this 
work. 

WAVE-BASED MODEL OF MOUND MIGRATION RATE 

Assuming that wave-induced near bottom velocity asymmetries are the dominant 

mechanism for the net transport of sand in the depths of interest, net sand transport can 
be expressed as (Douglass 1995), 

9n2 ogC^b H
4
T       K2/2nh\       J,4/2nh\ Q= — (tan<|>-tan(5) sech^l Icsch^  

64   (p -pja'tan2* L3 \   L  I \   L  I 

where Q=net volumetric transport rate, p = density of water, ps=sand density, Cf=a 
friction coefficient, eb = Bagnold's efficiency of transport coefficient, (J) = angle of 
internal friction of the sediment, P = angle of slope of the bottom, a'=ratio of total 
volume to volume of solids, H=wave height, T=wave period, L= wave length, and 
h=water depth. This is an expression for cross-shore bedload transport rate using Stokes 

wave theory in Bailard and Inman's (1981) form of Bagnold's (1963) bedload transport 

equation assuming all motion is in the cross-shore direction. 

It can be assumed that transport due to irregular waves with a spectral significant 
wave height, H,,,,, , with a period corresponding to the peak of the energy density 
spectrum, Tp, will be proportional to transport due to the corresponding monochromatic 
conditions. Also, given that several of the empirical coefficients, in particular eb, have 
typical values based on limited tests, it seems logical to modify this transport equation 

with an empirical coefficient that can be used to fit the results to observed data specific 
to the migration problem. Therefore another empirical coefficient, A, has been added to 
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the above transport equation modified to use the spectral estimates of wave climate: 

Q__A9£ PgC^ (tan$_tanp) ^sech2l2uh\csch^\ 
64   (p -p)a'tan2<|) Z* \   L I \   L I 

3 p 

where Lp =wave length corresponding to Tp computed with linear wave theory. The A 
will be used to fit the results to observed migration rate data below. 

Considering conservation of sand in the cross-shore direction, 

dt   dx" 

where t= time and x = the cross-shore direction. 
Substitution of the above transport equation into the conservation equation 

results in a form of the convection-diffusion equation (Douglass 1995): 

dt    dx    dx2 

where 

16   (p -pja'tan*    i4   l \   L  I        \   L  I 

*cach^yech^f.j 

D=A2UL ££^ 5^Esech4^.)cschi^.\ 
64   (P -p)a'tan2Q>    L3 \   L  I \   L  I 

p 

C has the role of the "convection" coefficient and D has the role of the "diffusion" 
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coefficient. The expressions for C and D originated from the consideration of 

conservation of sand with the wave theory and transport model and not on physical 
concepts of convection or diffusion. The equation implies that the form of a submerged 
mound will "convect" or move at speed C while it diffuses. Similar behavior of 

constructed bottom mounds has been observed (Hands 1991, Bodge 1994, Foster et al. 
1996, Mesa 1996). 

The equations outlined above can be used as a planning and design tool when 

combined with an estimate of wave climate at a specific site. The equations predict the 

behavior of a mound under a given, specified sea state. To apply it to a non-constant sea 
state, either the time history of sea must be estimated or a statistically valid estimate of 
the overall wave climate must be evaluated in terms of an "expected value of migration." 
Given a tabular estimate of the onshore portion of the wave climate, the expected value 
of mound movement in any given depth, E[C(h)], can be estimated with C, the 
"convection" coefficient as 

E[C{h)]=J^p{H,T)C(H,T,h) 

where the summation is across all (H,T) bins, p(H,T)= probability or percentage of time 
that the wave height and period is of that magnitude. 

APPLICATION 

The migration rate equation above can be roughly calibrated by matching the 
predictions to the observed migration of constructed mounds. The "expected value" of 
the migration rate can be estimated with an estimate of the "expected" wave climate such 
as the US Army Corps of Engineers Wave Information Study (WIS) wave hindcast data 

for the Atlantic and Gulf coasts of the United States (Hubertz, et al. 1993). Using WIS 

data provides a consistent estimate of wave climatology when comparing different 

locations. 
WIS data is given at specific depths. Since this methodology evaluates migration 

rate at varying depths, some form of transformation of wave climatology is needed. For 
the purposes of this study, a very simple, depth-induced, wave height reduction was 
used. It was assumed that the maximum spectral significant wave height in any depth of 
water was half of the water depth, i.e. (H^ )mx = 0.5 h. Wave heights were reduced to 
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that level to evaluate migration for the shallower depths. A more sophisticated wave 

transformation scheme could be used. 
The first comparison is for the mounds constructed in around 6 m depth off the 

Alabama coast in 1987-88. Hands and Allison (1991) showed survey data that indicated 
the mounds moved roughly 30 m/yr initially. The methodology outlined above with the 

WIS climatology for that location matches this expected value when the calibration 
coefficient is A=0.5. 

The second comparison is for a disposal mound created in about 6 m depth off 

Cocoa Beach in the Cape Canaveral area in 1992. Bodge (1994) found that mound 

moved roughly 30 m to 45 m landward in the first six months. Most of this movement 
occurred during and immediately after construction. By the time of the second post- 
construction survey at six months, the peak of the constructed mound had been flattened 
to the extent that there was not a clear crest, i.e. the bottom elevation profile had no 
significant decrease in depth in the offshore direction. Apparently the top of the mound 

moved about 60 m/yr to 100 m/yr during the first 6 months and then slowed down as the 
mound or bar-like feature was lost. The methodology presented here with the WIS data 

for Cape Canaveral, matches this expected migration rate when the calibration coefficient 

isA=0.2to0.33. 

Based on these two comparisons, A (using WIS data) can be set to roughly 
A=0.3 with a reasonable expectation that it may vary from 0.1 < A < 1. The use of 
observed migration rates for comparison to expected migration rates is not optimum 
since the observations are based on much less time than the overall WIS estimate of wave 
climate, 20 years. The waves would be expected to be larger or smaller than typical for 
any 6-month to one-year time spans because of the natural variability in wave climate. 

The observed migration rates were due to the actual waves for that time period and not 
the long-term wave climate. 

Any calibration of this methodology is probably dependent on the wave 
climatology estimate used. For example, wave climatology based on long-term, in-situ 
wave gages will probably have different calibration coefficients. 

Figure 2 shows the results of this methodology at three locations with very 
different wave climates. The calibration coefficient was set to A=0.3 for Figure 2. 
Alabama is on the Gulf of Mexico and has a relatively mild wave climate. Cape 

Canaveral on the Atlantic coast of Florida has a moderate wave climate. Cape Hatteras 

has one of the more severe wave climates on the Atlantic coast of the United States. 

Figure 2 shows that the model estimates migration rates that vary significantly, up to an 
order of magnitude, for these three locations. For a given depth, migration rate estimates 
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Figure 2. Expected migration rate at three U.S. locations 

are higher for the Atlantic sites than for Alabama. Such variation would be expected for 
any process based on wave climate. In particular, wave lengths are typically significantly 
longer for the Atlantic Ocean than the Gulf of Mexico. For deeper depths, Cape 

Hatteras migration rates are higher than Cape Canaveral. The estimates for the two 
Atlantic sites become close to each other in shallower depths. This closeness is due to 
the depth-induced, wave height reduction employed to transform the data into shallower 

water as discussed above. The infrequent, largest waves at Hatteras are more influential 

in the deeper depths but are less so after breaking as the depths decrease. 
Interestingly, Figure 2 shows a similar general shape and dependence with depth 

at the three locations. This similar shape apparentry is a function of the model equations. 
The same general shape has been found using wave climatology based on wave gages for 
the Santa Anna River, California nearshore placement of sand (Mesa, personal 
communication, 1996). This dependence with depth has practical value for planning and 
design. The results shown on figure 2 can be fit to a simple power relation: 

E[C] =ah'b 

where E[C] = expected value of migration rate (m/yr), a=coefficient, b=exponent, and 
h=depth (m). For most of Figure 2 and all of the deeper depths at each location, the 

best fit for the exponent is b=5. These are the depths where the wave height decay due 
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to depth ( (H,,,,, ^ = 0.5 h) was small. This was all of the depths shown for the 
Alabama site, most of the depths for Cape Canaveral, and the deeper depths for Cape 
Hatteras. In the portion of Figure 2 where the depth reduced the largest waves in the 
climatology, the depth dependence exponent is b=4. Thus, this methodology implies that 

migration rate is dependent on depth to the 4th or 5th power. 

DISCUSSION 

Implications of influence of depth on migration 

The depth dependence of migration rate outlined above provides some useful 

concepts for planning and design of nearshore placement. The above equation implies 
that migration is extremery sensitive to depth at any specific site. Doubling the depth of 

placement will decrease the rate of migration by a factor of 16 to 32. Considering it 

another way, to double the migration rate, it is necessary to place the sand in only 13- 

16% shallower depth. This guidance should be of value in evaluating the cost vs. depth- 
of-placement issues typical of nearshore placement of sand. 

The extreme sensitivity to depth implied by this methodology has not been 

verified by observations. Verification would require placement at different depths at the 
same general location and time with adequate monitoring. 

Theoretical limitations 

There a number of theoretical limitations to the methodology presented here. 
First, many of the physical mechanisms that influence sediment transport in these depths 
including the effects of suspended sediment load, wave groups, ripple and dune 
migration, sheetflow, bed-ventilation, wave grouping, undertow, wind, bottom streaming 

and other bottom boundary layer complexities have been ignored. Second, the one 

physical mechanism modeled, the influence of wave asymmetry on net bedload sand 
transport could be modeled in a more sophisticated manner. A primary limitation is the 
use of Stokes 2nd order theory - particularly in shallow water. It was used because it is 
the lowest order theory with asymmetry. Better representations of the actual velocities 
should be used. Thus, this methodology can be considered as a rough first attempt at 
applying such a model to the problem at hand. Its abilities, in spite of this serious 

limitation, are encouraging in that they indicate the proper physics may be included. 

Practical limitations 

One serious practical limitation of this methodology is the use of a single depth 
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for modeling migration rate. Nearshore placement in a mound-like feature implies that 
different parts of the feature are in different depths. More importantly, the equations 

given above are extremely sensitive to depth. This presents a practical problem in 
specifying the single, appropriate depth for the use of this model. For this work, that 

single depth was chosen as the pre-existing depth at the middle of the feature. 
Conceptually, the top, or shallower portion, of the feature should move fastest and be 

flattened out by landward movement of sand into the deeper depth shoreward. There 
is evidence at many observed mounds that this has occurred (Bodge 1994, Mesa 1996, 
Hands and Bradley 1990, Foster et al. 1996). 

Appropriate physics for modeling migration 
The implication of the observations and the results presented here is that a net 

sand transport equation that is dependent on depth could be used with the conservation 
of sand equation to model the fate of nearshore disposed sands. More specifically, the 
use of a model that accounts for the influence of velocity asymmetry on sand transport 
is recommended for modeling the fate of nearshore placed material. Such models have 
been proposed by Stive (1986) and several of the investigators in the European 

NOURTEC project (Houwman and Ruessink 1996, Roelvink, et al. 1996, Hoekstra, et 

al. 1996). The results presented in this paper and the detailed simulation of the behavior 
of the Silver Strand, California mound shown in Douglass (1995) imply that such 
modeling is an appropriate approach. The use of some form of Bailard's model (Bailard 
and Inman 1981) is common to all of these approaches. This present work does not 
endorse the use of Bailard's model specifically. Other approaches that explicitly account 
for the effect of net onshore bottom stress due to wave asymmetry should also be 

considered. 

Other existing American methods 

The other existing American methods for estimating the fate of nearshore placed 
sand are not explicitly based on this physical mechanism (wave asymmetry) although it 
may be implicitly included through the empiricism. The Hands and Allison (1991) 
method for movement or non-movement is essentially empirical and does not attempt to 
explain migration direction. The Hands and Allison method is based on extreme wave 

heights and a sand movement initiation criterion, and thus is really is not incompatible 

with the wave asymmetry mechanism proposed here. The Hands and Allison method 

may be successful because it adequately captures the wave asymmetry mechanism 
through the empiricism. 
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The Larson and Kraus (1994) method is purely empirical so the same argument 
could be made. However, that method is based on empirical expressions for surf zone 
sand bars and beaches. It does not seem likely that the dominant physical mechanisms 
in the inner surf zone occur in the same relative proportions in the offshore depths for a 
number of obvious reasons. Any skill shown by methods based on inner surf zone 

empiricism may be due to fortune as much as physics. 

The physical mechanism modeled by Scheffiier (1991, 1996), the sediment 
response to the mean currents with transport rate modified by the presence of waves, 
seems relatively unimportant to the migration of nearshore placed sand. The evidence 

from the Mobile, Alabama site demonstrates the fundamental problem with a model 
based on mean currents. Douglass, et al. (1995) found that the measured mean near- 
bottom currents in the area were shore-parallel during the time that the mounds migrated 
shoreward. Shore-parallel mean currents are consistent with expectations for tidal 

currents near the coast, i.e. along the bathymetric contours. The cross-shore component 

of the mean near-bottom current was offshore during the time the mounds migrated 

landward! This offshore dominance was more pronounced during times of large waves, 
presumably due to downwelling due to onshore wind stress during storms. It appears 
that Scheffiier (1991,1996) was only able to verify his model at the Mobile, Alabama site 
by the explicit specification of shoreward mean currents. This was apparently based on 
a numerical tidal simulation of a selected seven month period. Given that the actual 
measured, mean near-bottom currents at the site were in the other direction, Scheffher's 

method seems incorrect. 

Diffusion concept 

The diffusion coefficient, D, presented above has also been investigated. It is 
notable that the diffusion coefficient does not have any free parameters. It has the same 
coefficient, A, that is in the C equation. No results are presented here for two reasons. 
One, the methodology estimated more diffusion was was observed at Cape Canaveral. 

Other mounds; such as Mobile, Alabama and Perdido Pass, Florida; have shown less 
diffusion than the one at Cape Canaveral. The primary reason for not focussing on the 
diffusion portion of the model is conceptual. The "diffusion" term results directly from 
the way that bottom slope, tan p\ is included in the Bagnold/Inman and Bailard 
formulation for quasi-instantaneous transport. It accounts for influence of gravitational 

effects to pull sand down-slope. None of the observed mounds have shown a tendency 
for sand to move offshore down the slope, only onshore down the slope. 
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CONCLUSIONS 
A design and planning tool for the nearshore placement of sand that estimates the 

expected onshore migration rate is presented. The results appear appropriate for the 
Atlantic and Gulf coasts of the United States. For any specific wave climate, the results 
indicate an appropriate way to evaluate the influence of depth on migration rate. 

Specifically, doubling the depth of placement will decrease the rate of migration by a 

factor of 16 to 32. Doubling the rate of migration requires placement in 13-16% 
shallower depths. 

The physical basis for the model is the velocity asymmetry of large waves. This 
is consistent with observations reported in the literature and the findings of a field study 
off the Alabama coast that eliminated several other potential physical mechanisms for 
controlling mound migration. This model is limited by several theoretical and practical 
shortcomings. It abilities, however, indicate that a wave-based model that accounts for 
the net onshore transport or shear stress under finite-amplitude wave is the appropriate 
way to model the fete of nearshore placed sands. 
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CHAPTER 287 

Influence of Nearshore Berm on Beach Nourishment 

Paul A. Work', A.M. ASCE, and Emre N. Otay2 

Abstract 

The influence of a large (3.0x106 m3) nearshore berm on a large (4.1xl06 m3) 
beach nourishment project at Perdido Key, FL, is addressed via a monochromatic, 
numerical wave transformation model. Two years of post-placement survey data 
indicate that the nearshore berm, placed at a depth of 6 m with a relief of 1-1/2 m, 
did not migrate during this time period. Wave model results suggest that the berm 
influences the beach nourishment project via refraction, but breaking and diffraction 
effects are not significant. The berm causes wave transformation and leads to zones 
of wave energy focusing (and corresponding de-focusing) that affect longshore 
sediment transport rates in the lee of the berm. For a typical wave condition, 
predicted high-energy regions correlate well with observed erosional areas. The 
findings indicate the relative importance of project-induced wave transformation that 
should be considered during the design process for nearshore berm projects. 

Project Background 

The beach nourishment project at Perdido Key, FL, adjacent to Pensacola 
Pass, was initiated in late 1989. Pensacola Pass serves as an access channel to a 
major naval port; the beach nourishment material was generated by dredging of the 
entrance channel to 19 m. The region is characterized by diurnal tides with a very 
small range (mean tide range = 34 cm; spring range = 58 cm) and a relatively mild 
wave climate. The mean value of the significant wave height measured over 4 years 
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as a part of this study near the 6 m contour is 0.6 m. The mean value of the wave 
period at which the peak of the energy spectrum is found is 6 sec for the same time 
interval. 

The beach nourishment aspect of the project involved widening the dry beach 
by 140 m over a length of 7 km and required a volume of 4.1 million m3. This was 
completed in September, 1990. Construction of an offshore berm then commenced. 
The offshore berm was completed in 1991. The placed berm was 4 km (longshore) 
by 300-800 m (cross-shore) and included 3.0 million m3 of sand. The bathymetry in 
the region where the berm was placed was quite flat (slope of 1:1000). Water depth 
averaged 6 m, and the berm relief is nominally 1.5 m, leaving 4.5 m of water above 
the berm. Figure 1 indicates the site location, and Figure 2 shows cross-sections 
through the berm at different times. 

Pensacola Pass.    .   -       . 
i A.     y Santa Rosa Is. 

6 m•      Ranger Station 

•y \ \\6 m 
Caucus Shoal Middle 

Ground 
0    shoal  5 km 

East Bank Shoal 

• = P-U-V Directional wave gage 
# = Meteorological station 
• = Tide gage 

^= Beach nourishment (4.1x106 m^) 
£^= Artificial sand berm (3.0x106 m3) 

Figure 1. Site location and monitoring plan. 

A monitoring program from 1989-1994 yielded a data set that is useful for 
assessment of hydrodynamics and sediment transport at Perdido Key, including 
annual bathymetric survey data and long-term wave and current data. Details of the 
monitoring program may be found in Work (1992), Otay (1994), and Work and Dean 
(1995). 
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Figure 2. Cross-section through berm near midpoint. 

Survey data indicate that the berm has not migrated since placement, 
although it has been smoothed slightly (Figure 2). But due to the 25% reduction in 
water depth that it introduces over a large area, it is expected that the berm will exert 
some influence on the waves that pass over it, and therefore modify nearshore 
sediment transport. The purpose of this paper is to investigate this effect and assess 
its significance. 

A nearshore berm can provide at least two benefits, depending on its 
behavior: 

1) Nourish the beach as sediment moves onshore. 

2) Shelter the beach in the lee of the berm. 

Berms are sometimes favored over beach nourishment because of the reduction in 
cost due to the relative ease of placement. But correct assessment of the benefits 
requires accurate prediction of both any migrational tendency and any effect on 
adjoining areas. 

Bathymetry 

A numerical grid of depths at the site was created for wave modeling. The 
grid represents a combination of measurements taken as a part of the monitoring 
study and digitized nautical charts. Depths at the offshore boundary are not uniform 
and the grid does not extend to deep water, posing some problems for wave modeling 
that are addressed below. 
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A second grid was created by artificially stripping out the berm from the first 
grid. A detail of the two grid files is shown in Figure 3. Some "scalloping" of the 
nearshore contours is evident in the no-berm plot. This is due to limitations of the 
contouring routine when there are "stripes" of data (in this case due to surveying 
beach profiles at 300 or 600 m intervals along the beach), a common problem. This 
will lead to some overestimation of the effects of wave transformation. 

Berm No Berm 

15 / // ' / yj 
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£12 
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8 ^mM\ 
0 2 4 

x, km 

Figure 3. Bathymetry with and without offshore berm. Contour interval 1 m, with the 
addition of 3.5, 4.5, and 5.5 m depth contours, x-axis points onshore, y-axis in 
longshore direction. Pensacola Pass at right near y = 10 km. 

Hydrodynamic Modeling 

Measurements of wave energy spectra and mean currents are available at two 
locations at the site (Figure 1). A finite element hydrodynamic model (RMA-2, 
Norton, King, and Orlob, 1973, Thomas and McAnally, 1990) was employed to 
predict tidal currents. The friction factor in the model was adjusted until modeled 
currents agreed with published values for predicted tidal currents in the inlet throat 
(U.S. Dept. of Commerce, 1994). Results were then compared to measurements at 
the two wave gage locations for maximum ebb and maximum flood conditions. The 
model typically underpredicted currents slightly, not surprising due to the omission 
of wind- and wave-driven currents in the model. Figure 4 illustrates the results for 
maximum ebb tide. 
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Figure 4. Predicted tidal currents (from RMA-2 model) for maximum ebb tide 
through Pensacola Pass. Note that flow is concentrated between shoals to either side 
of navigation channel. 

Wave Modeling 

A monochromatic, finite difference wave transformation model (REF/DIF 1, 
Kirby and Dalrymple, 1994) was used to investigate wave transformation at the site. 
The monochromatic model was selected for two reasons: 1) ease of use, compared to 
a spectral model, and 2) to assess the viability of a monochromatic model for such a 
situation. Ease and speed of use become major factors when long-term simulations 
(years) will be performed. 

Since neither bathymetry grid extended to deep water for most of the wave 
conditions to be modeled, an iterative procedure was developed to estimate wave 
conditions at the offshore boundary, given wave conditions at the western wave 
gage, where the bathymetric contours are relatively straight and parallel (Work and 
Kaihatu, in press). This allows one to drive the model with data from one nearshore 
wave gage (a common situation) and predict wave conditions anywhere else in the 
domain. 

A large number of model runs have been performed with the real (berm) 
bathymetry at the site, using data from the western wave gage to drive the model. 
The monochromatic model, on average, yields a reasonable prediction of wave 
height at the other gage, although there is a large amount of scatter (the average value 
of the ratio of model to measured wave heights is 0.99; standard deviation of this 
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ratio is 0.34). The model is not a good predictor of wave direction at the other gage, 
in part because of the fact that the contours run nearly perpendicular to the nominal 
shoreline orientation at the eastern wave gage, which sits near a shoal. Figure 5 
shows results for one simulation near this shoal. 

Figure 5. Wave vectors near Caucus Shoal, immediately west of Pensacola Pass. 
Conditions at western wave gage: Hmo = 0.6 m, Tp = 6 sec, shore-normal incidence. 

Wave model results indicate that tidal currents at the site do not exert any 
significant influence on wave conditions outside of the inlet channel. Thus 
bathymetric gradients are the primary cause of wave transformation. This simplifies 
modeling efforts substantially. 

Hypothetical cases were simulated to isolate the influence of wave period, 
tide stage, and incident wave height and direction, on wave conditions in the lee of 
the nearshore berm. Figure 6 compares the wave heights for the two bathymetric 
grids for the "typical" case (T = 6 sec, shore-normal waves with height //„,= 0.6 m at 
western wave gage). Figure 7 shows the difference between the two results, 
normalized by the incident wave height. Some findings: 

•    Tide stage has minimal influence on the wave height differences (berm 
vs. no berm). This is largely due to the very small tide range at the site. 
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Dependence on wave period is as expected: as period increases, refraction 
becomes more pronounced, and differences between the two results 
increase. 

Dependence on wave height is weak until the incident wave height is 
increased to the point where waves begin to break on the nearshore berm 
(H^ > 3.5 m). The largest significant wave height measured during the 4- 
year wave monitoring program was 2.9 m, in August, 1992, while 
Hurricane Andrew was in the Gulf of Mexico. This event also yielded the 
largest measured wave period (Tp = 13 seconds). In summary, wave 
breaking on the berm has occurred rarely, if at all. 

Dependence on incident wave direction is relatively strong. Greatest 
differences between the berm and no-berm cases were observed for nearly 
shore-normal waves. 

Berm No Berm 
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Figure 6. Wave model results with typical wave conditions (ffm = 0.6 m, T = 6 sec, 
shore-normal incidence, at western wave gage), with and without berm. Contours 
indicate depth at 1 m intervals. Shade indicates wave height relative to wave height 
at western wave gage. 
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Figure 7. Difference between no-berm and berm wave model results shown in Figure 
6. Normalized by no-berm results. Shade indicates percent difference in wave height. 
Positive values indicate percent increase in wave height in absence of berm, negative 
indicate percent reduction. 

The maximum difference between the berm and no berm wave height fields, 
for the region behind the berm, is 30%. Because there is typically a minimal 
difference in energy dissipation between the berm and no berm cases, the total 
energy reaching the shoreline is the same whether or not the berm is present. The 
berm acts to redirect energy and leads to zones of focusing and de-focusing. If depths 
over the berm were less, breaking would occur on the berm and the shoreline behind 
the berm would be more sheltered. Figure 8 compares the wave height fields for 
large vs. small incident wave heights, both over the berm bathymetry, to illustrate 
this effect. 

Limited tests were also performed with a spectral version of the same wave 
model (REF/DIF S, Ozkan and Kirby, 1993). This model essentially consists of 
superimposing many results from the monochromatic model for different 
frequencies. Results with the spectral model were similar to the monochromatic 
model results, but more muted. The presence of additional frequency components 
leads to less pronounced focusing of wave energy. One example is provided in 
Figure 9. 
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Figure 8. Small wave height (H^ = 0.6m,T =6 sec, shore-normal at western wave 
gage) vs. large (H^ = 3.0 m) wave height results over berm bathymetry. Shade 
indicates wave amplification. Contours indicate depth at 1 m intervals. 

Mono Model Spectral 

-0.2 "«• 
2 4 0 2 

x. km x. km 
Figure 9. Monochromatic model (REF/DIF 1) vs. spectral model (REF/DIF S) 
results for conditions corresponding to Figure 6. Shade indicates percent difference 
in wave height. Positive values indicate percent increase in wave height in absence of 
berm, negative indicate percent reduction. 
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Shoreline Change 

Redistribution or reduction of wave energy reaching the shoreline will affect 
sediment transport. Figure 9 shows the measured changes in shoreline planform, 
relative to the pre-nourishment condition. This is a classic signature for a beach 
nourishment project: the waterline moves back, rapidly at first, due to cross-shore 
sediment transport, since the as-built beach profile slope is much steeper than natural 
slopes. The "shoulders" (ends) of the project erode more rapidly due to the high rate 
of sediment diffusion in the longshore direction induced by strong planform 
gradients. 
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Figure 10. Measured change in shoreline position, relative to pre-nourishment 
condition. Nominal distance between survey ranges is 300 m, Pensacola Pass at right 
limit of figure. 

Another means of investigating the evolution of a nourishment project is to 
calculate the volumetric changes per unit length of beach, i.e. the change in the cross- 
sectional area of the beach profile. Doing so allows one to integrate out the effects of 
cross-shore sediment transport: all observed changes are due to longshore 
redistribution of sediment arising from longshore gradients of longshore sediment 
transport. This requires assumption of a depth beyond which there is no cross-shore 
sediment transport. For the Perdido Key beach nourishment project, it is quite clear 
that there is negligible sediment transport beyond the 5.5 m contour (Work and Dean 
1995). 

Figure 11 shows the computed longshore gradient of longshore sediment 
transport, which is equal in magnitude (but opposite in sign) to the change in cross- 
sectional area of the beach profile per unit time. Positive values indicate erosion and 
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negative indicate accretion. The question is then whether these zones of erosion and 
accretion can be predicted by the numerical wave model. A definitive answer to this 
question would require that the wave model be run for every measured wave event to 
calculate a four-year time series of breaking wave height and direction. These time 
series could then be used to drive a shoreline change model. 

Unfortunately it is not possible to model wave transformation for every 
measured wave event. There are many measured wave directions which are highly 
oblique (> 45 degrees) to the shoreline. The chosen wave model (and any other 
similar model which employs a parabolic approximation to the elliptic governing 
equation) has a limitation on the incident wave angle. If the incident wave angle 
exceeds a certain value (the value of which depends on details of the model 
formulation), the model will yield erroneous results or no results at all. In addition, 
the method developed to estimate wave conditions at the offshore boundary of the 
grid, given wave conditions at one nearshore wave gage, similarly will not work for 
highly oblique waves. In practice, it was possible to model only about one-half of the 
measured wave conditions. 

A "typical" wave condition was therefore chosen for comparison of wave 
height fields and observed shoreline changes. Noteworthy regions are indicated by 
the arrows on Figure 11. Several features stand out: 

• There is consistent focusing predicted (both with and without the berm, 
for nearly all wave conditions) at the eastern limit of the nourishment project. 
This is indicated by the arrow at the extreme right of Figure 11. A strong 
erosional trend is also observed there. This is erosion of the end of the beach 
nourishment project, enhanced by the focusing of wave energy. 

• Placement of the berm reduced, for the "typical" wave condition, the 
wave heights near the midpoint of the beach nourishment project, where a 
switch from erosional to stable behavior is observed (middle arrow in Figure 
11). A similar switch occurred near the western end of the nourishment 
project, where placement of the berm reduced wave heights, and a switch 
from a stable shoreline to accretion occurred (left arrow). 
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Figure 11. Longshore gradient of longshore sediment transport, calculated from 
surveyed beach profiles. Equivalent in magnitude to change in cross-sectional area of 
beach profile. Nominal spacing between ranges is 300 m, Pensacola Pass to right. 

Project Performance 

Volume of sand remaining within the nourished region was computed as a 
measure of project performance. Three years after placement of the beach 
nourishment material, 84% of the initial volume remains (Figure 12). If the entire 
monitored area is considered, the value is 82%. Some of the nourishment material 
has been deposited into the inlet, and some has moved westward due to the 
predominant wave conditions. 

•Nourished Region 

• Monitored Region 

1.5 2.5 

Years since placement 

Figure 12. Volume changes for project. Nourished region is a subset of the monitored 
region. 
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Conclusions 

Nearshore berms can and have been placed with the goal of gradual beach 
nourishment through onshore migration. Existing predictive capability with regard to 
rate and even direction of migration (onshore or offshore) is still limited. A berm can 
also exert a sheltering effect on the beach in its lee. The presence of the berm can 
either merely redistribute wave energy, or, if it induces additional dissipation through 
breaking over the crest of the berm, reduce wave energy reaching the shoreline. The 
effect of the berm on the shoreline behind it should be considered as part of the 
design process. 

Data for two years after placement of a berm at Perdido Key, FL, indicate the 
berm did not migrate during this time. It has been slightly smoothed but its volume 
unchanged. Numerical wave model results indicate that the berm does exert some 
influence on the breaking wave climate by redistributing energy alongshore. This 
occurs even in the absence of waves breaking on the berm. Changes in nearshore 
wave heights which occur as a result of the berm are reflected in the measured 
shoreline signature, for a typical incident wave. 

It was not possible to model all wave events with the chosen numerical wave 
transformation model. Waves which deviate significantly from shore-normal occur 
frequently at the site but could not be modeled. Improvements in wave modeling 
techniques will eventually remove this constraint. 
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CHAPTER 288 

ACCURACY OF SAND VOLUMES AS A FUNCTION OF SURVEY DENSITY 

Jennifer L. Irish1, W. Jeff Lillycrop2, and Larry E. Parson3 

ABSTRACT 
Hydrographic surveys are the primary tool for calculating beach nourishment 

project volumes. With costs for beach-quality sand as high as $30 US per cubic meter, 
miscalculating project design volumes can result in significant cost differentials. 
Because conventional bathymetry and topography of beach projects are collected along 
shore-normal profile lines spaced anywhere from 30 m to 300 m, calculation of project 
volumes relies heavily on the assumption that there is little along-shore variability from 
one profile to another. In most cases, however, the beach and nearshore are highly 
irregular and this assumption is violated. With the development of high-resolution 
bathymeters, such as the SHOALS airborne lidar system, it is now feasible to collect 
accurate, high-density beach surveys. These types of data sets create a highly accurate, 
quantitative measurement of beach and nearshore conditions. This paper describes the 
SHOALS system and lidar technology and presents a comparison of volumes calculated 
using high-density lidar data and conventional nearshore profile surveys. Volumes are 
calculated to compare differences for beaches on the Atlantic Ocean, the Gulf of 
Mexico, and the Great Lakes. 

1.0 INTRODUCTION 
Cost for a cubic meter of sand placed on a beach ranges from $5 US to $30 US, 

depending on many geographic and engineering factors. Beach nourishment projects 
range in size from several thousands of cubic meters, such as the 1993 project at St. 
Joseph, Michigan of 39,000 m3, to millions of cubic meters, such as the project 
at Miami Beach, Florida of 12 million m3. Underestimated project design volumes 
can result in cost overruns or a reduced amount of sand being placed on the beach, 
while overestimated project design volumes can result in excessive budgeting and 
planning.     Hydrographic surveys are the primary tool for calculating project 

1) Hydraulic Engineer, 2) Research Physical Scientist, 3) Research Hydraulic Engineer, 
US Army Engineer Waterways Experiment Station, Coastal and Hydraulics Laboratory, 
3909 Halls Ferry Road, Vicksburg, MS 39180-6199, USA 
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volumes. Conventional survey techniques use shore-normal wading depth surveys 
matched with offshore acoustic surveys, spaced at intervals along the beach ranging 
from 30 m to 300 m. 

Calculation of project volumes relies on the assumption that there is little 
topographic or bathymetric variability from one profile line to the next, or that if there 
is variability, it averages out over the project limits. However, beach and nearshore 
topography are highly three-dimensional as a result of sub-aerial sand dunes, nearshore 
bars, hard-bottom outcrops, seawalls, and groins. At profile spacings typically on the 
order of 300 m, these assumptions are often violated. With the development of lidar 
(Light Detection And Ranging) hydrographic systems, such as the US Army Corps of 
Engineer's (USACE) Scanning Hydrographic Operational Airborne Lidar Survey 
(SHOALS) system, it is now economically feasible to collect accurate, high-resolution 
beach and nearshore surveys. 

The following discusses the SHOALS system and its technology and discusses 
the benefits of high-resolution bathymetry and topography. Four beach projects 
surveyed with SHOALS are presented and analyzed to determine sand volume 
computation sensitivity to survey density. 

2.0 SHOALS SYSTEM 
In 1994, the US ACE introduced a new airborne hydrographic survey system 

capable of remotely collecting high-resolution, accurate bathymetry. The SHOALS 
system is an airborne-lidar system operating from a Bell 212 helicopter (Figure 2.1). 
The system uses state-of-the-art lidar technology to measure water depths (Guenther, 
1996). A laser-transmitter/receiver is housed inside a pod mounted underneath the 
aircraft. As the laser pulses at 200 Hz, it is scanned in an arc producing a swath width 
equal to approximately one-half the aircraft altitude. This yields a uniform sounding 
spacing, nominally 4-m by 4-m. The laser pulse travels from the airborne platform to 
the water surface where part of the energy reflects back to the receiver (Figure 2.2). 
The remaining energy penetrates the water column and reflects off the sea bottom. The 
time differential between these two returns indicates the water depth (Lillycrop et al., 
1996). 

Table 2.1 gives SHOALS 

40 m. Since early 1995, SHOALS 
Figure 2.1 The SHOALS system also records accurate topographic 
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Table 2.1 SHOALS performance 

maximum depth 40 m 

minimum depth < 1 m 

vertical accuracy ±15 cm 

horizontal accuracy ±3 m 

sounding density 4 m 

operating speed 30 m/s 

swath width 110 m 

RECEIVER 
AND 

TIMING SYSTEM - 

Figure 2.2 SHOALS operating principle 

elevations of adjacent beaches allowing full mapping of both the beach and nearshore. 
To date, SHOALS surveyed over 80 USACE projects totaling 2,000 km2. 

3.0 SITE DESCRIPTIONS 
Because SHOALS collects very dense bathymetry, typically 120,000 soundings 

per square kilometer, it is an ideal tool for monitoring the beach and nearshore in 
dynamic, irregular areas. For a particular stretch of beach, SHOALS data provides 
detailed bathymetry and adjacent beach topography allowing accurate identification of 
high-erosion areas and complex nearshore features. The four data sets presented herein 
include Longboat Key on the Gulf of Mexico, Island Beach State Park on the Atlantic, 
and St. Joseph and Presque Isle on the Great Lakes. Each of these sites is 
characterized by irregular cross-shore and/or along-shore variation in topography. 

3.1 Longboat Key 
Longboat Key, Florida is on the east shore of the Gulf of Mexico and is situated 

between Longboat Pass, to the north, and New Pass, to the south. Over 2 million cubic 
meters of beach-quality sand were placed on the southern-most 8.5 km of the key in 
1993 to protect the shoreline from further erosion. SHOALS surveyed the area 5 times 
since March 1994 to monitor the nourishment project (Irish and Truitt, 1995). The 
high-resolution SHOALS bathymetry collected in November 1995 reveal a complex 
sand-bar system in the nearshore (Figure 3.1). The dual-bar system merges together 
and separates as it parallels the shoreline. At the southern end of the key, the seaward 
bar diverges into the ebb shoal of New Pass. Conventional profile data are regularly 
collected along profiles spaced 300 m apart and outline the dual-bar system; however, 
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Figure 3.1 Longboat Key, Florida, November 1995: a) representative section of 
SHOALS bathymetry, b) simulated profile bathymetry at 300-m spacing. All depths 
are in meters referenced to NGVD. 
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these data sets do not reflect local complexities in the nearshore. The southern-most 
3.4 km were analyzed in this investigation. 

3.2 Island Beach State Park 
A 2.5-km stretch of Island Beach State Park, New Jersey, just north of 

Barnegat inlet was surveyed with SHOALS in 1994. The park is directly exposed to 
the Atlantic Ocean and is characterized by shore-perpendicular sand ridges stretching 
from the dry beach through the nearshore. Because the area is a state park, no man- 
made alterations are permitted. However, Barnegat inlet, which is jettied on both its 
north and south sides, does impact Island Beach. SHOALS surveyed the southern- 
most 2.5 km of Island Beach in June 1994 (Figure 3.2). The survey details the beach's 
three-dimensionality quantifying the sand formations and the shoaled areas formed by 
inlet processes. 

3.3 St. Joseph 
St. Joseph, on the southeastern shore of Lake Michigan, was authorized as a 

Federal beach nourishment project in 1976. In 1903, two jetties were constructed to 
stabilize the St. Joseph River entrance. These jetties interrupt the natural southerly 
longshore transport of 84,000 m3 per year, and as a consequence, the downdrift beach 
experienced erosion and the lake bed suffered downcutting (Parson and Smith, 1995). 
Since 1976, the US ACE annually places dredged material from the maintenance 
dredging of St. Joseph Harbor south of the entrance to form a feeder beach to replenish 
6 km of shoreline. Additionally, coarser material from an upland source is periodically 
placed. Typically, bathymetric and topographic data are collected along survey lines 
spaced 152 m apart through the fill area and 800 m apart south of the fill area. In 
August 1995, SHOALS surveyed the project collecting nearly 400,000 soundings 
(Figure 3.3). The SHOALS data quantify areas of severe lake-bed downcutting and 
identified a previously undiscovered headland feature with a 2-m relief. The entire 
6-km project was analyzed in this investigation. 

3.4 Presque Isle 
Presque Isle Peninsula is on the south shore of Lake Erie at Erie, Pennsylvania. 

The peninsula historically tends to migrate easterly causing erosion of the lake-side 
beach. Occasionally the area breaches causing dangerous navigation conditions in Erie 
Harbor, situated between the peninsula and the mainland. The USAGE has taken 
several measures to prevent erosion including beach nourishment and the construction 
of groins (Grace, 1989). In 1992, the USAGE installed 55 breakwaters offshore of 
Presque Isle. Each breakwater is 47.5-m long and is separated by a 106.7-m gap. 
Additionally, 285,000 m3 of beach fill material were placed initially and renourishment 
occurs annually (Mohr, 1994). Ongoing project monitoring of the performance of the 
breakwater system includes bathymetry and topography collected annually along 
profiles spaced 300 m to 600 m apart. In August 1995, SHOALS surveyed this 
breakwater system detailing the salient and tombolo formations shoreward of the 
structures and the fairly uniform bottom seaward of the structures (Figure 3.4). The 
entire 9.9-km long project was used in this investigation. 
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Figure 3.2 Island Beach State Park, New Jersey, June 1994: a) SHOALS bathymetry, 
b) simulated profile bathymetry at 300-m spacing. All depths are in meters referenced 
to NGVD. 
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Figure 3.3 St. Joseph, Michigan, August, 1995: a) representative section of SHOALS 
bathymetry, b) simulated profile bathymetry at 300-m spacing. All depths are in meters 
referenced to IGLD. 
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Figure 3.4 Presque Isle, Pennsylvania, August, 1995: a) representative section of 
SHOALS bathymetry, b) simulated profile bathymetry at 300-m spacing. All depths 
are in meters referenced to IGLD. 
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4.0 COMPARISON PROCEDURE 
To evaluate the importance of data density on beach nourishment volume 

calculations, profile data along spacings varying from 5 m to 300 m were simulated 
from the SHOALS bathymetry using a commercially available CAD and engineering 
package, TERRAMODEL•. First, profile alignments spaced every 5 m were created 
along the project length. A digital terrain model (DTM) of the SHOALS data was 
created to represent it mathematically. The SHOALS depths, as represented by the 
DTM, were then projected onto the profile lines at 4-m intervals. The resulting 
bathymetric contours for the simulated profiles at 300-m spacing are in Figures 3.1b, 
3.2b, 3.3b, and 3.4b illustrating the loss of detail with such a wide spacing. 

To simplify calculations, 
volumes were computed 
between the horizontal plane 
representing a mean water 
vertical datum and the bottom 
topography as represented by 
the simulated profiles (Figure 
4.1). Volumes were computed 
using the well-known area-end 
method for each profile 
spacing. When employing the 
area-end method, the cross- 
sectional area between the 
bathymetry and mean water at 

each profile location was first calculated. (Only the area below the mean water vertical 
datum was computed.) The calculated area at one profile location (Aj) is then averaged 
with that of the next consecutive profile (A2). The product of this averaged area and 
the length between the two consecutive profiles (L) gives the volume (V) between the 
profiles: 

Figure 4.1 Cross-sectional area 

A, + A. 
V = _J 1 • L 

The total volume for the entire project is then equal to the summation of the volumes. 
The computed results are presented in Table 4.1 as volume difference between the 
highest resolution set, 5-m spacing, and the stated spacing, in cubic meters per meter 
length of beach. Positive differences indicate that the stated spacing resulted in a 
volume larger than the 5-m spacing volume while negative differences indicate a smaller 
volume. 

5.0 DISCUSSION 
The results, in general, show that as the spacing between survey profiles 

increases, so too does the error in computed volumes.  Figure 5.1 gives a plot of 
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Table 4.1 Computed volume differences 
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Figure 5.1 Measured volume error 
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absolute deviation from the 5-m volume (volume error) versus profile spacing for all 
four sites. In general, the volume error becomes more random and larger in magnitude 
as profile spacing increases. This is consistent with the findings of Saville and Caldwell 
(1952). In their investigation, the use of average profiles at spacings varying from 120 
m to 2,800 m to represent lengths of a fairly uniform beach were analyzed for accuracy 
in evaluating engineering volumes. The spacing error, defined as the accuracy 
measurement of a particular profile in representing a section of beach, was evaluated 
by comparing the selected profile with the average profile for that section. The spacing 
error was then translated into a volume error, defined as the total volume difference 
over the project length. Their conclusions state that the volume error increases nearly 
linearly as profile spacing increases. Saville and Caldwell's results do not indicate a 
randomness in volume error; however, the results from this investigation do. This is 
most probably attributed to the irregularities in the bathymetry evaluated herein. 

Of the four sites, the bathymetry at Longboat Key shows the least along-shore 
variation. This is reflected in the results where the volume error at Longboat Key is 
within 5 m3/m for profile spacings as great as 200 m. However the area is still highly 
three-dimensional, and the volume error when using 200-m, 250-m, and 300-m 
spacings continually increases and is as much as 12.3 m3/m. The calculations for Island 
Beach indicated similar findings. Here, the volume error is small for profile spacings 
less than 200 m, and as the spacing increases beyond 200 m, the measured volume error 
increases. In contrast to Longboat Key, the bathymetry at Island Beach is highly 
variable along-shore with shore-normal sand ridges occurring every 400 m to 500 m. 
This investigation indicates that bathymetric variations associated with these large 
features do not impact volume computations until the profile spacing exceeds 200 m. 

The analysis at St. Joseph shows that profile spacings larger than 100 m result 
in significant volume error. Differing from Longboat Key and Island Beach, as the 
profile spacing is increased at St. Joseph, the volume error does not continually 
increase. The measured volume error at St. Joseph when a 250-m spacing is used is 
significantly lower than that measured when a 200-m spacing is used. However, all 
spacings greater than 100 m result in volume errors larger than 5 m3/m. 

Of the four projects, Presque Isle is most affected by survey spacing changes 
between 5 m and 50 m, and volume computations deviate significantly with spacings 
greater than 50 m. Of the spacings evaluated at Presque Isle, the volumes computed 
using 150-m spacing yielded the largest error, 10.4 m3/m. When the spacing is 
increased to 200 m, the volume error dramatically decreases. Because of the uniform 
repetition of salient formations every 155 m corresponding to the breakwater field, it 
is probable this decrease in volume error is a result of these features. By chance, the 
profile locations at the 200-m spacing were such that the volume error between 
consecutive profiles averaged out over the project length. 

The economic impact of profile spacing is evident in Figure 5.2 where the cost 
error, or absolute cost difference per cubic meter per unit length of beach, for the 
Presque Isle project is displayed. The lower and upper cost error boundaries were 
calculated using a cost per cubic meter of beach-quality sand equal to $5 US and $30 
US, respectively. Even at profile spacings as small as 50-m, the cost error is as great 
as $100 US/m.  As the profile spacing increase to 100 m or greater, the cost error 
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Figure 5.2 Cost error at Presque Isle, Pennsylvania 

becomes as great as $325 US/m, translating to a total project cost difference well over 
$3 million US. With renourishment at $22 US to $26 US per cubic meter occurring 
annually at Presque Isle, higher density surveys are certainly warranted. Typical 
monitoring at profile spacings of 300 m or greater may result in cost differentials 
around $2.5 million US over the project length. 

Similar cost impacts may be observed at the other three projects. At Longboat 
Key, a 300-m profile spacing results in cost differentials between $ 200,000 US and 
$1.2 million US over the 8.5-km project length. At Island Beach and St. Joseph, profile 
spacings greater than 150 m may result in cost errors in excess of $75 US/m. At all 
four projects, the economic benefits of higher density bathymetry are obvious. 

Hydrographic surveys serve as the base for engineering planning and design of 
beach nourishment projects. Usually, a fixed budget for a particular project is 
developed from volume calculations between the design profile and the collected 
bathymetry. If design volumes were computed using sparse data, a fixed budget may 
result in too little, or too much, sand placement at the site. Ultimately, project 
performance is affected: an under-designed project will not adequately protect against 
further shoreline erosion. 

6.0 CONCLUSIONS 
This investigation clearly indicates the economic and planning benefits of high- 

resolution bathymetry for beach nourishment along irregular beaches. Low density data 
may result in gross miscalculation of fill volumes ultimately impacting project 
performance and financial management. The conclusions of this analysis are based on 
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engineering volumes computed with respect to the below-water portion of the profile 
and only reflect underwater bathymetric irregularities. However, initial design, 
maintenance, and monitoring of beach nourishment projects also encompasses the 
above-water portion of the profile. There are commonly occurring irregularities on the 
above-water portion as well including sand dunes and features associated with man- 
made structures. Based on the findings herein, inclusion of the above-water portion of 
the profile should result in even greater inaccuracies in engineering volumes when wide 
profile spacings are used. 

Data density for a particular hydrographic survey mission should be governed 
by the degree of along-shore variability and the intended engineering application of the 
data set rather than the capability of the survey instrument. For example, high-density 
data may not be required when monitoring long-term regional coastal evolution; 
however, high-density data are required when preparing plans and specifications for 
a beach nourishment project in an area with irregular bathymetry. High-density 
bathymetry are also valuable when evaluating the performance of erosion-control 
structures such as groins or detached breakwaters. 

The findings herein prompted several new investigations including the expansion 
of this study to include the above-water portion of the project. Furthermore, studies 
are ongoing to optimize profile locations to best represent a project while minimizing 
data collection requirements. Finally, similar investigations are evaluating the impacts 
of data density on other engineering computations, such as dredging volumes. 

With complete coverage, accurate bathymetry now available at costs nearly 
two-thirds that of conventional methods, engineers can more accurately and cost- 
effectively plan, design and monitor beach nourishment projects. Furthermore, future 
research will provide new guidance for determining necessary survey densities for 
accurate engineering computations. 
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CHAPTER 289 

Shoreline Analysis Using Digital Photogrammetry 

Margery F. Overton1 

John S. Fished 

Abstract 

This paper discusses the application of digital photogrammetry to 
the analysis of shoreline change with examples from Holden Beach, NC. 
Beach cross sections are generated from a three dimensional stereo image. 
These profiles are then used to determine shoreline position and erosion 
rates. The paper compares these rates of shoreline change with those 
determined from the more traditional methodology based on the two 
dimensional interpretation of the wet-dry line. The paper also illustrates 
the improved accuracy obtained by using survey grade GPS as opposed to 
USGS topographic maps to establish ground control. 

Introduction 

Coastal engineers are always seeking better tools to analyze 
shoreline changes. These changes include the result of long-term erosion 
or accretion and short-term impacts of severe storms. The two most 
frequently used methods to record shoreline change are directly from 
field surveys and remotely from aerial photographs. Both methods have 
advantages and disadvantages. 

1 Associate Professor, NCSU-Kenan Natural Hazards Mapping Program, 
Department of Civil Engineering, NCSU, Raleigh, NC, USA, 27695. 

2 Professor, NCSU-Kenan Natural Hazards Mapping Program 
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Field surveys provide detailed information regarding the 
topography and bathymetry of the beach and shoreline. These surveys 
are relatively expensive. In addition, they can not be used to determine 
long-term change if no historical surveys have been conducted. 

Alternatively, the interpretation of shoreline change from aerial 
photographs permits one to perform a historical analysis when such 
photographs are available. Unlike field surveys, traditional methods for 
analyzing shoreline change from aerial photographs do not generally 
furnish the three dimensional data provided by a field survey. Three 
dimensional data can be obtained from aerial photographs, however, if 
one utilizes photogrammetric techniques including the analysis of pairs of 
overlapping photographs. 

Until recently, few coastal engineering projects have included the 
application of three dimensional photogrammetric techniques to analyze 
shoreline change, simply because traditional photogrammetry relies upon 
complex analytical stereoplotters. These devices do not lend themselves 
to routine use outside of the highly specialized photogrammetry 
laboratory. 

The difficulties of using photogrammetry for shoreline change 
analysis have been significantly reduced by the introduction of the new 
computer based digital techniques. Digital photogrammetry replaces the 
analytical stereoplotter with a three dimensional image that has been 
generated by a computer coupled with a high resolution scanner. A pair 
of photographs is scanned, the two images merged and viewed on the 
terminal as a single three dimensional image with the use of special 
glasses worn by the operator. In addition to reducing the difficulty in 
generating a three dimensional image, the technique supplies an image in 
digital format. This greatly expands the opportunities for data 
manipulation and analysis. 

This paper describes our experience with the application of digital 
photogrammetry to the analysis of shoreline change along the coast of 
North Carolina. While we are still learning, it is already clear that this 
technology has greatly expanded our abilities to make accurate 
measurements of erosion rates and the impacts of severe storms on the 
beach. 
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Project Study Area 

The Holden Beach project described in the paper is located in 
Brunswick County, on the southernmost portion of the North Carolina 
coast, Figure 1. The study area is a typical barrier island separated from 
the mainland by a narrow estuary (the Intracoastal Waterway). Most of 
the beaches in Brunswick County are developed with low density single 
family houses as is typical for the mid-Atlantic coast. Long-term shore 
erosion is on the order of 2 to 4 ft/yr. The occasional severe storm, 
including both hurricanes and northeasters, coupled with the effects of 
long-term erosion has led to the loss of oceanfront houses and a general 
need to be able to make reasonable estimates for the future changes in 
shoreline position. 

The analysis of the rates of shoreline change at Holden Beach is 
part of a larger study of the area being undertaken for the North Carolina 
Department of Emergency Management through a grant from the Federal 
Emergency Management Agency. The larger study is intended to 
develop new techniques for natural hazard identification through the use 
of digital photogrammetry. 

Project Description 

The analysis presented in this paper focuses on the measurement of 
the change in position of the shoreline. In this context the shoreline is 
defined as the interface between the wet and dry beach as seen from aerial 
photographs. This interface has been used by many investigators (e.g., 
Dolan, et al. 1978) as the shoreline, and is often referred to as the high 
water line in the literature.  Strictly speaking it is not the high water line, 
but rather a time average of this line. This line is not fixed in space; it 
moves up and down the beach face depending upon the tide, beach slope, 
and to some extent the wave climate (Fisher and Overton, 1994). 

Our laboratory utilizes both hardware and software developed by 
Intergraph Corporation. The photogrammetric grade scanner with a 
maximum scanning capability of 3386 dpi is a key feature of the system. 
It provides the digital resolution needed to achieve the accuracy desired in 
the data analysis. Figure 2 illustrates a typical digital photogrammetric 
project work flow. Two or more photographs are scanned (at a typical 
scanning resolution of 1693 dpi) and used to build a stereo image. 
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Standard photogrammetric procedures including interior and relative 
orientation correct for camera distortion and tilt. 

One of the most important steps in this work flow is to establish an 
accurate set of ground control points. These points determine the 
absolute position of objects seen on the photographs. In order to 
maximize the ultimate accuracy of the project we have elected to use 
survey grade GPS equipment for this ground control. 

Ideally the ground control should be established at the time of the 
aerial photographs. However, in many cases this is not possible, and we 
frequently have to establish ground control after the fact. For example, 
control points can be established from features that are visible in the 
photography and which can be surveyed accurately. Using photography 
from the last five years, this procedure has allowed us to establish control 
points with approximately 3 ft accuracy. 

Once the control has been established, the computer can then 
generate a three dimension image of the beach. As noted above, the 
operator must be wearing a special set of glasses to view this image, 
much like one would do in a theater when viewing a 3-D movie. 

The operator, using the stereo image, can next proceed to create a 
digital terrain model, or DTM. This model is developed by the operator 
"placing" the computer cursor on ground at multiple locations. This 
process requires a certain amount of training and experience, and 
therefore the quality of the DTM depends upon the skill of the photo 
analyst. Once the DTM has been created, a number of different digital 
products can be produced, depending upon the specific application and 
interest. Examples include orthophotos, triangulated irregular networks 
(TINs), grids, and draped images. 

Shoreline Change Measurements 

Figure 3 is a digital orthophoto for a portion of the study area for 
June 1992. A digital orthophoto is a computer generated 2-dimensional 
image which has been corrected for distortion. Accurate measurements 
can be made directly from this orthophoto. Because of the digital format 
it is possible to zoom in on a portion of the photo as shown by the inset 
in this figure. The shoreline (wet-dry line) has been identified by the 
operator as indicated by the line drawn on the beach. As noted above, 
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this shoreline is dependent upon the waves and tide at the site at the 
instant in time when the photograph was taken. 

When analyzing shoreline change it is necessary to look at two 
dates. In addition to the 1992 date shown in Figure 3, we chose a set of 
photographs taken in 1955 as the second date. Figure 4 shows a pair of 
orthophotos at the same site for 1992 and 1955. The development that 
has taken place between these dates is clearly evident. In addition, the 
1955 orthophoto was taken less than 12 months after Hurricane Hazel 
struck this coastline. Hazel (prior to Hurricane Fran in 1996) was the 
most severe storm to impact this shoreline in memory. The extremely 
wide overwash penetration shown on this photograph is due to that single 
storm. It is important to note that the absence on the 1955 photograph of 
most of the man-made features shown on the 1992 photograph makes it 
difficult to establish reasonable control for the earlier date. 

Once we have identified the wet/dry line for the two different dates 
it is a relatively easy task to determine shoreline change. We use a 
technique developed by Dr. Robert Dolan (Dolan, et al. 1978). This 
technique uses an imaginary, shore parallel off-shore baseline as a 
reference line. The distance from this baseline to the shoreline is 
measured along an orthogonal drawn between the shoreline and the 
baseline. In our work we set these orthogonals at 150 ft intervals. Once 
the distance between the baseline and the shoreline is known for the two 
dates in question, it is a simple matter to compute the erosion/accretion 
rate. 

Prior to our use of the digital orthophotos we used the more widely 
practiced techniques described by Dolan and others which depend upon 
less accurate corrections for the aerial photographs. In this prior method, 
ground control points for the photographs were identified using USGS 
topographic maps. Figure 5 illustrates the difference in erosion rates we 
found between these two methods at the study site. The difference is 
about 1 ft/yr. At this site, where the average erosion rate is about 3 ft/yr, 
this is a significant difference. Depending upon the site, this difference 
can be important when one attempts to use these data for shoreline 
management and construction permit programs. 

The method to determine shoreline change described above is an 
essentially 2-dimensional technique. Since the digital image is stored in 
the computer as an 3-dimensional object, it is interesting to consider how 
one could determine shoreline change from this latter data. In this case 



DIGITAL PHOTOGRAMMETRY 3755 

we work from a computer generated TIN. The TIN is a three 
dimensional wire diagram of the stereo image, as shown in Figure 6. 
The triangles connect points of known elevation. 

From the TIN the software can generate cross-sections normal to 
the shoreline at any location. Figure 7 illustrates two such profiles, for 
1955 and 1992. As an alternative to measuring the change in position in 
the wet/dry line, one can now measure the change in position of a specific 
elevation contour. For comparison, the wet/dry lines are also shown on 
this figure. Of course, the use of beach profiles to determine rates of 
shoreline change is not new. This is the normal procedure when working 
from field survey data. However, the ability to generate these profiles 
from digital historical aerial photographs is a relatively new procedure, 
and one worthy of future development. 

Figure 8 illustrates the difference in erosion rates determined by 
these two methods. For this site the change in position of the wet/dry 
line between 1955 and 1992 yields a higher erosion rate than the method 
which is based upon the change in position for the 3 ft contour for these 
same dates. Note that the general trend in the data is consistent between 
the two methods. All things being equal, we feel that the erosion rate 
based upon the contour is preferable because it reduces the influence of 
the waves and tides on the data. 

We are continuing to explore the pros and cons of the two methods 
to measure shoreline change. A rigorous test with field survey data is 
needed prior to making any conclusions regarding the preference of one 
over the other. 

Draped Images 

The discussion above has focused on the use of digital 
photogrammetry for measuring shoreline change. Another important use 
for this technology is the ability to generate realistic looking computer 
images of the beach. One way to generate such an image is to "drape" 
the orthophoto over the TIN, as shown in Figure 9. This image (shown 
here with a 5x vertical distortion) enables us to visualize the topography 
and see clearly the dunes, roads, houses, and vegetation. Such pictures 
are valuable both to the analyst as well as the general public. In the latter 
case these images can be used to help explain a problem, proposed 
solution, or probable impact. Again, since this is a digital image, it is 
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possible to easily change the scale, angle of viewing, and distortion as 
needed. We are currently working with these draped images to prepare a 
report which identifies areas most vulnerable to damage from severe 
storms. 

Conclusions 

While the application of digital photogrammetry to coastal 
engineering is new, it is already clear that this technology will provide 
important improvements to the field. In particular, the ability to generate 
orthophotos from historical aerial photographs will allow us to make 
more accurate determinations of rates of shoreline change. In addition, 
the computer generated images will create new tools for both shoreline 
managers as well as the general public to understand the nature of 
shoreline change. 
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Figure 1. Project Study Area 

Primary Workflow 

Scan aerial photography using high-resolution scanner 

Perform interior and relative orientations to remove 
distortions due to camera system and position 

Use survey grade GPS data for ground control in 
absolute orientation 

|        View 3-D models in stereo to build DTMs 

|   Generate orthophotos Create contours and TINs 

Figure 2. Project Workflow 
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Figure 3. Holden Beach Orthophoto 

Figure 4. Holden Beach Orthophotos for 1992 and 1955 
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Figure 9. 1955 Orthophoto Draped Over Computer Generated Grid 



CHAPTER 290 

Application of Satellite Images to the Detection of Coastal Topography 

Ji Wu1    and   Jea Tzyy Juang2 

Abstract 

Taking advantage of the high resolution visible images from the remotely 
sensed data of SPOT, the phenomenon of waves in the coastal area of Taichung 
was analyzed and its changing characteristics were studied. Changes of wave 
direction are affected by coastal topography; therefore, the changes of water 
depth can be detected by waves characters. In this study, the P band image data of 
SPOT of Taichung coast taken on 8th December 1993 was used. After dividing 
the area from deep to shallow into several blocks, each with 128x128 pixels, the 
wave images were transformed into two dimensional wave number spectra by 
ways of Fourier Transform. After that, the wave direction and the wave length 
were calculated. Results show that the shallower the water depth, the shorter the 
wave length; and the wave rays tend to approach shore normally. The 
phenomenon coincides with the theorem of wave dispersion. At last, based on the 
Snell's Law and the theory of shoaling, the average depth of each block was 
calculated. The results are encouraging. 

Introduction 

Remote sensing techniques have been developing rapidly since 1970. Since 
then, the LANDSAT, SEASAT and the SPOT satellites, have been launched and 
operated. The earth resources satellite receiving station in Taiwan was also 
installed in 1993. 

i Assistant Researcher, Institute of Harbour & Marine Technology 
No.83, Lin-Hai Rd., Wuchi, Taichung District, Taiwan, R.O.C. 
Deputy Director, Institute of Harbour & Marine Technology 
No.83, Lin-Hai Rd., Wuchi, Taichung District, Taiwan, R.O.C. 
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In recent years, many researchers are using this new techniques to solve 
problems in the field of Oceanography, J. Populus (1991) used SPOT data to do 
the wave analysis. P.N. Bierwrith (1993) tried to detect depths on shallow water 
by studying the radiance of sea bottom reflectance. SPOT satellite is a sun- 
synchronous salelite with an average orbit height of 832 km. It passes Taiwan at 
10:45 A.M. and reappears at the same track every 26 days. Since SPOT has the 
ability of inclined scan, we are able to get information of the same area every 3~5 
days. The XS band image has a spatial resolution of 20 meters, and P band image 
has a spatial resolution of 10 meters. This study try to detect water depth at 
intermediate depth zone by using the characteristics of wave propagation. 

Background Theory 

The Dispersion equation states that 

C2 = ^tanh kh (1) 
k 

where C : wave celerity 
a '• the angular frequency 
k '• wave number 
g '• gravitational acceleration 

h '• depth 

During the propagation of waves from deep sea to shallow water zone, 
wave height, wavelength and wave direction undergo changes due to changes of 
water depth. In region with intermediate water depth, we have 

L- L0 tanh kh       ;       C = C0 tanh kh (2) 

where L0 , C0 = wavelength & wave celerity in deep water 

The irrotationality condition of wave number k yields 

d{ks\n0)    d(kcos6} 

dx, dy 

where 6 is the angle between wave ray and the normal of coastline. 

For a coast with straight and parallel contours, the changes of the wave 
direction obey the Snell's law : 
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sin#     sin#„ 
 =  (4) 

By using all the above equations and the data from satellite image, the 
variations of the water depthes at different locations can be estimated. 

Techniques Used 

Although the wave patterns are visible roughly in the satellite image, its real 
direction and wavelength can not be measured by eyes. Therefore, certain 
techniques of wave-number spectrum analysis using the two-dimensional Fourier 
transform are required. From the satellite image, we obtained the wave-number 
spectrum S(k) = Sykx , k\. If l{x , y) stands for the spatial intensity of the 

image, then the wave-number spectrum can be obtained by using the two- 
dimensional Fourier transform as 

% > K)=tfJ(x > y) e~iKx~ik,y ^y & 

When the spectrum peak was calculated, the wavelength and wave 
direction in each subregion can be determined as follows : 

^f = * = V*7+V     ;    e = \m\kxiky) (6) 

where  kx ,k= the wave number components of the peak position on the 

spectrum diagram; $ = the angle between the wave direction and the Y-axis. 

The above method is suitable for cases where wave phenomenon is simple 
and significant. If there is noise on the image scene, for example, a boundary of 
different water colors exists. We'll get a confused spectrum. In such cases we 
have to use special techniques, such as top-hat transform, to reduce the influence 
of noise. Fig.l & Fig.2 show the comparison of the original image scene and the 
image after using Top-hat transformation, a detail flow chart of processing is 
shown in Fig.3. 
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Fig. 1    Original image scene 
of the sea 

Fig. 2   Image scence after using 
Top-hat transformation 

Original image 

Top hat transformation 

Probabilistic relaxation 

Automatic thresholding 

Expansion of analysed area 

FFT transformation 

FFT power spectral rank filtering 

FFT power spectral band-pass filtering 

Determine the cluster center of spectral 

Compute wave length and direction 

Fig. 3    Detail flow chart of processing 
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o 
Fig. 4    Satellite images off Taichung Coast 
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Results 

In this study, the Pan Band image data off Taichung Harbour on 8th 
December, 1993 were used (Fig.4), it covers an area of 18km x 12.5km. Taichung 
Harbour was builded on 1970's, locate at the central western coast of Taiwan. 
From September to March, the winter monsoon season, the strong wind always 
blows from north. Therefore, the waves travel from the upper to the lower in 
Fig.4. The upper left corner is 9 kms away from coast and the depth is about 50 
meters. The lower left corner is the outlet of Da-Du River and is quite shallow. 
Therefore we can observe the phonomenon of waves shoaling. After selecting and 
dividing some scope in the left part area from deep to shallow water and labelling 
them as A, B, ... S, with each block having 128x128 pixels, the wave image is 
then transformed into the wave-number spectrum. 

Two example diagrams of the wave-number spectrum at block E (in deep 
water) and S (in shallow water) are shown in Fig.5 and Fig.6 respectively. In these 
figures, the longer the distance of the bright spot to the original point, the larger 
the wave number, which means shorter the wavelength. 

Fig. 5 Wave image & wave number 
spectrum at block E 

Fig. 6   Wave image & wave number 
spectrum at block S 
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From Table 1, we can see that the wavelength is decreasing and wave 
direction changes from 15° at block E to 350° at block S also. Fig.7 shows the 
variation of wavelength with wave direction from block E to block S. 

Table 1     Results of water depth computation 

Block Wavelength Wave direction 
0° for N: clockwise 

C/Co k dp(m) dr(m) 

C 107 16 0.99 0.059 44 — 

E 101 15 0.98 0.062 41 43 
G 101 14 0.97 0.062 40 46 
I 92 6 0.94 0.068 26 30 
K 88 3 0.92 0.071 22 20 
M 83 0 0.90 0.076 19 19 
0 81 356 0.86 0.078 17 17 

Q 75 353 0.83 0.083 14 15 
s 68 350 0.80 0.092 12 10 

Finally, the Snell's law of wave refraction and the small amplitude wave 
formula were used to compute the ratio of wave celerity from deep to shallow 
water and to predict the water depth at each block individually. Comparison of 
the predicted water depth (dp) and the measure's (dr) was also shown in Table 1 
and Fig.8. The results are encourging. 
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Conclusions and Discussions 

1. From the satellite image of the sea, we can get direct information of wave 
propagating from deep to shallow water, such as refraction, diffraction and 
reflection. It has the advantages of wide spatial information and lower coast, 
when compared to traditional field survey. 

2. By combining Snell's law, dispersion relationship and spectral results, the 
bottom topography are easily derived. The results are encouraging. 

3. The method used here takes the assumption of straight and paralled offshore 
contours; therefore the range of water depths can be estimated is within 
intermediate depth, i.e., from L12 to LI20, where L is the wave length. 

4. Block size influences the analyses. Larger block size provides better spectral 
resolution while causing more uncertainty due to shoaling effect. On the other 
hand, small block size has the problem of insufficient details. The present study 
uses a 128x128 pixel block size. 

5. Effects of water color on the image may yield confusing in the detection of 
spectra. The top-hat transformation is used to reduce the influence of this 
factor. 

6. SPOT Pan band images are used in the present spectral analyses. In comparison 
with most of the earlier works where SAR images were used, these images 
generally provides higher space resolution and lesser non-linear effects. 
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CHAPTER 291 

SEDIMENT TRANSPORT IN SWASH ZONE 
UNDER OBLIQUELY INCIDENT WAVES 

Toshiyuki Asano1 

ABSTRACT 

Time dependent calculations on two-dimensional sediment 
transport are carried out. The swash wave front is treated as a 
moving boundary which can reproduce non-vanishing sediment 
transport rate even for landward region of the still water 
shoreline. Meanwhile, experimental investigations on this subject 
are conducted by florescent sand tracer method. By comparing the 
present and existing experimental results with the numerical 
ones, the sediment transport mechanism in the swash zone is 
discussed. 

1. INTRODUCTION 
Recently, swash zone has received much attention because the sediment 

process in this zone provides an important boundary condition for the entire 
beach evolution. And also, recent studies have reported that the alongshore 
sand transport takes bimodal distribution with maxima at the swash zone as 
well as near the breaking point(White-Inman (1986), Bodge-Dean (1987)). 
Under obliquely incident waves, sediment near shoreline moves in a zig-zag 
way which results in the inherent alongshore transport in the swash zone. 
Intensive turbulence generated in uprush and backwash waves causes a 
large volume of sediment in suspension. However, these mechanisms have 
not been sufficiently understood. 

The author proposed a horizontally two-dimensional shallow water wave 
model for predicting the free surface elevation and fluid velocities in the 
swash and surf zone under obliquely incident waves    (Asano, 1994). The 

1 Associate Professor, Dept. of Ocean Civil Engrg., Kagoshima Univ., 1-21-40, 
Korimoto, Kagoshima, 890, JAPAN 
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sediment movement in swash zone should be described in a time dependent 
way because the bed is immersed and dried alternatively corresponding to 
run-up and run-down motion. The objective of this work is to improve the 
understanding of sediment transport in the swash zone by numerical 
analysis as well as experimental investigations focusing on the alongshore 
transport rate. 

2.    NUMERICAL ANALYSIS 

(a) Two dimensional velocity fields in swash zone 
The author has presented the numerical model for the two-dimensional 

velocity field in a swash zone (Asano, 1994). The outline of the calculations is 
as follows: 

Two dimensional coordinate system is considered where x- and y- axis 
is chosen to be in the normal and the parallel direction to the shoreline, 
respectively. The z-axis is taken positive upward with z=0 at the still water 
shoreline. The beach slope S is herein restricted to be uniform and its 
contour is straight and parallel to the shoreline. The incident monochromatic 
waves with straight parallel crests are assumed to arrive at the seaward 
boundary with an angle 6B . 

The basic equations are two-dimensional shallow water equations with a 
moving boundary at the front of wave runup. Ryrie's(1983) method is applied 
in order to obtain simplified equations. That is, the wave crest is straight 
parallel and bottom topography does not vary in y-direction, the observed 
wave motion moving along the alongshore direction at the speed C7sin# 
becomes independent in the y-direction. By introducing pseudo-time 
i = t- (sir\6B ICB)y to unify two independent variable t and y, and assuming 
the incident wave angle GB is small enough to be used as a small 
parameter, the basic equations are decoupled into independent equations 
both for longshore motion and cross shore motion. 

(b) Particle trajectory in swash zone 
Instantaneous behavior of a single spherical particle placed on a uniform 

slope is simulated under two-dimensional swash motion calculated in the 
above mentioned model. The momentum equation for the particle is given 
by 

(PSIP+ CA)A3d
3 us =~CDA2d

2\u- «,|(«- us) 

+ (1 + CA)A3d3 u - (ps/p- l)A3gd3 sin S 

-Wp-l)A^3tan0cosS (1) 

in which, g: gravitational acceleration, p and p s: specific gravity of water 
and sediment, d: sediment particle diameter, A2, A3: 2- and 3- dimensional 
shape factor of sediment particle,   <f> '• internal friction angel, CA, CD: added 
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HO'O.124   m 
T = 1  - 1 50sec 
ANGLE=!0-0 
SI. OPE'O. 4 
DtPTH=0.50C 
f = 0.I 00 

• d=0.3mm 

• d=1.0mm 

mass and drag coefficient, u, us : 
fluid and sediment particle 
velocity vector, respectively. 

Since the fluid velocity u 
has been obtained at every 
calculation grid, interpolation is 
needed to calculate u at the point 
sediment particle locates. The 
instantaneous position of the 
particle can be calculated by 
integrating sediment particle 
velocity u«with a time increment 
of 1/1000 of the wave period. 

Fig. 1 shows one example of 
the calculated trajectories of a 
single particle placed on a 
relatively steep slope S=0.4 to 
emphasize the gravitational effect. 
Here, x- and y- axis is chosen to be 
in the normal and parallel 
direction      to      the      shoreline, 
respectively. The results reproduce the zig-zag transport under which a 
particle is conveyed onshore with a certain angle to the shoreline, then 
transported offshore with greater angle due to the gravity. 

Fig. 1 

Trajectories of a sediment particle 

in a swash zone 

(c)   Sediment Transport Rate 
Instantaneous sediment transport rate was calculated based on 

Kobayashi's(1982) bed load formula, which accounts for the effect of a slope 
explicitly. In the model, the composing forces acting on a spherical particle 
are the submerged weight, frictional force, fluid drag and lift forces. An 
inertia force acting on the particle was neglected in the model for simplicity. 

To illustrate the external force of a sediment particle, the temporal 
variations of on-offshore velocity at the still water shoreline x=0 are shown 
in Fig. 2. The parameter of Fig.2 (a) and (b) is the wave period Tand the 
slope steepness S, respectively. The results show that each velocity 
fluctuation in swash zone rapidly increases at a passage of bore-like crest, 
and has long lasting backwash motion. Even though the incident wave 
height is same in the figures, the breaking wave height Hb will change by the 
parameter T and S, and that leads to different set-up height at the still 
water shoreline. The magnitude of the backwash flow is found to be large 
because the precedent onshore mass flux should be returned through a thin 
backwash flow. These figures show greater integrated areas in the offshore 
direction than those in the onshore direction. 

The variations of sediment transport rate reflect the velocity variations 
shown above. Fig. 3(a),(b) illustrates the instantaneous on-offshore transport 
rates qx/wd{w: sediment fall velocity) at the still water shoreline x=Q. At the 
limit of horizontal bed,  Kobayashi's  formula yields  that the  sediment 
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transport rate is proportional to the Shields number 'W(t) to the power of 1.5 
(3 rd power of the instantaneous fluid velocity). As a result, the curves of 
sediment transport rate in Fig. 3 show steeper peaks than those in Fig. 2. 
Fig. 3(b) shows the results with a slope steepness S as a parameter. The 
steeper the bottom slope, the sharper the onshore transport fluctuations 
and the greater and the longer the offshore transport fluctuations. 

Fig. 4 depicts the instantaneous alongshore transport rate qy. The 
alongshore transport is generated mainly during wave up-rush under mild 
slope condition. Meanwhile, under steep slope condition, a large amount of 
alongshore transport is observed during down-rush. 

T=1.15s 
9=10 
f=0.10 

-   HQ=1 2.4cm 
40-   X/XQ=0 

(a) ~• (b) 

Fig. 2   Temporal variations of on-offshore velocity at x/xo =0 
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Fig. 5 and Fig. 6 depicts spatial variations of time averaged on-offshore 
and alongshore sediment transport rates Qx, Qy, respectively. The positive 
direction of the abscissa is taken in the onshore direction from S.W.S.L.. It 
is recognized that substantial values both for Qx and Qy are observed even 
in the onshore region of the shoreline. The time dependent calculation 
treating the swash wave front as a moving boundary is able to reproduce 
non-vanishing transport rates both Qx and Qy in the region x/xo>0. These 
figures show that Qx are offshore direction except for the mildest case 
<f?=l/20, and Qy decreases monotonously toward the onshore direction, 
hence, no bi-modal peak around the shoreline is obtained. 

(d) Comparison with Conventional Experimental Data 
Kamphuis(1990) conducted three-dimensional mobile bed experiments, 

and investigated alongshore sediment transport rate in swash zone as well 
as surf zone. Most distributions of his data exhibited bimodal with one peak 
close to the breaking zone and another in the swash zone. One example of his 
data is shown in Fig. 7. The ratio of suspended load and bed load throughout 
his tests showed roughly constant for the entire region, even near the 
breaking point where suspend load is expected to be predominant. 

On-shore 
X/XO, 

S=1/5 
6=10' 
f=0.10 
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Fig. 5    Spatial variations of time averaged on-offshore sediment transport rate 
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Comparisons with the present 
calculation under the same input 
condition of Kamphuis's 
experiment have revealed that his 
results were 2 order greater than 
the calculated results. Fig. 7 shows 
one of the results where the 
transport rate Qy at still water 
shore line x=0 for the bed load was 
around 17kg/m/hr in its immersed 
weight. Converting into a non- 
dimensional transport rate Qy/wd, 
this amount corresponds to 1.06, 
while the calculated rate is 0.029. 

Sunamura(1984) measured on- 
offshore sediment transport rate 
focusing on the swash zone in a 
two-dimensional wave tank. Based 
on the results, he proposed a 
transport rate formula for the 
swash zone. Comparisons between 
the calculated on-offshore sediment 
transport rates Qx at x=0 with 
those of Sunamura's empirical 
formula are shown in Fig. 8, in 
which the parameter Ho, T, d is the 
incident wave height, wave period 
and sediment diameter, 
respectively. Qualitative 
agreements are fairly good in all 
the figures, but some discrepancies 
are found. In Fig. 8(a), 
Sunamura's formula predicts 
positive Qx values for small wave 
height, which implies onshore 
sediment transport corresponding 
accretional beach formation. 
Meanwhile the calculated Qx also 
decreases to zero with decreasing of wave 
still offshoreward. 

The present calculations deal only with bed load transport under non- 
breaking waves. Large amount of sediment will be suspended by the vortex 
when the backwash collides with the incoming bore. The discrepancy from 
the empirical formula suggests the significant contribution of the generated 
vortex. 

Fig. 8 Comparison of calculated on 

-offshore sediment transport rate 

with Sunamura's(1984) formula 

tractive force but the direction is 
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3.    EXPERIMENTAL STUDY 

(a) Experimental Apparatus 
The wave tank used here was 26.7m long, 13m wide and 1.2m deep 

wave basin in Dept. of Ocean Civil Engrg., Kagoshima Univ.(Fig. 8).    In this 
section, the x-axis is taken positive in the offshore direction with the origin 
x=0 at the still water shoreline. The y-axis is taken in the alongshore 
direction. A uniform concrete slope of gradient *9=l/7.5 was set up at an angle 
0 =15° with a wave generator equipped at the other end of the basin. The 
uniform water depth in the offshore region was kept at constant 79cm 
throughout the experiments. 

Ten capacitance type wave gauges were used, one for the offshore waves, 
and nine were set in an array on the slope from 210cm offshore to 40cm 
onshore of the still water shoreline(S.W.S.L.), which covered the surf and 
swash zone. The wave gauges were inserted into slit holes, which were 
ditched in order to maintain small water depth even when the bed was dried 
up at the downrush phase. 

A 10mm thick sand layer extending 1.0m width by 3.2m length was laid 
on the mortar bed. The sand used here was clastic sediment particle 
originated from igneous rock, of which diameter d was 0.9mm and specific 
gravity swas 2.96. 

Table-1 Test conditions 

(b) Experimental Procedures 
Measurements using the 

florescent sand tracer were 
conducted at 16 points with 
15cm intervals in the range 
between x=150cm offshore and 
x=-75cm onshore of S.W.S.L. 
First, natural undyed sand was 
laid and leveled its surface 
accurately. Then, using a core 
sampler of 36mm inner- 
diameter and a thin spatula, 
a cylindrical sand mass was 
removed. Instead of this, a 
cylindrical plug of florescent 
colored sand was buried. 
After one minute wave action 
on the sand bed, core samples 
were collected at 16 points each 
for two concentric circles of 
20cm and 40cm radius. 

The samples were 
evaporated in a drying oven, 
then, weighed on a precision 
balance. Meanwhile, the weight 

Hi (cm) T(s) xt (cm) W„ (cm) Z 
CASE-5 6.4 2.5 -70 85 1.65 
CASE-6 7.9 2.0 -60 70 1.19 
CAS&7 3.3 3.0 -70 100 2.75 
CASE-8 7.5 1.5 -65 65 0.91 

26700 

(unit:mm) 

WAVE GAUGE 

-1100 -210     -110     -40        0        40 
-160      -60     -20      20 UNIT(cm) 

Fig. 8    Wave tank 
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of dyed sand was estimated by the number which was determined by visual 
counting under ultraviolet illumination. For this conversion, a calibration 
curve between the number of particles and its weight was determined 
beforehand. The final results were arranged in volumetric concentration; the 
occupation ratio of dyed sand against the whole sand. 

Assuming advection is predominant, the sediment transport velocity 
was estimated in the following way. If a particle initially located at the 
center moves to the position (r, 6) after A? time, the traveling velocity for 
on-offshore and alongshore direction us, vs will be given by r cos 6 I At, r sin 
9 / At, respectively. The representative sediment transport velocity was 
estimated by spatial averaging as follows: 

ffc(r,&)dS f(c(rfi)rdQdr 

•»__...    A?        ..Jo J° M  /Q\ 

ffc(rfi)dS rfc(rfi)rd8dr 

However, the number of the measuring points was restricted as 16 for 
each concentric circle, 32 in total, thus the estimation for us, vs was actually 
carried out by the following equations. 

v.    r, cos9    it,    r,2cos 
> c. - +• > c.  
fcf        At        jj '     M 

vi    r'sinB    vi    r,2sin9 
> ci    + > c,     fa        tJ        fa '     &1 

HMh 
(3) 

The test conditions are summarized in Table-1, in which Hi is the 
incident wave height in uniform depth region, Xb is the location of breaking 
wave, and Wu is the maximum run-up distance on the slope obtained by eye- 
measurements. 

(c) Wave characteristics on a slope 
Fig.9 shows the water surface fluctuations at each measuring point from 

offshore to onshore. From the fluctuation records, the following parameters 
were defined to describe the sediment transport; wave height, skewness 
( asymmetry in respect of horizontal level), asymmetry (asymmetry in 
respect of center line). 
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Fig. 9   Measured water surface fluctuations 
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The  definitions of skewness 
and asymmetry are given by 

H(cm) 
10 

•WAVEHEIGHT-Vf 

skewness - 
1 

in-r]Y 

asymmetry = (tpealc-t0)/T 

X(cm) 
OFFSHORE DISTANCE 

Fig. 10   Spatial variations of wave profile 
properties 

in which, 77 : water surface 
fluctuation, 77 mS: root mean 
square of 77 „ to: time at the lowest 
water surface fluctuation, tpeak : 
time at the    succeeding fluctuation peak. 

Fig. 10 illustrates that skewness becomes small in the swash zone where 
the water surface fluctuation shows bore-like variation. Meanwhile, 
asymmetry monotonously decreases toward onshore. This sudden 
increase of wave profile will cause significant onshore-ward sediment 
transport in the swash region. 

(d) Transport velocity determined by tracers 
Fig. 11 shows an example of directional distribution of florescent sand 

concentration. Onshore transport predominance in the offshore region of the 
breaking point(in this case;x=70cm), alongshore transport in the surf region, 
and onshore transport around still water shoreline (x=0) are observed. Large 
scattering was found in the surf zone, where not only advection but diffusion 
contributes the tracer transport. 

The sediment transport velocities estimated from Eq. (3) are plotted in a 
vector form(Fig. 12). In the figure, the solid vector indicates the data where 
more than 10 florescent sands were sampled, the dotted vector points out 
the data where 6 ~ 10 florescent sands were found (less reliable). Following 
characteristics are obtained: 

In the offshore region of the breaking point(B.R) sediment is 
transported onshore because the velocity fluctuations are skewed in the 
onshore direction. 

In the region between the breaking point and still water shoreline, 
alongshore transport is predominant. This is due to generated longshore 
current in this region. For on-offshore transport, the onward sediment 
transport due to the skewness of velocity fluctuation may be almost 
canceled by offshore transport due to an undertow generated near the 
bottom. 

In the swash zone, the transport direction is offshore (except for 
CASE-7). Since water mass running up on a slope will be returned in a 
thin layer flow, the velocity of the return flow becomes large enough to 
transport the sediment offshore in averaging over a period. 
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The result of CASE-7 is slightly different from others especially in the swash 
zone , it could be because the wave period was the longest among all the 
cases, so the breaking type became collapsing (surf similarity parameter in 
this case £ =2.75) which breaks suddenly close to the shoreline. 

(e)  Comparison with the calculated transport velocity 
In order to check the validity of the experimental results, calculations 

based on Kobayashi's formula are performed under the same input condition 
as the experiments. The results are illustrated in Fig. 13. All of the on- 
offshore components of transport velocity vector direct offshore. This 
directional property agrees with the experiment in the swash zone, but 
disagree in the surf zone and offshore zone. 

The comparison also shows the discrepancy in the magnitude of 
transport velocity. For the experiment, most of the results ranges 0.3 ~ 
0.4cm/s, and maximum is 0.66cm/s, which is so small compared to the 
calculation. In terms of a ratio to the generated longshore current velocity, 
the data were not so small, but agreed with existing field data. Nadaoka et 
al.(1981) reported that the sand transport velocity was less than l.Ocm/s, 
which corresponded to 1 ~ 2 % of the observed longshore velocity. 

Several reasons can be considered to explain the difference. One would 
be due to the large grain size. In this experiment, relatively coarse sand 
oM).9mm was used. This might be beyond the applicability of Kobayashi 
formula which calibrated with existing data using medium and fine sand. 
The run-up waves propagate on a slope with generating much turbulence 
at the front. In the numerical model, the velocity field is treated as uniform 
and no-turbulence, the predictablity of sediment transport in the swash 
zone is severely restricted. 

4. CONCLUSIONS 

(1) Analysis on single particle trajectory reproduces the zig-zag sediment 
movement, which is inherent transport mechanism in the swash zone. 

(2) The time dependent analysis treating the swash wave front as a moving 
boundary enable the calculation to reproduce the swash zone sediment 
transport. Non-vanishing transport rates both for on-offshore and 
alongshore directions have been obtained even for the onshore region of 
the still water shoreline. 

(3) From the experiments using florescent sand tracers, the sediment 
transport in the swash zone is comparable in the magnitude with those 
in the surf zone, and to be directed generally offshore. The offshore 
transport can be explained due to the strong backwash flow prevailing 
over the onshore flow generated at a passage of bore-like front. 



SEDIMENT TRANSPORT IN SWASH ZONE 3781 

(4) The present model postulates uniform velocity distribution and no 
turbulence. Quantitatively, the model could not reproduce the 
sediment transport rate in the existing and present experiments. For 
improving model to describe sediment transport in a swash zone, 
vortex and turbulence roles for sediment stirring up mechanism should 
be included. 
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Fig. 11    Directional distributions of florescent sand tracers 
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CHAPTER 292 

Sheet Flow Modelled as Pure Convection 

Stephen Clark1 

Peter Nielsen2 

Abstract 

A considerable amount of experimental data regarding the transport 
of sand under violent wave conditions (specifically the sheet flow 
regime) has been gathered in recent years. Historically, modelling of 
the concentration distributions of the suspended sediments 
immediately above the sheet flow layer has been undertaken using 
the diffusion equation. A physically more appropriate model is the 
combined convection diffusion approach. However, analysis of the 
experimental results to date indicate that a pure convection which is 
far simpler than either of the other two is adequate. 

Introduction 

The transport of sand under violent wave conditions with Shield's 
parameter values greater than one is often described by the term 
sheet flow because no bedforms survive through the wave cycles 
and a layer (sheet) of sand, many grain diameters thick, can be seen 
to move back and forth with the wave motion. 

A considerable amount of experimental details of the process have 
been gathered in recent years by Ribberink and co-workers (1992). 
However, modelling of the process is still inadequate. This paper 
concentrates on the "upper" or suspended part of the sediment 
distribution. Traditionally, concentration distributions have been 
modelled using forms of the diffusion equation. As will be presented 
below,  analysis of experimental  results indicates that a combined 

1 Senior Engineer, Lawson & Treloar, PO Box 11 5, Ashgrove, Queensland, Australia 
4060. 

Reader, Dept of Civil Engineering, University of Queensland, Australia, 4072. 
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convection diffusion model or in some cases a pure convection 
model appears to be adequate. 

Experimental Data 

A series of experiments have been conducted in the Large Oscillating 
Water Tunnel (LOWT) of Delft Hydraulics which have focussed on 
both time averaged and time dependant near bed and within bed 
sediment concentrations and sediment transport rates. 

Flow conditions investigated have ranged from purely sinusoidal to 
regular,   asymmetric   waves   over   both   rippled   and   plane   beds. 
Sediments investigated have been predominantly sands with a D50 = 
0.2 mm.    An additional set of experiments have been  conducted 
using a finer sand D50 = 0.12 mm. 

Figure 1 provides an example of the results obtained through this 
procedure (Ribberink et al, 1992). 

Figure 1: Experiment C8 Results 

•**5mm -A— z=7mm -x-i=9mm -*— Z'' Z.Smm Velocity | 

Suspended Sediment Distribution Models 

Natural suspended sediment processes are a combination of both 
convective and diffusive processes. The process by which sediment 
(heavier than water) is driven upward has traditionally been 
described in terms of pure gradient diffusion. This process is due to 
driven by vertical mixing and consists of a large number of small, 
random vertical steps. Alternatively, the scale over which this 
mixing takes place is much smaller than the scale of the 
concentration profile. 
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Analysis of recent experimental data indicates that the pure gradient 
diffusion model is inadequate and that in many cases, a larger scale 
or convective process is reflected by many suspensions as well. 
These results reflect a process whereby the mixing scale is of the 
same order as the concentration profile. 

Considering a horizontally uniform sediment concentration field 
c^c(z,t) and a correspondingly uniform sediment velocity field 
Us=us(z,t), the vertical sediment flux q = cUs is considered to consist 
of three components. These components are a downward 
component -wo? due to gravitational settling and an upward flux 
which can be of convective (subscript C) or diffusive (subscript D) 
nature or a combination of both. This process is illustrated in Figure 
2 (Nielsen, 1992). 

<•(«&> 

The total vertical flux is thus written as: 
q,=-w0c + qD + qc 

enabling the conservation equation to be written as 

dc _     dc   dqD   dqc 

dt dz    dz     dz 

The forms of convective and diffusive functions considered for this 
paper are as below: 
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2 
Convective Flux, qjz,t)=p(t )F(z) 

dc 
Diffusive Flux, qD(z,t)=-&s— 

oz 

The pickup function p(t) is a non-negative function describing the 
instantaneous pick up rate at the bed and the dimensionless 
convective distribution function F(z) determines the fraction of the 
entrained sand which travels (convectively) beyond the level z above 
the bed. 

Analytical Solution - Pure Convection 

The vertical convective sediment flux, qc is generally written in the 
following form 

qc(z,t)=p(t-—)F(z) 
Wc 

where wc is the average vertical velocity with which the sand is 
convected upwards. 

Assuming that the distribution function F(z) is an exponential of the 
form 

F(z)=e"L 

the general form of the time dependant sediment concentration 
equation may be expressed in terms of periodic functions as: 

becoming 

where 

and 

Cn = 

cn(z,t)=Cj(z)eim' 

c„(z>0-Cne^/Leiml 

P„ I+inmL/wc 

Wo 1 + in&L /wc+irvitL /w0 

incoL 
P„ = '+- 

Wc 

If the real portion of c„ is considered, have 

Re{Cn(z,t)}=Re{cJetlL 
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Analytical Solution - Pure Gradient Diffusion 

As with the pure convection description, with the general form of the 
time dependant sediment concentration equation as 

cn(z,0-Cj(z)eim' 

for the pure gradient diffusion solution, this becomes 

cn(z,t)=Cr,ea"Zw°/c<ein°" 
where 

Pn 
C„ = 

WoOLn 

and 

a„ 
1 .    1    wco s* 

2   V4+' wo 

Note that for the pure gradient diffusion solution, the length scale, L 
of the convective solution is replaced by the sediment diffusivity 
over the still water settling velocity zs/wo- 

There are two important differences between the analytical solutions 
for pure gradient diffusion and pure convection. Firstly, all the 
harmonic concentration components decay as e'z/L for the convective 
solution and secondly, the phase lag relative to the pick up function 
grows at the same rate for all frequencies. This indicates that in a 
process dominated by convection, defined concentration peaks will 
travel upwards through the water column at a constant rate. 
However, for a process dominated by diffusion, the phase lags will 
grow with elevation above the bed, leading to "blurring" of 
successive peaks. 

Data Analysis 

The experimental results previously illustrated may be expressed in 
terms of simple periodic functions via a Fourier Analysis. This has 
been carried out on the available data to the tenth harmonic. It has 
been found to date that six harmonics provide an appropriate level of 
accuracy. 
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Experiment C8 
Fourier Component Magnitude Summary 

-• n=0 
-S—n=1 

A n=2 
X n=3 

0.000 0.001 0.010 0.100 1.000 10.000 

Magnitude, Rn (g/L) 

Figure   3  provides   an  example  of  the  relative  magnitudes  of  the 
primary harmonics obtained for the data set presented in Figure 1. 
From these results, parameters representing the mixing length (pure 
convection solution) and diffusivity (pure gradient diffusion solution) 
can be derived. 

4 5 6 

harmonic number 

Figure 4 presents the results of this process. Note that the length 
scale (corresponding to pure convection) is approximately constant 
across all harmonics. However, the diffusivities show an increasing 
"drift" as the harmonic number increases. As could be expected, 
this is more pronounced for the sand of larger grain size. 
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Conclusions 

The primary conclusion which may be drawn from this analysis is 
that the experimental results analysed are more appropriately 
represented by a purely convective model. This is convenient as 
computationally, the solution of the equations corresponding to pure 
convection is much more straightforward than for the second order 
partial DE for the pure diffusion (and combined convection diffusion) 
equation. 
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CHAPTER 293 

A TRANSPORT RATE FORMULA 
FOR MIXED-SIZE SANDS 

Mohammad Dibajnia l   and    Akira Watanabe 2 

Abstract 

Experiments were conducted on the transport of mixed grain size sands 
due to nonlinear waves, over both rippled and flat beds. The sand mix- 
ture was composed of a fine sand with median diameter of 0.2 mm and a 
coarse sand with median diameter of 0.87 mm. Conditions for the initi- 
ation of sheet flow were investigated and transport rates were measured. 
It was found that the transport rate of fine sand is significantly reduced 
by the existence of the coarse sand, whereas the coarse sand behaved 
almost as if there were no other sand present. A transport rate formula 
for mixed sands was presented and verified by using the measured data. 

1. Introduction 

Sandy beaches are the focus of many attentions because of their role in pre- 
serving the coastal environment, their ability in reducing disasters, and their 
attractiveness for recreational activities. They are, however, subjected to erosion 
problems due to the action of natural forces or artificial impacts. As a counter- 
measure, beach nourishment is one of the most acceptable methods for protecting 
sandy beaches. The grain size of the sand used for filling the beach is, however, 
decided by the available sources of material and in many cases does not coincide 
with the grain size of the native sand. Also, using a sand coarser than the na- 
tive sand is in general more desirable because it can better stabilize the beach. 

Associate Professor, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo 113, Japan. 
2Professor, ditto. 
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20cm 160 cm 

Figure 1: Oscillatory/steady flow water tunnel and its test section. 

Needless to mention that even the grain size of the native sand itself may be 
nonuniform. Therefore, estimation of the transport rates of mixed-size sands is 
of crucial importance in predicting the behavior of both natural and artificial 
beaches. 

In this study experiments were conducted on the transport of mixed grain 
size sands due to nonlinear waves over rippled and flat beds. The transport rate 
formula of Dibajnia and Watanabe (1992), which has originally been derived for 
0.2 mm sand, was first generalized to cover the transport of granular sediments 
with other grain sizes and densities. A method was then presented to apply this 
formula to estimating the transport rate of mixed size sands. Conditions for the 
initiation of sheet flow were also investigated. 

2. Experiments 

The present experiments were carried out in a loop-shape oscillatory flow 
water tunnel at the University of Tokyo. The tunnel and its test section are 
shown in Fig. 1. Two kinds of sand, fine and coarse, were mixed together. The 
fine sand had a median grain size of 0.2 mm and the fall velocity of 2.3 cm/s. 
For the coarse sand these values were 0.87 mm and 8.7 cm/s, respectively. The 
percentage of the weight of each sand in the total weight of a mixed sample was 
defined as the percentage of that sand, P,-. Three types of mixed sands with 
percentages of fine sand, P0.2, equal to 25%, 50%, and 75% were prepared. The 
oscillatory velocity profiles generated in the tunnel were calculated by the first 
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Figure 2: Typical velocity profile in the experiments. 

Table 1: Experimental conditions for transport rate measurements. 

T(s) 3 3 3 3 3 3 3 3 3 5 5 5 
d0 (cm) 2.3 28 35 38 43 48 50 55 71 62 78 98 
Po.2 = 100% G 0 O 
P0.2 = 75% 0 o O O 0 0 O O 
Po.2 = 50% o o 0 O o O 0 O O o O 
Po.2 = 25% o o 0 o o o 
Po.2 = 0% O o 

O   :   Points where transport rate is measured. 

order Cnoidal wave theory. Two wave periods, T — 3 and 5 s and one nonlinearity 
index umax/w = 0.7 (see Fig. 2) were selected. By changing the velocity amplitude, 
transport of sands over rippled beds as well as under sheet flow conditions were 
observed and net transport rates were measured. The experimental conditions for 
which transport rates were measured are summarized in Table 1. In this table, 
d0 and T are the excursion length of water particle and the priod of oscillation, 
respectively. Conditions for initiation of sheet flow were also investigated. The 
present experimental data have originally been reported in Suzuki et. al (1994) 
and Inui et. al (1995). 

3. Initiation of Sheet Flow 

For a uniform sand, the transport mode usually changes from the bedload 
transport over an initial flat bed to the suspended load transport over the ripples 
and, as the velocity amplitude continue to increase, to the sheet flow transport 
over the reflattened bed.   Several experiments were performed to observe the 
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Figure 3: Occurrence of different transport modes. 

behavior of mixed sand beds. The procedure was to start each experiment from 
a flat bed and see whether ripples appear or not. The results for T = 3 s were 
summarized in Fig. 3. It is interesting to see that for mixed sands, sheet flow 
occurs under lower velocities than those required for uniform sands. However, this 
was the case when the bed has initially been flat. Additional few experiments 
were performed with an initially rippled bed. As shown in Fig. 4, it was found 
that a higher velocity than that in the case of uniform sand is required to wash 
out the ripples from the mixed sand bed. It was thus concluded that the mixture 
of fine and coarse sand provides a firm structure which is not deformed as easily 
as uniform sands are. 
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Figure 4: Dependence of the initiation of sheet flow on the initial bed form. 
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4. Generalized Transport Rate Formula 

A transport rate formula involving unsteady aspects of the sand transport phe- 
nomenon has been presented by Dibajnia and Watanabe (1992) for estimating 
the sheet flow sand transport rates. The formula has later been extended by them 
(Dibajnia et. al, 1994) to cover suspended load over ripples as well as bed load 
transports. Their formula, however, is based on the experimental data obtained 
by using a sand with median grain size of 0.2 mm only, and needs further verifi- 
cation for sands of other sizes before it is applied to the transport of mixed sands. 

In their experiments on sheet flow, Dibajnia and Watanabe (1992) noticed 
that once there was a positive velocity (Fig. 2) large enough to raise up sand 
particles to such a level that they could not reach the bottom before the nega- 
tive velocity occured, then these particles tended to be carried to the negative 
direction. Dibajnia and Watanabe (1992), therefore, defined a dimensionless pa- 
rameter, r, as 

r_UcTe(n
3

e + n?)-utTt(n? + n?) 
(uc + ut)T 

and assumed the net transport rate to be a function of r. For the dimensionless 
net transport rate, $, Dibajnia (1995) proposed 

$ = 9net^ ~ £) = 0.0023 • sign(r) • l/f-5 (2) 

In the above relations qnet is the net volumetric transport rate, e the sediment 
porosity, d the sediment grain size, W the sediment fall velocity, and uc and ut 

are representative velocity amplitudes for the positive and negative portions of 
the velocity profile, respectively, as 

2   rT" 2   rT 

u2
c = -        u2dt,    u] = -       u2dt (3) 

J-cJo J-t JTC 

In Eq. (1) 0'c represents the amount of suspended sand remaining from the pos- 
itive half cycle, to be carried by the negative velocity. Similarly Q't stands for 
the amount of sand still in suspension after the negative half cycle, which will 
be transported to the positive direction. On the other hand, fic represents that 
amount of sand which is entrained and carried only by the positive velocity; and 
fit indicates the amount of sand entrained, transported, and settled during the 
negative half cycle. Values of Q were estimated in terms of another parameter, 
w, equal to the ratio of the time required for a sand particle, suspended during 
a half cycle, to reach the bottom to the time duration of that half cycle. The 
reader is referred to the original paper for more details. 

Now consider the simple case of sheet flow sand transport under half of a 
sinusoidal cycle. In this condition, Eq. (1) reduces to 



3796 COASTAL ENGINEERING 1996 

Table 2: Transport rate data of Sawamoto and Yamashita (1986) 

sediment specific d W T "max Q 
type gravity (cm) (cm/s) (s) (cm/s) (cm2/s) 

sand A 1.65 0.02 2.5 3.8 125.3 2.013 
sand A 1.65 0.02 2.5 3.8 114.6 1.575 
sand A 1.65 0.02 2.5 3.8 101.5 1.180 
sand A 1.65 0.02 2.5 3.8 88.7 0.876 
sand A 1.65 0.02 2.5 3.8 74.4 0.642 
sand B 1.65 0.07 10.5 3.8 125.3 1.308 
sand B 1.65 0.07 10.5 3.8 114.6 1.063 
sand B 1.65 0.07 10.5 3.8 101.5 0.641 
sand B 1.65 0.07 10.5 3.8 88.7 0.500 
sand B 1.65 0.07 10.5 3.8 74.4 0.353 
sand C 1.65 0.16 22.5 3.8 125.3 1.240 
sand C 1.65 0.16 22.5 3.8 114.6 1.001 
sand C 1.65 0.16 22.5 3.8 101.5 0.587 
sand C 1.65 0.16 22.5 3.8 88.7 0.357 
sand C 1.65 0.16 22.5 3.8 74.4 0.271 

coal dust 0.58 0.15 7.6 3.8 125.3 4.750 
coal dust 0.58 0.15 7.6 3.8 114.6 3.215 
coal dust 0.58 0.15 7.6 3.8 101.5 2.405 
coal dust 0.58 0.15 7.6 3.8 88.7 1.835 
coal dust 0.58 0.15 7.6 3.8 74.4 1.080 
coal dust 0.58 0.15 7.6 3.8 56.2 0.441 
coal dust 0.58 0.15 7.6 3.8 44.3 0.158 

r = n3 
(4) 

which means that a method to evaluate J? can best be verified by using aver- 
aged transport rates measured under half cycle of sinusoidal oscillations. Such 
data have been reported by Sawamoto and Yamashita (1986) for sheet flow sand 
transport, and are shown here in Table 2. The data are for quartz sands of three 
different sizes (0.2, 0.7, and 1.8 mm) and for coal dust with density of 1.58. Ac- 
cording to Dibajnia and Watanabe (1992), Q may be evaluated as 

n, = Ul. 
WT} 

r    d 

2 sgd 

1 u)        WTj 

2 sgWTj ' ~~cT 

0     :     Mobility number 
(5) 
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Figure 5: Comparison of calculated half cycle averaged transport rates with 
measurements (previous method). 

where s = (ps — p)/p in which p and ps are the densities of water and sediment, re- 
spectively, g is the acceleration of gravity, and the subscript j should be replaced 
by either c or t. Figure 5 shows the comparison between measured and calculated 
transport rates when Eq. (5) was applied. In this figure Q — q(l — e) where q is 
the half cycle averaged transport rate. The proportionality coefficient in Eq. (2) 
is not considered. It is seen that each sediment type defines a different line of 
agreement. This indicates that the proportionality coefficient should depend on 
the grain size and density of sediment whenever the transport rate is assumed to 
be a function of either Mobility or Shields numbers. 

Sawamoto and Yamashita (1986) found that the half cycle averaged sheet 
flow transport rate is proportional to the third power of the ratio of the friction 
velocity to the sediment fall velocity. Considering this, a new way to evaluate Q 

is as follows. 

03 *i • Tn 
1 _u[_ 
2 sgWTj 

M2 

WJ 

•T,, 
(6) 

Figure 6 shows the results after applying Eq. (6). All the data follow the same 
line of agreement, indicating that the new method for calculating J? is valid for 
granular sediments with different grain sizes as well as different densities. The 
proportionality constant in Fig. 6 is about 0.0035, and is valid for half cycle 
averaged transport rates. For the net transport rate, original data of Dibajnia 
and Watanabe (1992) were used (d = 0.2 mm) to obtain the value of the constant. 
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Figure 6: Comparison of calculated half cycle averaged transport rates with 
measurements (new method). 

The generalized transport formula was thus obtained (Takasawa et. al, 1996) as 

$ = q•t(^d 
C) = 0.0015 • sign(r) • |rr (7) 

if   LOj < u>a 

if   Uj > wc: 

fl; 

n\ 

wi • Tjy 

q = o 

sg 
{UJ -wCT) •TjJ — 

(8) 

1 

"J      2 sgWTj ^' 

where F should be obtained as before from Eq. 1. In order to verify the above 
formulation, net sand transport rate data for grain sizes other than 0.2 mm are 
required. The only such a data set available to the authors was that reported by 
Watanabe and Isobe (1990), giving the net sand transport rate over ripples under 
nonlinear waves for sands of 0.2 and 0.87 mm median diameter. Value of wcr in 
Eq. (8) is equal to 1 for sheet flow. In presence of ripples, wCT is equal to 0.03 for 
0.2 mm sand and equal to 0.05 for 0.87 mm sand. Threshold velocity should also 
be considered. Comparison between measured and calculated nondimensional net 
transport rates for the experiments of Watanabe and Isobe (1990) is shown in 
Fig. 7. In this figure, the transport rates of the 0.87 mm sand are multiplied by 
a factor of ten to be more visible. Satisfactory agreement is observed. 
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Figure 7:   Comparison of calculated net transport rates over ripples with 
measurements. 

5. Transport Rate of Mixed Sands 

Let us first assume that the transport of each of the sands in a mixture, is 
not affected by the existence of the other sand. Then the transport rate of each 
sand could be obtained by using the following formulation. 

*,• = 

Mi 

(ps - p)Widi 
= 0.0015 sign(r) • \r\0-5 • P{ 

if    LOj < LOc 

if    Uj > wcr    • 

ni   =  urTi\i — 
A; = o 

n'3 = fa-uj-Tj^- 

1     u\ 

2sgWtT} 

(10) 

(11) 

(12) 

In the above relations M is the immersed weight of sand corresponding to $, 
subscript i is to address each grain size, and it is assumed that sands have the 
same density ps. The above formulation was applied to the present experimental 
data. The results were compared with the measurements as shown in Fig. 8. The 
dash line in this figure is to separate sheet flow data from those obtained over 
ripples, and the solid line is the line of perfect agreement. The coarse sand data 
are again multiplied by a factor of ten for clarity. It is noticed that the fine sand 
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Figure 8: Calculated net transport rates of mixed sand (Eq. 10) compared 
with measurements. 
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Figure 9:  Calculated net transport rates of mixed sand (Eq. 10) compared 
with measurements for P = 0.75%. 
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Figure 10: Calculated net transport rates of mixed sand (Eq. 10) compared 
with measurements for P = 0.50%. 

P =25% 

Figure 11: Calculated net transport rates of mixed sand (Eq. 10) compared 
with measurements for P = 0.25%. 
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data lay below the solid line, whereas the data for coarse sand are located above 
this line. This simply means that while the transport rate of fine sand has in 
fact been reduced, the coarse sand has kept its activity. The data were separated 
according to the percentage of sand and plotted again in Figs. 9, 10, and 11. 
For P = 75%, i.e. when each sand has occupied the major part of the mixture, 
the data more or less follow the solid line of agreement. Interesting results are 
observed for P = 25%, where measured transport rates of coarse sand show much 
larger values than those estimated. Despite the fact that coarse sand amounted 
only to 25% of the mixture, it has behaved as if it were alone; a clear indication 
of the armouring phenomenon. 

The reduction in the transport rate of fine sand was explained by assuming 
that a percentage of the total flow energy equal to the percentage of fine sand is 
consumed to carry the fine sand. In the present formulation, w is the parameter 
involving the flow kinetic energy. In general, Eqs. (10) and (12) may be rewritten 

$i = 
Mi 

{Ps - p)Widi 

1 

0.0015 sign(r) • \r\° 

• iV* 

(13) 

(14) J      2 sgWiTj 

where a is expected to depend on the ratio of the mean diameter of each sand to 
that of the other sand. For the present sand mixture it was found that a02 = 1 
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Figure 12: Comparison of net transport rates of mixed sand, calculated by 
the presented method, with measurements. 
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and a0.87 = 4 are appropriate. Equations (1), (3), (11), (13), and (14) were thus 
applied to estimating the net transport rates of the present experiments. Calcu- 
lated transport rates reasonably agreed with the measurements as shown in Fig. 
12. 

6. Concluding Remarks 

The transport rate formula of Dibajnia and Watanabe (1992) was generalized 
to cover the transport of uniform granular sediments of any size and density. 

Experiments were performed on transport of mixed-size sands. It was shown 
that fine and coarse sands when mixed together may make a firm structure and 
thus the bed may not be deformed as easily as in the case of uniform sands. Mea- 
surements of transport rate showed that armouring of fine sand by the coarse 
sand causes a significant reduction in the transport rate of the fine sand. But 
the transport rates of the coarse sand itself were almost unaffected by the pres- 
ence of the fine sand. A method to apply the above generalized transport formula 
to estimating the transport rate of mixed sands was presented. Application of 
this method to beach profile simulation will be presented in a separate paper. 

In the present experiments, the oscillatory velocity amplitude had to be lim- 
ited because of the limited length of the test section (maximum velocity was 
about 95 cm/s) and higher velocities could not be tried. Therefore, further ex- 
periments under sheet flow conditions but with higher velocities are required to 
confirm whether the armouring function of the coarse sand will persist or not. 
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CHAPTER 294 

MODELLING OF 3D SEDIMENT TRANSPORT IN THE SURF ZONE 

by 
Berry Elfrink ', Ida Broker1, Rolf Deigaard 2, Erik Asp Hansen and Peter Justesen 

ABSTRACT 

The three-dimensional sediment transport in the surf zone has been investigated using 
two different approaches for modelling of the flow pattern. The first approach is based on the 
integrated momentum concept for the turbulent wave-current boundary layer, see Fredsoe 
(1984), the second approach is based on the k-model, as described in Deigaard et al. (1991). 
The k-model allows for a more consistent description of the time and space varying eddy 
viscosity than the integrated momentum approach, but demands considerably more 
computation effort. The driving forces are calculated according to the formulations of 
Deigaard et al. (1991) and Deigaard (1993). The model based on the integrated momentum 
equation is able to reproduce the details of the flow satisfactorily. The presence of a longshore 
current increases the turbulence near the bed. This results in a decreased offshore directed 
flow velocity near the bed and an increase in the sediment concentration. Comparisons with 
field measurements show good agreement. 

INTRODUCTION 

When waves break turbulent kinetic energy is produced at the water surface. This 
energy is partly dissipated in the surface roller and partly transported downwards into the 
water column. The radiation stress gradients, associated with the wave breaking, are balanced 
by the pressure gradient originating from the wave setup and the mean bed shear stress. 

In case of uniform conditions along the shore, the net discharge in the mean cross 
shore flow must balance the fluid mass transported in the surface roller and the discharge 
associated with the asymmetric wave motion and streaming in the bottom boundary layer. The 
zero mass flux in the cross shore direction is achieved by a slope of the mean water level. The 
vertical variation of the cross shore flow velocity is therefore charaterized by offshore directed 
velocities near the bed (the undertow) and onshore velocities further away from the bed. 
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Institute of Hydrodynamics and Hydraulic Engineering, Technical University of 
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In the longshore direction, the forces associated with the wave breaking can only be 
balanced by a mean bed shear stress which drives the wave induced longshore current. 

The interaction of the turbulence originating from wave breaking with the turbulence 
generated in the bottom boundary layer is of great importance in the description of the 
sediment transport in the surf zone, see Justesen et al. (1986). Due to the higher level of 
turbulence more sediment can be kept into suspension under breaking waves than under non- 
breaking waves. 

In the present work, the flow conditions along the shore are assumed to be uniform, 
see figure 1. The waves approach the coast under an angle a and are assumed to be long 
crested and monochromatic. 

Coast line 
nV 

Wave 
fronts 

Figure 1 : plan view 

VERTICAL VARIATION OF THE DRIVING FORCE 

Deigaard and Fredsoe (1989) determined the time mean shear stress in normally 
incident breaking waves. It was found that the vertical transfer of horizontal momentum gives 
a significant contribution to the momentum balance. Deigaard (1993) derived expressions for 
the time mean shear stress in case of oblique waves by considering the momentum balance for 
the surface rollers. The surface shear stress is given as : 

P 

g dH2c 

8c    ds 

d Ac 

~ds~T 

fcosa 

Vsina 
(1) 

where H=wave height, s=direction of wave propagation, A=surface roller cross section, 
c=wave celerity, oc=wave angle, g=gravitational acceleration and T=wave period. 
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The cross shore and longshore components of the time mean bed shear stress are 
determined by the gradients in the radiation stress and the mean water surface slope, the wave 
set-up, in the cross shore direction, Justesen et al. (1994) : 

p 

gdH1      , gdH2       d(Ac 
 cos oc   — — 
8 dx 16 dx       dx\ T 

cos2 a - gDss (2) 

gdH2 
1 h,y 

p 8   dx 
cosa sin a 

d f Ac 
cosa sina (3) 

Here, ss is the slope of the water surface, and x and y are the cross shore and 
longshore coordinate, respectively. The shear stress varies linearly across the water column. 
The vertical distribution of the time mean shear stess is illustrated in figure 2. 

Zil 

•zy 

Figure 2 : Illustration of the time mean shear stress in the cross shore and 
longshore direction. 

In both models, the wave orbital motion was calculated from linear wave theory, but 
any potential wave theory could be used here. If a non-linear wave description is used, the 
mean bed shear stress associated with the wave motion is non-zero. In the model based on the 
integrated momentum equation, the wave motion outside the boundary layer is described by 
potential theory. In order to fulfil the requirements of potential theory, the mean bed shear 
stress due to the wave motion must be zero. Broker-Hedegaard et al. (1991) showed that a 
perfect force balance can be obtained by adding a small constant velocity to the orbital 
motion. This additional velocity is found iteratively by the requirement of zero mean bed 
shear stress, see Elfrink et al. (1993). In the K-model, this velocity is found automatically. 
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In case of progressive waves, a small net shear stress is generated due to the non- 
uniformity of the wave boundary layer. Braker-Hedegaard (1985) showed that this streaming 
induced shear stress at the bed can be expressed as : 

*»,    =   -U„Uf\Uf\ (4) 
c 

where U0= wave orbital velocity and Uf = instantaneous friction velocity. 

THE INTEGRATED MOMENTUM APPROACH 

In this model the instantaneous velocity profiles and eddy viscosity profiles inside the 
boundary layer are assumed to be given by a logarithmic and a parabolic distribution, 
respectively. The interaction of the undertow, the longshore current and the waves is taken 
into account by superposing the wave by a steady current and solving the turbulent boundary 
layer for the combined wave/current motion. The total mean eddy viscosity has contributions 
from the wave breaking, from the bottom layer and from the mean current. The eddy viscosity 
due to the mean current outside the boundary layer is calculated by applying the mixing length 
concept. The equations are solved by the assumption that the net flux perpendicular to the 
shoreline is zero. It is noted that the integrated momentum approach is by far the most 
computationally efficient. 

The time-averaged flow velocity distribution is calculated from the vertical distri- 
bution of the driving forces (eq. 1 - 4) and the mean eddy viscosity : 

f . JL (5) 
dz pv, 

The three contributions to the eddy viscosity are calculated independently from each 
other. The contribution from the wave boundary layer is calculated from the boundary layer 
model of Fredsoe (1984). The contribution from the mean flow is modelled by applying a 
mixing length concept, see Justesen et al. (1994) and the eddy viscosity due to wave breaking 
is calculated from the transport equation for turbulent kinetic energy, see Deigaard et al. 
(1986). 

THE K-EQUATION MODEL 

The k-model approach in the present work is an extension of the model developed by 
Deigaard et al. (1991) for the case of normally incident waves. 

The driving force in the unsteady motion is composed of a steady part as given in eqs. 
1 - 4 and an oscillatory part which is given by the periodically varying horizontal pressure 
gradient associated with the wave motion. The flow equations, neglecting convective terms, 
read : 
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du 

~dt 

ldp       1  — + — 
p dx        p 

3T„ 

_ dz 
°xzx 

dz 

dv 

dt 
a* +1 
pdy       p 

0%Zy 

_ dz 
°Xzy 

dz _ 

(6) 

(V) 

where u=cross shore flow velocity, v=longshore flow velocity, u=cross shore coordinate, 
y=longshore coordinate, z=vertical coordinate, p=pressure gradient associated with the wave 
motion, p=density of water, Ta and %^ = cross shore and longshore components of the shear 
stress respectively, t = time. 

Pv, 
du 

~dz 

Pv, 
dv_ 

dz 

1 dp 

p dx 
dU„ 
dt 

1 dp 
p dy 

dV„ 
' dt 

(8) 

(9) 

The eddy viscosity, vt, is calculated from the diffusion equation for turbulent kinetic 
energy, see Justesen et al. (1994) : 

, rr        dk d (v, dk]       1 „„^^        k' 
,, =ljk   ;    — =  -—P-—   + -PROD - c,T 

dt oz\a„ ozj       p I 
(10) 

PROD = production term, which consists of contributions from wave breaking , as expressed 
through the gradient in wave energy flux, Ef, and from the shear stress in the model. 

PROD - Xlx— + xz,~ r— 
dz dz        dx 

(11) 

SEDIMENT TRANSPORT 

The sediment transport is calculated according to Fredsoe et al. (1985) and Deigaard 
et al. (1986). Here the bed load transport model of Engelund and Freds0e (1976) is used, 
where the bedload transport is calculated from the instantaneous bed shear stress. The vertical 
variation of the suspended sediment concentration is calculated from the vertical diffusion 
equation for suspended sediment. 

The omission of the convective terms in the diffusion equation is alleviated by adding 
the lagrangian flow velocity times the mean concentration to the time averaged product of 
instantaneous velocity and concentrations. 
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COMPARISON OF THE 2 MODELS 

Figs 3 and 4 show the mean cross shore and longshore flow velocities for the 2 
models for varying wave angles. The wave height in this example was taken as 0.6 m and the 
period as 6 s. The water depth was 1 m and the bed roughness 0.5 mm. The energy 
dissipation, the surface roller volume and the cross shore gradient of the surface roller were 
calculated by using a wave height gradient of-0.015 and a bed slope of 0.033. The sediment 
grain size was taken as 0.2 mm. 

It can be seen that the agreement between the two models is good. In the lower part of 
the water column, the gradients in the velocity profiles are somewhat steeper for the k-model 
than for the integrated momentum approach, which indicates slightly higher values of the 
eddy viscosity for the latter. 

1.0 
a:  I.M.  approach b:  k-model 
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Figure 3 : Time averaged cross shore flow velocities for the two models, 
a = integrated momentum approach , b = k-model. 
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Figure 4 : Time averaged longshore flow velocities for the two models, 
a = integrated momentum approach, b = k-model. 
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The time variation of the cross shore and longshore components of the friction 
veloctiy are shown in figs. 5 and 6. For low angles of wave incidence, the cross shore friction 
velocities are slightly lower under the wave crest for the integrated momentum approach than 
for the k-model, but generally the agreement is good. 
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Figure 5 : Time variation of the cross shore component of the shear velocity, 
a = integrated momentum approach, b = k-model. 
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Figure 6 : Time variation of the longshore component of the shear velocity, 
a = Integrated momentum approach, b = k-model. 

In this example, the cross momentum exchange of horizontal momentum, associated 
with the gradients in the longshore current velocity across the shore has been neglected. This 
causes unrealistically high values of the calculated longshore current velocites and friction 
velocities. Usually, the mean bed shear stress is calculated from a surf zone model which 
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includes this momentum exchange. However, this has no importance in the context of 
intercomparing the two different models. 

In both models, the suspended sediment transport is calculated as the product of the 
instantaneous flow velocities and the instantaneous sediment concentration : 

j r D 

q"   =   ^\\(uc)dzdt (12) 

In the calculation of the sediment transport in the surf zone, the vertical variation of 
the suspended sediment concentration is important. Deviations in the time averaged 
suspended sediment concentrations may occur due the phase difference between the flow in 
the wave boundary layer and the outer flow. In the k-model, this phase difference is included, 
whereas the boundary layer in the integrated momentum approach is assumed to be in phase 
with the outer flow. Figs. 7 and 8 show the time averaged vertical variation of the suspended 
sediment fluxes for the two models in the cross shore and longshore direction. The agreement 
is seen to be good for all examined wave angles. 

A number of comparisons was performed were the hydrodynamic parameters (e.g the 
wave height, period, angle of incidence and energy dissipation) were varied systematically. 
Also different grain sizes were analyzed. The integrated momentum approach tends to give 
slightly higher transport rates for high levels of turbulence, associated with wave breaking. 
This is due to the different techniques in determining the turbulence originating from the 
boundary layer, the mean flow and wave breaking. Generally the agreement is good. 
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Figure 7 : Vertical variation of the time averaged cross shore sediment flux, 
a = Integrated momentum approach, b = k-model. 
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Figure 8 : Vertical variation of the time averaged longshore sediment flux. 
a = Integrated momentum approach, b = k-model. 

It can be concluded that the integrated momentum approach gives results very similar 
to the more complete k-model in determining the mean flow, the time variation of the bed 
shear stess and the sediment transport. 

THE INTERACTION OF UNDERTOW AND LONGSHORE CURRENT 

The presence of a longshore current will affect the undertow and the resulting cross 
shore sediment transport. The interaction of the longshore current with the undertow is 
important in the determination of the cross shore profile evolution. The longshore current 
causes higher levels of turbulence near the sea bed, this affects the vertical shape of the cross 
shore velocity as the vertical velocity gradients decrease due to the higher eddy viscosity. This 
results in a reduction of the near bed cross shore flow velocity. At the same time, the higher 
levels of turbulence allow higher concentrations of suspended sediment. 

A test was performed with the model based on the integrated momentum equation for 
a situation with and without the presence of a longshore current of 0.5 m/s. In the present 
example, a wave height of 0.7 m and a period of 5 s was used. The water depth is 1.5 m and 
the energy dissipation corresponds to the energy loss in a hydraulic jump. Figure 9a shows the 
simulated time averaged cross shore velocity profile with and without a longshore current. In 
both cases, the mean flow under the wave crest balances the mass transport in the surface 
roller and the wave drift. It can be seen that the near bed offshore directed velocities are lower 
in case of a longshore current. Consequently, the velocities in the vicinity of the water surface 
are slightly higher. 
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The bed concentrations for both cases are shown in figure 9b. The main difference is 
that the bed concentration does not vanish at the flow reversal (t/T » 0.05, and t/T « 0.45) in 
case of a longshore current. The bed concentrations are lower under the wave crest (t/T < 0.5) 
than under the trough (t/T >0.5) because the wave orbital motion and the undertow counteract 
each other, whereas they both are directed offshore under the wave trough. The maximal bed 
concentration is slightly higher in case of a longshore current. The vertical variations of the 
time-mean sediment concentration for the two examples are shown in figure 9c. The increased 
eddy viscosity and the higher mean bed concentration result in a higher mean concentration in 
case of a longshore current. The combined effect of lower offshore velocities near the bed and 
the higher sediment concentrations result in an increased cross shore sediment transport in 
case of a longshore current in this example as shown in figure 9d. 
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Figure 9 : Interaction of the undertow with a longshore current, a: Mean cross 
shore flow, b: time variation of the bed concentration, c: time-mean 
sediment concentration d: time-mean sediment flux. 
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COMPARISON WITH FIELD MEASUREMENTS 

A comparison was made with measured flow velocity profiles at the Ebro delta, 
Spain, which were reported in Rodriguez et al. (1994). The comparison was made for three 
levels of calibration. First, the mean cross shore flow velocities were calculated without any 
calibration. In these simulations, a fully developed roller, where the associated energy 
dissipation corresponds to the energy loss in a stationary hydraulic jump was assumed. 

H = 0.18m 
D = 0.38m 
a = 10.8° 

Figure 10 :        Comparison of the present model with field measurements from 
Rodriguez et al. (1994). Three levels of calibration were applied : 
1 - uncalibrated, 2 - rotated, 3 - adjusted roller volume. 

secondly, the uncalibrated flow velocity profiles were rotated such that the calculated depth 
averaged velocity matched the measured values. This adjustment accounts for possible 2D 
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effects, e.g. the coast is not perfectly uniform in the longshore direction. Thirdly, a calibration 
was performed by determining the volume of the surface rollers from the measured mean 
cross shore flow velocity and the estimated wave drift, which was calculated from sinusoidal 
wave theory. In all cases the waves were assumed to be unidirectional and regular. The wave 
orbital motion was calculated by using 1st order Stokes theory. The results for the mean cross 
shore flow are shown in figure 10. Generally the agreement is satisfactorily. The uncalibrated 
model underestimates the measured velocities near the bed slightly. The rotation of the 
coordinate system improves the agreement to a limited degree. The agreement is worst for the 
sample point located at a cross shore coordinate of approximately 80 m. For the present test, 
this corresponds to the outer surf zone. The calibrated velocity profiles match the velocity 
gradients better than the uncalibrated model. 

CONCLUSIONS 

A numerical model was developed for the flow and the sediment transport under 
oblique incident waves in the surf zone. The model is based on the integrated momentum 
equation for the wave boundary layer of Fredsoe (1984). The eddy viscosity consists of 
contributions from the wave boundary layer, the mean flow and wave breaking. These 
contributions are calculated separately. 

The model based on the integrated momentum equation gives very similar results 
compared to a more complete turbulence model. For engineering purposes, the integrated 
momentum approach is recommended because it is able to reproduce the details of the flow 
and the sediment transport and is very efficient in computing time. 

In case of a longshore current the level of turbulence near the bed is increased 
compared to a situation without current. This results in lower near bed velocities of the 
undertow and an increased concentration of suspended sediment. 

Comparison of the simulated mean cross shore and longshore flow velocities show 
good agreement with field measurements. 
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CHAPTER 295 

A Numerical Model of 

Sheet Flow Sediment Transport 

Sadakazu Katori,1    Masaru Mizuguchi2   and Akira Watanabe3 

Abstract 
Governing equations are derived for a numerical model to simulate the sediment 

motion under sheet flow condition. They consist of equations for the conserva- 
tion of the horizontal momentum, the turbulence energy and the sediment mass. 
Values of coefficients in the governing equations are determined using the exper- 
imental results of Horikawa et al. (1982). The mean sediment transport rates 
during half a period of sinusoidally oscillatory flow are calculated and the com- 
puted values agree well with the experimental results of Sawamoto and Yamashita 
(1986). Computations are also made for the net transport rate in unsinusoidally 
oscillatory flow with and without superposed steady flow, showing a good agree- 
ment with the measurements of Dibajnia and Watanabe (1992). Finally the 
thickness of the sheet flow moving layers is computed and related to grain-flow 
parameters. 

Introduction 
The first author conducted a detailed experiment on the sheet flow sediment 

transport in an oscillatory flow tank with sinusoidal velocity variations, measured 
the velocity as well as concentration of the sediment, and evaluated the mean 
transport rate during half a period of sinusoidal flow (Horikawa et al., 1982). 
After this experiment that remarkably advanced our understanding of the sheet 
flow transport, many studies have been performed until now. According to recent 
studies on the sediment transport, it has been widely recognized that the sheet 
flow predominates in the surf zone not only during storms but also even under 
moderate waves in the field (e.g., Watanabe et al., 1991, Dibajnia et al., 1994). 

'Director,   Coastal  Engineering Consultants  Co.,   Ltd.,  Tamura Bldg.,  5-23-13, 
Hongo, Bunkyo-ku, Tokyo, 113 Japan. 

2Professor, Department of Civil Engineering, Chuo University. 
3Professor, Department of Civil Engineering, University of Tokyo. 
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Hence not a few numerical models for the sheet flow sediment movement have 
been presented so far, but the validty and applicability of most of them are not 
sufficient enough. 

This study aims to develop governing equations and a numerical model that can 
reproduce time-space changes in the velocity and concentration of the sediment 
as well as the net transport rate under the sheet flow condition. 

Governing Equations Derived for A Numerical Model 
Equations (1) to (3) are newly proposed to describe the sheet flow sediment 

motion. 

For the conservation of the horizontal momentum: 

du/dt = (/9w/p) [dU/dt + d (Kudu/dz) /dz] (1) 

v + Ku[dk1/2 + KUCVF(C) (—00 < z < 25) 
v + [nuid + Kuh (z - z5)}k1/2 + KUCVF(C)        (25 < z < 00) 

F(c) = [1 + 0.183c/(l - 0.878c)]2 (Eilers, 1941) 

For the conservation of the turbulence energy: 

dk/dt = Kkp (du/dzf+d (Kkddk/dz) /dz-e (2) 

0 (—00 < z < z5) 

[V + «*p (2 - 25) &1/2j  (c5 - c) (z5  < Z < 00) Kkp — 

K, kd- 

0 ( — OO  < Z < 2io) 
(1/ + likdtdk1!2)^ - c) (zw < 2 < 25) 

\v + [tkdid + Kkdh (z - 25)] fc1/2} (1 - c)        (25 < 2 < 00) 

s = K^gFW 

For the conservation of the sediment mass: 

dc/dt = d (Kcdc/dz) /dz+d(wc)/dz (3) 

v + /cc;dA:1/'2|z=z5 (-00 < 2 < 25) 
V + [Kcld+ Kch (2 - 25)]fc1/2 (25  < 2  < OO) 

w = Wo(l — c) 

Here U is the main flow velocity, u the velocity of the fluid-sediment mixture, 
k the turbulence energy, c the volumetric sediment concentration(0 < c < 1.0), t 
the time, 2 the vertical distance measured upward from an initial bed surface, pw 

the fluid density, p the density of the fluid-sediment mixture, v the fluid kinematic 
viscosity, d the sediment grain size, w0 the free fall velocity of sediment particles, 
z5 and 210 are z where c = cs ~ 0.5 and c = 0.99, respectively, and g is the 
acceleration of gravity. All the coefficients K with subscripts are constants. 
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Equation (1) is a turbulence model for the conservation of the horizontal mo- 
mentum in the bottom boundary layer. Here it is assumed that the fluid and 
sediment move together with the same horizontal velocity u. The density of the 
fluid-sediment mixture p(z,t) is defined as 

p = (l-A)cp8+[l-(l-A)c]p, (4) 

where A is the porosity of the fluid-sediment mixture at c=1.0, ps the density of the 
sediment particles. A main point of Eq. (1) is how to express the eddy viscosity 
Ku. According to Kolmogorov (1941) and Prandtl (1945), Ku is determined as 
Ku ~ £k1'2, where £ is the length scale of turbulence and k is the tubulence 
energy. As observed in one of the experimental results of Horikawa et al. (1982) 
in Fig. 1, the vertical distribution of concentration has an inflection point around 
the vertical distance z5 where concentration c is c5. This implies that the length 
scale in the inner layer is very different from that in the outer layer. Then we 
assume that the length scale in the inner layer is governed by the grain size d, 
because the concentration in this layer is very high. On the other hand, the 
length scale in the outer layer will be set as z — 25, because more free turbulence 
field is formed in this layer. The grain size d, z — z5, and the turbulence energy 
k are thus included in the expression of the eddy viscosity Ku. In addition, we 
employ an equation proposed by Eilers (1941) to describe the chaotic collision of 
grains. 

1.5   * 

z(cm) 

o  : measured 

— : to guide 
reader's eye 

OUTER LAYER 

£~(z- z5) 

INNER LAYER 

Fig. 1     Distribution of sediment concentration. 

(d=0.2mm, T=3.64s, f7=127cm/s, 6 = 90°,i.e., U=U 
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Equation (2) shows that time change in the turbulence energy k is determined 
by three terms; the production, diffusion and dissipation. Regarding coefficients 
Kkp and Kf-d in Eq. (2), similar formation is made in terms of u, z — z5,k and 
d for the same reasons mentioned above. A main difference is that there are 
layers where no production or diffusion of the tuburence energy takes place. This 
assumption is acceptable, because the concentration in the vicinity of the bed 
surface is very high and it is nearly impossible for the fluid-sediment mixture 
with high concentration to form the strong turbulence field. Another point is 
that the effect of concentration is simply expressed by (c5 — c) or (1 — c) and that 
the dissipation rate e is described in a very simple way. On these assumptions, 
Eq. (2) becomes a one-equation model of the turbulence energy which is much 
simpler to solve than two-equation models such as k-s models. 

Equation (3) for the concervation of sediment mass takes similar formulation 
except that the diffusion coefficient Kc for the inner layer is determined by the 
turbulence energy k at z = z5, because sediment particles are expected to diffuse 
even in the inner layer where the magnitude of turbulence energy is very small. 
In nother words, the reduction of concentration in the inner layer is assumed to 
take place at the phase of acceleration of the main flow through loosening of the 
grain arrangement due to shear stresses around z — zs. The reduction rate of 
fall velocity w with the increase of sediment concentration can be approximately 
expressed as (1 — c) according to Katori and Homma (1984). 

Boundary conditions are 

M = 0 I u = U 1 
k = 0   > at   z < zw k = 0   > at   z = z^ (5) 

c=lJ c=0   j 

Here Zw is the vertical distance where c = 0.99, and zx is that of the outer 
edge of the bottom boundary layer. It has been reported that the thickness of 
the bottom boundary layer becomes much larger when fluid contains granular 
sediment particles. For this reason, zx should be set as large as possible in 
computation. According to trial and error, z^ = 5cm is large enough for grain 
diameter smaller than several milimeters. In addition it has been found that the 
concentration around z = 210 sometimes exceeds 1.0 at the phase of sediment 
falling and in the worst cases the computaion fails by oscillation or divergence 
of solutions. We employ the following procedure to avoid such computaional 
failure. At each time step of calculation of the sediment concentration by Eq. 
(3), we detect the top vertical distance zg where the concentration becomes or 
exceeds 1.0 by searching downward from Zoc, set the concentration below ZB as 
1.0, and make the following adjustment for the upper region so as to maintain 
the conservation of total sediment mass. 

c 4= c [(V0 - 2B)/(K- - «B)]        at z > zB 

(6) 
Vi = /;- c dz 
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where V0 is the volume of sediment per unit horizontal area at the begining of 
calculation, and z_oo is the vertical distance of the lower boundary of a calculation 
domain. 

Determination of Coefficients K, 

In the governing eqations, there are several coefficients K with subscripts to 
be determined. These coefficients are determined using the experimental data 
presented by Horikawa et al. (1982). Figure 2 shows another example of their 
measurements. The experimental conditions are: <i=0.2mm, /9S=2.66, T=3.64s 
and £/=127cm/s. In Fig. 2 the phase 9 of the main flow is defined as 0 = 0° for 
U = 0 and 6 = 90° for U=U. Open circles in Fig. 2 are the measurement data 
of the horizontal velocity u and concentration c. As for the experimental data 
of the turbulence energy k, Yamashita et al. (1985) measured the velocity by 
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Fig. 2     Comparison of the horizontal velocity u and concentration c 

between the measurements and the computations. 
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using an optic fiber velocity meter and reported that the maximum magnitude of 
square root of the turbulence energy is about 1/10 of the main flow velocity. The 
computations shown by solid lines in Fig. 2 show a remarkably good agreement 
with the measurments when we set values of the coefficients K as follows: 

KUI = 1.8,     nuh — 0.045,    KUC = 10.0 
Kkp = 0.984,   KfaH = 45.0,    Kkdh = 18.0,   Kks = 0.006 (7) 
KC1 = 0.833,    Kch = 0.09 

It should be emphasized that these constants have given a good agreement 
between the computations and the measurements also for all the other cases of 
Horikawa et al. (1982), and that they will be commonly used in the following 
calculations. 

In the numerical computation the initial conditions are u=0, k=0, and 

c=0 z > 0 /§•) 

c=\ z <0 

The time interval At and the vertical grid interval Az are set as follows: 

At = T/2400 
(9) 

Az = min(\/2qAt, < 

where q is the mean sediment transport rate during half a period estimated by 
the following formulas presented by Sawamoto and Yamashita (1986). 

0 = (1 - X)q/w0d = 2.2 (u*/w0f (10) 

in which $ is the nondimensional mean transport rate, u* the friction velocity, 
and w0 the free fall velocity. To estimate the friction velocity u„, we employ the 
following wave friction factor fw proposed by Jonsson (1966). 

log ~^== = -0.08 + log(am/0       (am/£ > 1.57) 

/»=0.3 (am/£<1.57) 

where am is the amplitude of main flow orbital movement, and £ is the bottom 
roughness, which is set as £=d in this study. 

Sediment Transport Rate 
Computations of the sediment transport rate are conducted to verify the valid- 

ity and applicability of the present model. Sawamoto and Yamashita (1986) have 
carried out a series of experiments in a U-shape tube with a rectangular cross 
section. In the tube, quasi-sinusoidal flow is generated by releasing the initial 
inbalance of water heads between the tube ends. The period of the oscillatory 
flow is fixed to be 3.8s owing to the natural frequency of the fluid motion in the 
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tube. The range of the amplitude of main flow velocity is 44.3-125.3 cm/s. They 
have used three kinds of quartz sands and a coal powder as the bed materials 
to measure their transport rates. Imitation pearl pellets have also been used to 
observe the sediment motion through a side glass wall. Figure 3 shows the com- 
parison between #cai and #meas, where $cai is the calculated nondimensional mean 

transport rate during half a period and #meas is that of the measurement data by 
Sawamoto and Yamashita (1986), Horikawa et al. (1982) and Abou-Seida (1965). 
Although a little scatter is observed especially for the case of Abou-Seida, the 
overall agreement between <£cai and $meas is fairly good. 

In addition Sawamoto and Yamashita (1986) proposed a mean transport rate 
formula during half a period of sinusoidal flow as already shown by Eq. (10). 
Figure 4 shows that the computed values of $ shown by symbols agree well with 
thier formula except for the range of small u»/wo, where the sediment movement 
approaches to its threshold of sediment motion. Here the computation conditions 
are almost the same with those of Sawamoto and Yamashita, while the range of 
main flow velocity amplitude U has been extented to 0.2-4.0m/s. 
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Fig. 3    Comparison between $cai and $meas in sinusoidally oscillatory flow. 
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Fig. 4    Relation between $cai and u*/u>o in sinusoidally oscillatory flow. 

Dibajnia and Watanabe (1992) have measured the net rate of sheet flow sed- 
iment transport in unsinusoidally oscillatory flow with and without superposed 
steady flow. The experiments have been carried out in a loop-shape oscilla- 
tory/steady flow water tunnel. The flow is driven by a piston to be oscillation 
with arbitrary temporal variations and by a pump to superpose a steady current 
on the oscillation. The bet material is the sand with a grain diameter of 0.2mm. 
They have selected five oscillation periods ranging from Is to 4s and four condi- 
tions of the asymmetry index Uma.x/U=0.5 to 0.8, where Umax is the maximum 
value of the oscillatory flow velocity U and U is the total amplitude of U. In 
addition the steady flow with four velocities ( V ~ -20, -10, 10, 20cm/s) have 
been superposed on each of the oscillations. In Fig. 5 their data are compared 
with computations, which shows a good agreement for both the positive and the 
negative transport rate. Here the results are plotted for the two oscillation pe- 
riods of 3s and 4s, because the other experimental results for T= 1.0s, 1.5s and 
2.0s show large scatter. The reason for such large scatter is to that Dibajnia and 
Watanabe have not measured the flow velocities directly in coxistent oscillatory 
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Fig. 5 Comparison between #cai and #meas in unsinusoidally oscillatory flow 

with and without superposed steady flow. 

and steady flow. The expected flow conditions may not have been obtained when 
the period of oscillatory flow is short and the interaction between oscillatory flow 
and steady flow becomes significant in their water tunnel. 

Thickness of Moving Layers 

The thickness of moving layers is another major concern about the sheet flow 
sediment transport. In this study, the moving layer thickness <5>B is defined as the 
maximum change in the elevation of the bed surface, where the sediment particles 
never move during the whole period of the oscillatory flow. The quantity 6-g is 
not only important to be used as a boundary condition for analytical treatment 
of the sheet flow transport but also useful for rough evaluation of the transport 
rate. It is possible to make such evaluation by multiplying 6B by the mean 
concentration and the mean near-bed velocity. Although experimental studies on 
<$B have been performed (e.g., Li et al., 1993, Yamashita et ah, 1993), most of 
them are observations through side glass walls where the movement of sediment 
particles is greatly affected by the side boundary layer. For this reason, we only 
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show computations without comparison with the measurements. Figure 6 shows 
the computed results, indicating a high correlation with grain-flow parameters. 
The solid line fitted for the computations reads 

SB/^du/U = 230 W°- 891 (12) 

where d is the grain size, v the fluid kinematic viscosity, U the amplitude of 
main flow velocity, <P(=u*2/sdg) is the Shield number, and s = {psj'pv — 1) is the 
immersed specific gravity of sediment. 

Conclusions 

This paper has presented a numerical model for the sheet flow sediment trans- 
port. The model consists of governig eqations for the conservation of horizontal 
momentum, the turbulence energy and the sediment mass. Comparisons have 
been made between the computations and laboratory measurements for vertical 
distributions of the horizontal velocity and sediment concentration as well as the 
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sediment transport rate under a variety of main flow conditions, showing a re- 
markably good agreement for any of them. It should be emphasized that every 
coefficient in the governing equations has been set to be a constant respectively 
common for all the computations. These results indicate the validity and appli- 

cability of the present model for estimating the net transport rate of the sheet 
flow as well as time-space changes in its velocity and concentration over a very 
wide range of conditions. 
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CHAPTER 296 

Numerical Modeling of Nearshore Morphological Changes 
under a Current-Wave Field 

Taerim Kim1 and Hsiang Wang2 

Abstract 

This paper presents a time-dependent 3-D nearshore morphological response numerical 
model which includes the slope effect, undertow current, wave-borne transport, and 
transition zone effect. These effects are very important but often not estimated in other 
sediment transport models. By including the cushioning effect in the water column, which 
prevents the advection of turbulence generated by wave breaking from the surface to the 
bottom, this model is shown to be able to approach an equilibrium state of sediment 
transport. The computed cross-shore and longshore sediment transport rates are calibrated 
based on the large wave tank data, 3-D basin experiments, and available sediment transport 
formulas. The predicted changes of bottom topography near structures and inlet in physical 
model are compared for model verification. 

Introduction 

Prediction of beach response to the engineering activities is important for assessing 
the impact of coastal structures and to improve their design. It is also useful for 
evaluating remedial and mitigation measures. Numerical modeling is clearly an 
attractive alternative for this purpose and is becoming increasingly viable with the 
advancement of computational facilities and improved understanding on wave 
mechanics and sediment transport processes. 

There have been two types of approach to predict the 3- dimensional morphological 
changes in the nearshore zone. The so called 3DBEACH (3-dimensional decoupled 
model of beach change) by Larson et al. (1989) utilizes the profile change model, 
SBEACH, for calculating storm-induced beach erosion and recovery and the shoreline 
change model, GENESIS, for calculating long-term change in shoreline position. Since 
the profile model is based on equilibrium profile, the combined model also maintains 

1 Senior Research Engineer, Ocean Engineering Division, KORDI, Ansan, P.O. Box 29, SEOUL 425- 
600, KOREA 
2 Professor, Department of Coastal and Oceanographic Engineering, University of Florida, Gainesville, 
FL 32611, USA 
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the ability to approach an equilibrium bottom configuration under steady wave 
condition. This is difficult to attain in the models of other type. However, since the 
submodels are all wave driven, combined current wave effect can not be directly 
addressed. The other approach computes nearshore topographic change based on local 
sediment flux balance. This approach usually links a hydrodynamic submodel with a 
sediment transport submodel. Models of this kind with varying degrees of sophistication 
have been developed, van Rijn et al. (1989) estimated the sediment transport rate by 
multiplying the wave-averaged mean vertical sediment concentration by the 
wave-averaged local horizontal velocity. In their model, the wave-borne transport 
mechanism is not directly addressed. A model developed by Ohnaka and Watanabe 
(1990), on the other hand, computes the flow field with considerations of current and 
wave interaction based on coupled mild-slope wave equation and depth-averaged 
circulation equations. It calculates the rate of sediment transport as the summation of 
two energetic mechanisms, one due to the mean current and the other due to waves 
(Watanabe et al., 1986). Recently, the nearshore circulation model was improved by a 
3-D approach, which employed a combined depth-integrated current model and a 
vertical profile model(De Vriend and Stive, 1987). This improvement when 
incorporated into the sediment transport model enables one to more realistically 

represent the     3-D nature 

Hydrodynamic Input 
Parameters 

K 
Bottom contours 

and Structures 
Configuration 

Wave model 

I 
Current Model 

both inside and outside the 
surfzone. Briand and 
Kamphius (1993) multiplied 
the time averaged quasi-3D 
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exponential sediment 
concentration profile to 
achieve a 3-D sediment flux. 
This technique of combining 
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with a vertical distribution of 
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step to lead to full 3-D 
models in the future. 

The model developed in 
this study consists of three 
submodels for calculation of 
waves, nearhsore currents, 
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first step, the initial beach 
topography and the geometry 
of the structures for the 
study area are given as input 
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distributions of radiation stresses and near-bottom orbital velocities for a given incident 
wave condition. Then, the circulation model computes the mean water surface level and 
the depth-averaged mean currents using depth-averaged momentum and continuity 
equations. Inside the surf zone, mean undertow current, transition zone length, and 
cushioning effect are calculated based on the wave-current model results. Spatial 
distribution of sediment transport fluxes are computed in the domain of interest. Finally, 
bottom topography changes are computed based on sediment mass conservation. The 
change in bottom topography will modify the flow field. Therefore the hydrodynamic 
model needs to be updated from time to time. Figure 1 shows the computational flow 
chart of the model. 

Wave and Circulation Models 

The flow field in the nearshore is computed by depth integrated 2-D hydrodynamic 
model developed by Winer(1988). The hydrodynamic model consists of wave and 
circulation models which are fully coupled through interaction terms. First, the wave 
model determines the spatial distributions of radiation stresses and near-bottom orbital 
velocities based on the following parabolic wave equation, 

(Ccos6 + [/>4 

--kC (l-cos26>4-- 
2    s 2 

' C cos6 + C/N 

s  

CC, 

I  X 

A + VA +- y   2 

W A A + —A  = 0 
2 

(1) 

where, U and V are the depth averaged horizontal velocities in the x (cross-shore) 
direction and y (longshore) direction, respectively, C is the phase velocity, Cg is the 
group velocity, o is the intrinsic angular frequency, A is the complex amplitude , 8 is 
the angle of the wave propagation relative to the x axis, the subscripts x and y denote 
derivatives in the x and y directions, respectively, W is the energy dissipation 
coefficient. The coefficient Wis related to the energy dissipation due to wave breaking 
following the work of Dally et al., (1984). 

Dc [(E-ES)C2] (2) 

where, DE is the energy dissipation rate, D is water depth, K is empirical parameter 
(K=0.17), E is the local wave energy density, Es is the local stable wave energy density 
that the breaker is striving to attain. 

The circulation model computes the mean water surface level and the depth averaged 
mean currents using depth averaged momentum and continuity equations with the 
radiation stresses imported from the wave model as the driving force. 
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The governing equations are given by (Ebersole and Dalrymple, 1979) 

dU   TJdU   „dU     dr)     1 1 
dt "fa dx        dy       dx    pD ox   pD 
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(3) 

pD I dx        dy ) 

1 3r, 
+ -—'- = 0 

p dx 

and the continuity equation 

SlR+JL(UD)+—(VD) 
dt    dx dy (4) 

where, t is the time; x andy are the Cartesian coordinates in a horizontal plane; [/and 
V are the corresponding velocity components of the nearshore current; D=h+ f\; h is 
the still water depth; f) is the elevation of the mean water level due to wave set up/set 
down; v, is the lateral shear stress due to turbulent mixing; tbx and xby are the bottom 
shear stresses; tsx and xsy are the surface shear stresses; and Sxx, S^ , and Syy are the 
radiation stress components which arise from the excess momentum flux due to waves. 
These equations are obtained by integrating the local x and y momentum equations and 
the continuity equation over the depth of the water column and then time-averaging the 
results. The governing equations in the circulation model are solved by a matrix 
analysis using the alternating direction implicit (ADI) scheme (Winer, 1988). In order 
to treat the wave-current interaction, waves and currents are calculated alternatively. 

Inside the surf zone, the 2-D model is inadequate as the model will yield null current 
in the cross-shore direction, consequently, zero net cross-shore transport. In reality, the 
current inside the surfzone is highly three dimensional. Field and laboratory 
observations of surf zone flow show the existence of current that is directed, offshore 
on the bottom, balanced with the onshore flow of water carried by the breaking waves. 
This offshore-directed steady current near the bed, commonly referred to as undertow, 
is known to be the most important mechanism causing profile erosion and bar. The 
depth-integrated discharge of x component by undertow current, Qu is expressed as 

Qu = 8o 
(5) 
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The mean undertow velocity is simply estimated as u = QJ{\ + h), which is directed 
offshore. 

Sediment Transport Model 

The computed current-wave field is used to drive the sediment model which, in 
turn, computes the morphological changes by utilizing the equation of conservation of 
sediment material. In the present study, the sediment transport formula contains two 
parts, bed load and suspended load. The bed load transport is based on an energetic 
approach driven by mean current and bottom wave orbital velocity. Owing to the 
asymmetric wave bottom orbital velocity in a wave cycle, this bed load transport by 
wave orbital velocity has a net onshore component. The suspended load transport which 
dominates in surfzone is built upon an undertow current. Here, the suspended sediment 
concentration is related to breaking wave energy dissipation and the transport velocity 
is the mean undertow current. This component is always directed offshore. The total 
transport Q is the sum of bed and suspended loads as followings 

Q = Wis 
% = AbdX

m ~XJUJP8+AbW^m ~XJUM (6) 
Is = AsXturbQu 

, where p is the density of water, g is gravity coefficient, Uc is the integrated depth mean 
wave induced-current, Uw is the maximum orbital velocity at the bottom, Qu is the 
discharge by the undertow, tm is the maximum bottom shear stress generated by wave 
and current, T„,r6 is the turbulent shear stress generated by waves and mean current, xcr 

is the critical shear stress under waves and mean current, Abc,Abw, and^are calibrated 
coefficients. 

Sediment transport is influenced by the bottom slope as downslope reduces resistance 
and upslope increases resistance. The down-slope gravitational transport is the most 
important mechanism to keep the bed from growing indefinitely and , to enable the 
coastal profile to reach a dynamic equilibrium state. A basic formulation to express the 
slope gravitational transport component proposed by Horikawa (1988) assumes the 
following functional form, 

I*   + ex \qx 

%   =  9y   +  % \9: 

dh 

'-,' I (7) 
"' dy 

and in which qx and q are the transport components in x and y directions, respectively, 
qj and q l are their equivalents for horizontal bed, h is the water depth and e are 
empirical coefficients 

The zone between the incipient breaking and the plunging point is defined as 
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transition zone. The transition zone effect on the wave setup, undertow current, and 
sediment transport is a subject of increased research over recent years. It showed that 
the inclusion of the transition zone in profile modeling has an important effect on the 
predicted profiles, particularly for the bar features. Several approaches have been 
proposed to evaluate the distance and influence of the transition zone based on wave 
tank experiments(Galvin (1969)). The present model uses the following formula 
analyzed from the experimental data( O'Shea et al. (1991)). 

/, = 0.556 tan(3 L^1465 (8) 

in which, tanji and Lb are respectively the bed slope and wave length at breaking, and 
E, is the surfzone parameter. 

Cushioning Effect 

Most of the laboratory results as well as field evidence seems to support the concept 
of beach equilibrium. The profile equilibrium can be reached either when the 
tangential thrust by fluid is not strong enough to overcome the sand resistance or when 
the local landward sediment transport is balanced by the local seaward sediment 
transport. In the latter case, although there could be active sediment movement, the 
profile remains stable. Including this feature into the model is a difficult subject. One 
popular approach is to predesignate an equilibrium profile shape. The sediment 
transport formulas should then be consistent to lead the profile evolution to this 
equilibrium profile. Kriebel's (1985) storm profile model was of this kind .This type of 
models can be classified as closed loop model. On the other hand, most sediment 
transport models do not have a targeted equilibrium profile therefore often fail to reach 
an equilibrium state. This type of models is known as open loop model. For the open 
loop model to reach equilibrium, mechanisms must be devised to locally balance the 
on/offshore transport. The present model is an open loop model. In the formulas 
presented earlier, inside the surf zone the offshore transport is much too strong to be 
balanced by the onshore transport component. The reason is that in the formulation, 
once wave breaks wave breaking-induced turbulence immediately produces a strong 
bottom stress and the resulting offshore transport is much larger than the onshore 
transport computed by the bed load transport equation. Clearly, the offshore transport 
equation needs to be modified. Dally and Dean (1984) pointed out that the expression 
developed for the sediment concentration profile apparently lacks the "cushioning" 
effect which the water column provides in reducing the amount of sediment 
entrainment as breaking wave form and trough evolve. This cushioning effect is 
especially important in the stabilization of the bar and trough formation. Almost no 
work has been done for this cushioning effect. The present model attempted to 
incorporate this cushioning effect into the model based on the ratio of the depth and 
wave height at the plunging point as follows, 

Cm = tanner (9) 
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where, Cm is the cushioning effect, His, the wave height, D is the water depth. Figure 
2(a) plots this cushioning coefficient and its effect on sediment transport. As can be 
seen, when relative water depth increases, the cushioning equation limits the turbulence 
penetration to the bottom. When wave height is larger than water depth, there is no 
cushioning effect. However, as the water depth at the trough zone becomes larger, 
cushioning effect becomes stronger. Finally when water depth reaches 2.5 times the 
wave height breaking induced turbulence will not reach the bottom. This equation is, 
of course, purely empirical at this stage with no supporting data. Figure 2(b) shows the 
effect on sediment transport rate. With the inclusion of this effect, the open loop model 
presented in this study could reach profile equilibrium without a predetermined profile 
shape. 

Calibration of Sediment Transport Rate 

The nearshore sediment transport characteristics under storm wave conditions as 
predicted by the model are illustrated here. In order to validate the 3-D morphological 
response model, cross-shore transport rate and longshore transport rate are calibrated 
separately by using available experiment data or empirical formulas. 
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Figure 2 a)Distribution of Cushioning Effect. 
b)Evolution of Sediment Transport Rate. 

Cross-Shore Transport Rate 

For the calibration of cross-shore 
transport rate, two sets of 2-D tank 
experiment data were used. These 
included the case of a sand beach 
backed by a sloping dike tested in 
the German Big Wave Flume 
(GWK) and case CE 400 from 
Saville's large wave tank tests (CE). 
Comparisons were made between 
computed values and experimental 
results both in profile changes and 
transport rates. 

The GWK experiment(Dette and 
Uliczka, 1986) used sand with a 
median diameter of 0.33 mm and the 
test profile was subjected to regular 
wave attack (H=1.5 m, T=6 sec). 
Figure 3 shows the comparison 
between the predicted profiles and 
the experimental results at run times 
of 62, 111, and 273 minutes, 
respectively. The computed wave 
height   distribution   across   shore 
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is also shown. The waves cut back the foreshore to produce a vertical scarp and a bar 
formed shoreward of the breaking point which grew and moved offshore with 
continued wave action. The numerical model satisfactorily reproduced the observed 
foreshore erosion and main breakpoint bar development. Simulated shoreline retreat 
and bar growth were initially rapid and gradually slowed as the bar moved offshore to 
reach a location close to that of the observed bar at the end of the run (20 hr). 
However, the bar trough is less well reproduced. All smaller features inshore of the 
main breakpoint bar were not reproduced in the simulations. Figure 4 shows the 
comparison of the cross-shore transport rate between the profile changes in Figure 3. 
Initially, a high peak appears near the shoreline as beach material slumps down slope 
into the foreshore zone in this experiment. These material was transported offshore to 
form the bar. The seaward changes of the peak transport rate explain the offshore 
movement of the bar. With the exception at the initial stage, the predicted transport rate 
distribution is in good agreement with the laboratory data. At the initial stage the 
experimental values were larger than predicted. There are many factors that could 
contribute to the difference such as slumping effect mentioned earlier. It was also found 
later in small scale experiments conducted at UF that the profile erosion particularly in 
the dune region was much more severe in the initial stage if the beach is dry and loosely 
compacted as opposed to wet and well compacted. The best overall fit of both profile 
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in a range from 0.05 to 0.07 and As from 1.0 x 10'5 (m2/N) to 1.5 x 10"5 (m2/N). With 
these determined Abw and As values, the model was used to simulate the CE case 
CE400. Figure 5 shows the comparison of measured and calculated profiles. The test 
conditions were: initial uniform slope = 1/15; grain size = 0.22 mm; wave height and 
period of 1.62 m and 5.6 sec. The numerical and test results are shown for simulation 
times of 1, 3, and 5 hours. In this case, the bar development was also well predicted 
except at the initial stage. However, the profile change near the shoreline shows very 
different results between the experiment and the model. In experiment, there was 
strong erosion at the foreshore region above the water level, but this erosion was 
limited near the shoreline in the numerical model. The spatial distribution of the 
transport rate from the CE tests were very different from that of the GWK tests. Here 
in the CE case, peak transport initially occurred near the breaking point and did not 
show any onshore transport outside the breaking point (The numerical model results 
did show a very small onshore transport component). Also, in the CE experiments, the 
transport in swash zone apparently played an important role to cause shore face erosion. 
The numerical model does not have an appropriate swash zone transport mechanism. 
Therefore, it was unable to reproduce the large erosion near the shoreline in the 
experiment. 
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Longshore Transport Rate 

Longshore sediment transport plays a very important role particularly in long term 
beach evolution. The longterm evolution of many coastlines is the result of slight 
gradients in the longshore transport rate. Available data suitable for calibration and 
verification of longshore transport rate are scarce and mostly limited to 2-D cases. 
The 2-D data will not yield information on Abc. In this section, the characteristics of 
longshore transport rate are investigated by comparing with CERC formula and the 
coefficient Abc was calibrated based on a 3-D basin experiment. The CERC's littoral 
drift formula (Shore Protection Manual, 1984) has  the following form as, 

K(ECgcosdsind)b 

Pg(s-W-P) 
(10) 

where Q is the volumetric longshore transport rate, E is  wave energy, Cg is group 
velocity, s is specific gravity, p is porosity and K is an empirical transport coefficient. 

The   formula is based on energetic 
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wave angle increases. The total transport rate is obtained by integrating the volume 
under the curves. These total transport rates are compared with the CERC's formula in 
Figure 7(b) which plots the transport rate vs. wave height for different wave angles. The 
comparisons are good for wave up to 20°. For larger wave angles, the model yields 
values slightly higher than the CERC's formula. The coefficient Abc in the transport 
equation given by Equation (6) is equal to unity and 0.77 was used for the K value of 
CERC formula in this comparisons. As discussed earlier, most experiments and field 
measurements were conducted for cross-shore transport, and there is very little 
information on longshore transport rate. Therefore, a plain beach movable bed physical 
model was constructed in a wave basin to investigate the sediment transport patterns , 
specially longshore transport rate. The experiments were performed in the 16x23 m 3-D 
wave basin of the Coastal Engineering Laboratory of the Department of Coastal and 
Oceanographic Engineering at University of Florida. The designed initial beach profile 
consists of a flat backshore, a steep-sloped foreshore, and a mild-sloped offshore, and 
has simple straight shoreline and parallel offshore contours. 
After 80 minutes run time, a total of 0.28 m3 sand was collected at the sediment trap 
channel located in the downdrift boundary. This longshore transported material was 
used to calibrate the Ahc value in the numerical model and to check the K value in 
CERC's formula. By applying wave height, and angle used in the experiment to the 
CERC's formula, it was found that K=0.23 from the results. This value of the 
proportionality coefficient obtained in this study is smaller than 0.77 in Komar and 
Inman's formula and is rather close to the value in Sato and Tanaka (1966)'s formula. 
It is noted here that many one line models utilizing CERC's formula the K coefficient 
was adjusted downward to the range of 0.05 - 0.4 based on model calibrations with 
physical experiment data. Here, the numerical longshore sediment transport is 
calibrated with measured total longshore transport quantitatively. The best fitting value 
was found to be Abc = 0.1. This value is also smaller than the previous value which gave 
good agreement with CERC's formula. 

Performance Test 

The model performance is demonstrated here with two types of man-made structures 
including shore perpendicular structures(groins) and offshore breakwaters. The purpose 
is not for model calibration or verification as there is no available data in hand. Rather, 
model utilizations are illustrated with realistic coastal structures. 

Groins 

Groins are shore perpendicular structures which are built to intercept littoral 
transport from updrift. They are used to trap sand locally or as end structures to 
stabilize sand placed in conjunction with beach nourishment projects. For trapping 
sand, a series of groins is often used. The presence of groins is generally known to cause 
accretion on the updrift end and erosion on the downdrift end. The ability to be able to 
predict morphological changes associated with groin structure is undoubtedly useful in 
coastal engineering. Perlin and Dean (1985) developed an N-line model using a simple 
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wave refraction and diffraction scheme and longshore sediment transport equation to 
modify the topography. Kraus et al.(1994) investigated parameters governing beach 
response to groins and incorporated them into the so-called GENESIS model that can 
be used to predict shoreline changes in the presence of groins. In the present model, 
the presence of a groin is reflected in the boundary conditions. The boundary conditions 
for the groin in the sediment transport model are given as, 

<7#.-Wl)>0 
(11) 

a) 

b) 
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where q is the transport rate in y 
direction and Jgmin is the ,/th grid 
column which has the groin. 
Figure 8 shows the morphological 

changes for the case of a three-groin 
after 70 days and 140 days, 
respectively, when wave of 0.5 m, 6 
sec approaches the beach at 15 
degree angle. It is shown that 
shoreline and bottom contours 
advances at the updrift of first groin 
and retreats at the down drift of the 
last groin. In each compartment, 
erosion occurs at the updrift end and 
accretion takes place at the 
downdrift end. At present, there is a 
lack of reliable data especially on the 
morphological effects of groins to 
compare with numerical results. 
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Figure 8 Depth Changes after a)70 days, and 
b)140 days on the Plain Beach with Three 
Groins for 0.5 m, 8 sec, and 10 degree Incident 
Waves. 

Breakwater 

An offshore breakwater is generally a shore parallel structure designed to protect 
the beach behind the structure against severe erosion. Behind the breakwater wave 
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height is reduced and circulation cells are generated which draw sediment into the 
sheltered area. A salient feature soon appears which grows into a tombolo and 
sometimes becomes attached to the breakwater. Many numerical models, some based 
on rather artificial mechanisms are able to produce the described topographic changes. 
Hanson and Kraus (1990) employed a numerical model (GENESIS) to investigate the 
various depositional types in the lee of a single detached breakwater. Suh and Hardway 
(1994) developed a one-line numerical model for predicting shoreline change in the 
vicinity of multiple breakwaters and compared with the field data. The boundary 
condition for the breakwater in the present sediment transport model is as follows, 

Vtihreak^' J)   =   0, if        qji^+l, J) >0 
(12) 

where qx is the transport rate in x direction and Ibreak is the 7th grid row which has the 
breakwater. Figure 9 shows the topographic changes after 2 days and 7 days under the 
normal incident wave condition with 1 m height and 8 sec period. It is clear that salient 
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Figure 9 Depth Changes after a)2 days, and b)7 
days on the Plain Beach with Breakwater for 1 
m, 6 sec, and Normal Incident Waves. 

feature grows rather rapidly. 
Shoreline, on the other hand, changes 
only slightly. The absence of swash 
transport mechanism might be one of 
the reasons that shoreline change is 
so slight. 

Inlet Experiment 

The sedimentary processes in the 
vicinity of a tidal inlet present a 
complex dynamic interaction 
problem between fluid and sediment 
motion. There exist water level 
changes at the shoreline by tide and 
periodical tidal currents in and out of 
the inlet. This tidal current interacts 
with wave and wave induced 
longshore current. Under the 
combined effects of waves, longshore 
current, tidal current and coastal 
structures, the behavior of the 
sediment movement and 
morphological evolution in the inlet 
region is a very complicated process 
and the current knowledge is 
extremely      limited.      Laboratory 
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modeling using movable bed-material is still a viable tool despite its limitations such 
as expensive cost, time consuming, and scale effects (Wang etal., 1992). Numerical 
model on inlet morphology is at its infancy. An attempt is made here to apply the 
present model to an inlet beach system. On a separate study(Wang et al., 1995), an 
inlet-beach physical model was constructed in the wave basin facility in the Coastal 
and Oceanographic Engineering Laboratory at the University of Florida. The inlet 
beach model consists of an idealized inlet on a plain beach with profile identical to that 
in the plain beach model. The inlet has two parallel jetties extending offshore with the 
updrift jetty twice as long as the downdrift jetty. These jetties are made of concrete 
blocks and impervious to sediment transport. The experiments were carried out under 
the condition of 7.5 degree oblique waves. The test conditions are as follows: 

Wave condition: 8 cm wave height, 1 sec wave period, 7.5° wave direction 
Current condition: 0.14 m/sec ebb current, 0.1 m/sec flood current 
Tidal range(between flood and ebb): 3 cm 

Depth Difference(Experiment) 

10 
Longshore(m) 

Depth Difference(Present Model) 

10 
Longshore(m) 

The flood and ebb tidal conditions 
were simulated alternatively in the 
model at every 40 minute intervals by 
holding the high and low water levels, 
respectively, and reversing tidal 
currents in the inlet. Figure 10 shows 
the changes of the topographies by 
plotting the difference between the 
initial contours and the contours after 
160 minutes. The numerical model 
appears to be able to reproduce 
reasonably well some of the general 
features found in the physical model, 
as the locations of erosion and 
accretion, the position and size of 
breakpoint bars and the shoreline 
offset. Detailed topographic 
comparisons are still difficult and may 
not be too meaningful owing partly 
the three dimensional effects produced 
in the physical model. 

Figure 10 Comparison of Bathymetric Changes 
after 160 minutes between Experiment and 
Numerical Model for 8 cm, 1 sec, and Oblique 
Incident Waves. 
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Results 

1) The prediction of cross-shore transport from model was compared to the evolution 
of beach profiles and sediment transport rate distributions in the 2-D German's Big 
Wave Flume tests and CERC's large tank tests. The model is capable of predicting the 
growth and movement of main breakpoint bars and beach processes with reasonable 
reliability. 
2) The comparison of longshore transport rates between present model and CERC 
formula shows close agreement for different wave angles when the coefficient Abc =1 
is adopted in the model as compatible with K=0.77 in CERC's formula. A different 
calibration using 3-D basin experiments yields Abc =0.1 and K=0.23. 
3) An application of the model to different coastal structures including groins and 
breakwaters shows the model is capable of producing the general scouring, accretion 
and erosion features found in nature. The model was tested with inlet beach movable 
bed physical model experiment. The comparison of depth changes shows reasonable 
agreement between numerical model and physical experiment. 
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CHAPTER 297 

An Analysis of Particle Saltation Dynamics 

Michael R. Krecic1 and Daniel M. Hanes2 

Abstract 

A two-dimensional particle saltation model for unidirectional flow is applied 
to simulate the motion of single particles. The equations of motion include added 
mass, gravity, drag, shear lift, Basset history, and Magnus or spin lift forces. A 
sensitivity analysis is performed on the forces, initial lift-off speeds and angles, and 
for different size particles. The Magnus lift force is found to have a significant 
effect on a particle's trajectory for coarse sand sized and larger particles. The shear 
lift and Basset history forces cause particles to saltate farther. Most of the forces 
vary with particle size. The model predictions compare favorably to observations if 
appropriate initial conditions are assumed. 

Introduction 

The term saltation was first used by Gilbert (1914) and comes from the Latin 
word "saltare" meaning to leap or dance. Saltation is analogous to a ballistic 
trajectory in the sense that trajectories are smooth and not strongly influenced by 
turbulent fluctuations. However, hydrodynamic forces such as lift and drag 
significantly influence the particles' trajectory (Nino, Garcia, and Ayala, 1992). 

Fernandez Luque and van Beek (1976) performed experiments in a flume with 
different bed slopes. They were able to measure the mean critical bed shear stress 
for the initiation of motion, rate of bedload transport, average particle velocity, and 
the average length of individual saltations. This was accomplished through the use 
of high speed photography. Two different sediment types, gravel and magnetite, 
were studied. When they compared their model results, they concluded that a lift 
force was needed to explain the observed saltation characteristics. 

1 Research   Assistant,   Coastal   and   Oceanographic   Engineering   Department, 
University of Florida, Gainesville, FL 32611 
2 Associate   Professor,   Coastal   and   Oceanographic   Engineering   Department, 
University of Florida, Gainesville, FL 32611 
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There is some debate as to what angles the saltating particles leave the bed. 
Owen (1964) examined particle saltation in air. Owen suggested that those particles 
that leave the bed nearly vertically with a certain initial speed will saltate to a higher 
elevation than those with other initial angles. White and Schulz (1977), in contrast, 
observed that particles in air eject at angles ranging from 30 to 70 degrees. 

Other researchers such as Murphy and Hooshiari (1982), van Rijn (1984), 
Wiberg and Smith (1985), Nino and Garcia (1992), and Lee and Hsu (1994) have 
tried to derive a set of equations to describe the motion of a particle in saltation from 
bed ejection to bed impact based on the fluid forces. This paper focuses on 
developing a complete equation of motion from a Lagrangian perspective and 
provides a detailed analysis of the model parameters. 

Particle Saltation Model 

This model simulates the trajectory of a single saltating sphere in a steady 
state, unidirectional flow. An equation of motion is developed and evaluated using 
previous experimental observations. Models based on only drag and gravity proved 
insufficient, so other forces have been included, as will be described below. Some 
of these other forces are found to be significant while others can be ignored in 
certain situations. What follows is a brief description of the relevant forces. 

The effect of gravity is usually written as a submerged weight, 

Fc=(p,-p)gV (1) 
where V is the volume of the particle.    Obviously, this force increases with 
increasing particle size because of its dependence on the volume of a particle. 

The added mass force arises from the relative accelerations of the particle and 
the fluid. A submerged body induces accelerations on a fluid if the body is moving 
with an acceleration relative to the surrounding fluid. The particle can be thought of 
as having an 'added mass' of fluid attached to its own mass when it accelerates 
relative to the surrounding fluid (Patel, 1989). The added mass force is given by 
Auton et al. (1988) as 

( du    Duf ^ 
*A=-PCMV 

dt      Dt 
(2) 

where u is the particle velocity, Uf is the fluid velocity, and CM is the added mass 
coefficient. The added mass coefficient is defined as a ratio of the additional mass 
of fluid that is accelerated with the particle to the mass of the displaced fluid by the 
particle. For a sphere, CM equals 0.5. 

A drag force is a net force in the direction of the fluid relative to the body due 
to pressure and viscous forces on the body. The drag force on a particle may be 
written as 
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FD=CDA^p\r
2 (3) 

where CD is the coefficient of drag, A is the cross-sectional area of the particle 
normal to the force, and Vr is the relative velocity (Fredsoe and Deigaard, 1992). 
The drag coefficient is a strong function of Reynolds number and shape; thus, it is 
generally not constant. There have been many empirical formulas for CD such as 
those found by Graf (1984) and Morsi and Alexander (1972) which provide CD as a 
function of particle Reynolds number. The following formula is used for this 
analysis: 

24        7 3 

Re    1 + VRe 

V d 
where Re is the Reynolds number, Re = —— 

v 
In shear flow the particle develops a pressure gradient across it which results 

in a lift force, which is commonly called the shear lift force. This phenomenon can 
be attributed to the Bernoulli effect where the lift force acts  in the direction of the 
velocity gradient. The shear lift force may be written as 

FL {shear) = CL A - p(u2
ATop - u2^,) (5) 

where CL is the lift coefficient and A is the cross-sectional area of the particle 
normal to the force. The UATOP and UABot are the relative velocities evaluated at the 
top and bottom of the particle, respectively (Wiberg and Smith, 1985). 

The lift coefficient has been related to the drag coefficient by Chepil (1958). 
He conducted experiments involving evenly-spaced hemispheres and allowed wind 
to flow over them. He then proceeded to calculate drag, lift, and the ratio of lift to 
drag for different wind speeds. It was determined that the ratio was approximately 
equal to 0.85; therefore we assume here that CL equals 0.85 times CD. 

A. B. Basset (1888) first acknowledged that a particle's history had a role in 
the present particle path; hence, the Basset history force bears his name. Mei (1995) 
described the force as 

... derived from the diffusion of vorticity generated at the surface 
of the particle at a rate proportional to the particle's relative 
acceleration. Since the diffusion rate is finite, this means that the 
force is dependent on the history of the particle motion. 

Consider a sphere in a steady fluid and then instantaneously increasing the 
flow to some higher value. It takes some time for the boundary layer on the sphere 
to adjust to the new flow intensity. This time is accounted for through the Basset 
history force. The Basset force is defined as 
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du    duf 

FB = 6pV^rfff) dt,     dt  dT (6) 

where Uf is the fluid velocity, v is the kinematic viscosity, ts is time, and % is a 
dummy variable (Mei, 1994). This force has both a vertical and horizontal 
component. For steady, shear flow, the fluid acceleration is zero, so the term can be 
simplified to be a function of the particle acceleration. 

In addition to the shear lift force, the Magnus lift force also results from the 
velocity gradient across the particle. This force, named for Heinrich Magnus who 
first discovered the phenomenon in 1853, is a pressure force due to the circulation 
around a spinning sphere (Murphy and Hooshiari, 1982). As a result of viscous 
effects, angular momentum is supplied to the particle. This force accounts for the 
different types of pitches in baseball such as the curveball and the slider (Munson, 
Young, and Okiishi, 1990). The shear flow induces a rotation which causes a 
particle to saltate higher and further than without the inclusion of this term. If the 
velocity gradient is positive, the particle will rotate clockwise (cw); hence, an 
upward lift. If the velocity gradient is negative, the particle will rotate 
counterclockwise (ccw); hence, a downward lift. For a moving sphere in a shear 
flow, the force is expressed as 

/ \    n   ,      (       1 dn  A 

FL{Magnus) = -d3pVr fi--- 
2  dz 

(7) 

with f2 as the angular velocity of the particle with units in rad/s (White and Schulz, 
1977). This force was developed from the work of Rubinow and Keller (1961). 
Rubinow and Keller (1961) looked at rotating a moving sphere in a still viscous fluid 
with low Reynolds numbers only. Based on their analysis, the Magnus force was 
independent of viscosity. From this they derived the form of the Magnus force and 
the moment acting on the sphere. The force has been described previously. The 
moment has the form 

Moment = I = -nixdi 

dt ^ 

1 du f , 
D---J.I (8) 

where I is the particle's moment of inertia. This moment equation is solved 
simultaneously with the equations of motion to constantly adjust the particle rotation 
to that induced by the fluid. Note that the dynamic viscosity appears in (8). It acts to 
dampen the effects of the initial particle rotation to that of the fluid. It must be said 
that the Magnus force and moment equations were derived for small Reynolds 
numbers. We consider the Magnus force in this shear flow analysis for the purpose 
of determining whether the effect improves the agreement between experiments and 
theory. 
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Applicability of Forces For Different Reynolds Number Ranges 

The drag, added mass, shear lift, Magnus lift, and Basset history forces have 
been formulated as previously published in the literature. The drag force, as defined 
here, is valid for the entire range of Reynolds numbers encountered. The form of the 
shear lift force was originally verified for turbulent flow. Also, theoretically a solid 
sphere in an inviscid fluid has an added mass coefficient value of 0.5; so, the added 
mass force defined herein is applicable to large Reynolds number flows, too. From 
Rubinow and Keller (1961), the Magnus force was derived for low Reynolds number 
flows only. The Basset history force is not well known for low Reynolds number 
flow (Nino and Garcia, 1992). For analysis purposes, the forces are extended to the 
entire range of Reynolds numbers. This follows the previous research procedures as 
done by Wiberg and Smith (1985) and Nino and Garcia (1992) which have yielded 
satisfactory results. 

Equation of Motion 

The equation of motion for a saltating particle may be divided into 
longitudinal and vertical components. The forces acting on a saltating particle are 
described by the following equations for a steady, horizontal flow. 

6np\ - ^       du <f), r,du       _   , 1     [i         \2       7/ \      T7„   du I 2)  Ti    dt      i 

+ —d3pJ(u-uf'f+w2  Q- —— j        W     = + p(s-1)gVsinjl 
V       2 dz, V("-H/)2 + vv2 

(9) 
and 

,\2 
" dw 

T7dw       _,   , 1     // \2       71  \      „^   dw \2)  7     dt      , 

dt 2   v v ' dt        •yjnv     o ylTs - X 

 -<i3p-J(M_M/)  +M;2  £2-* """ 
2f„    \du  ^ 

2 dz V(«-M/)2 
(10) 

+ w2 

P_ 
2 

where 

+ yACL(u
2

ATop -u\Bo,)-p(s-l)gVcosjS 

2 
U&Ttip 

:(u-u/nv)   +w* (n) 

and 

"L„,=("-"/B„,) +w2 (12) 
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The variables, Ufr0p and UfBot, are the fluid velocities evaluated at the top and bottom 
of the particle, respectively. The quantities, u and w, are the particle's translational 
speed parallel and normal to the bed, respectively. All these assume no w- 
component of fluid velocity. Figure 1 provides a sketch of the particle forces. (J is 
the bed slope as defined in Figure 2. 

Fl(shear) 
Fl(Magnus) 

Figure 1 Force definition sketch of particle saltation 

Bed 

Horizontal Plane 

Figure 2 Definition of bed slope 

The fluid velocity profile used in the model is the "law of the wall" profile, 

— = -ln 
29.7z 

+ 1 (13) 

where u is the mean fluid velocity, u* is the fluid friction velocity, K is Karman's 
constant, z is height above the "theoretical bed", and ks is the bed roughness. The 
"theoretical bed" is located at z = 0. Note that the fluid velocity has only a 
horizontal, or bed-parallel, component. 

Boundary Conditions 

The "theoretical bed" is assumed to be 0.2 times the particle diameter below 
the top of the particles as is shown in Figure 3. The initial position of the saltating 
particle is at one-half a particle diameter above the "theoretical bed". In order to 
solve the equations of motion given previously, the particle's initial vertical and 
horizontal velocity components are needed.  The values of these components come 
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from the equations of White and Schulz (1977). They found that the speeds varied 
from u. to 2u*. In addition, they found that lift-off angles varied from 30 to 70 
degrees. When the Magnus force is considered, an initial particle angular velocity is 
needed. This value is adjusted to yield a best match to a known trajectory. 

0.2d 

saltating 
particle 

0.5d 

Figure 3 Saltating particle initial position 

Method of Solution 

The equations of motion along with the moment equation are defined as first 
order ordinary differential equations. A fourth order Runge Kutta approach is used 
to yield a vertical and horizontal particle velocity and an angular velocity. The 
vertical and horizontal velocity components are numerically integrated with a simple 
Simpson's Rule approach to obtain a particle trajectory. The model includes some 
adjustable parameters. The bed roughness can be taken to be any multiple of the 
particle diameter. The initial velocities, angular velocity and the lift-off angle also 
may be adjusted. 

Sensitivity Analysis 

This section looks at the relative effect force combinations and initial 
conditions have in determining the trajectory of a saltating grain. The parameters 
that are held constant unless otherwise specified through the force sensitivity test are 
grain diameter, specific gravity, initial particle velocity, initial angle, and bed 
roughness. They are 0.18 cm, 2.65, 2u*, 45 degrees, and 2d, respectively. The 
coefficient of lift was taken to be 85% of the coefficient of drag. These are the 
values that were either used or observed by Fernandez Luque and van Beek (1976). 
In addition, it needs to be stated that the bed slope was taken to be zero in this case. 

The most basic form of the model contains the drag, added mass, and gravity 
forces. The shear lift force developed by Wiberg and Smith (1985) and the history 
force from Basset (1888) are successively added to the model. Figure 4 shows the 
results. For this case, u* = 4 cm/s with uo = wo = 2u*. The shear lift force increases 
the length of the trajectory by about one grain diameter while the Basset history 
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force appears to have a lesser effect on the trajectory. The results with the shear lift 
force included are consistent with our intuition. Only a small velocity gradient 
develops across the grain because of its size. As a result, the shear lift has a 
relatively small effect. The height is increased by less than one-tenth of a grain 
diameter while the length increased by approximately one-half grain diameter when 
the Basset term is included. The increase in length is due to the fact that the grain 
travels higher into the fluid column and thus attains a greater velocity. 

» 0.9 
E 

;o.8 

£0.7 

.s>0.6 

0.5 

1 

 Shear Lift & Basset History 

^ --^ 
    Shear Lift 

  Neither Shear nor Basset Forces 

N 

S 

\ \ 
0.5 1 3.5 1.5 2 2.5 3 

Length in Particle Diameters 

Figure 4 Effect of shear lift and Basset history forces on small particle 

We then ran the model with a larger particle size. A diameter of 3.1 cm was 
chosen, roughly in the gravel regime. The other parameters maintained their same 
values with the exception of u* = 22.84 cm/s and p = 0.07 to match the experimental 
conditions of Nino et al. (1992). Figure 5 shows that the shear lift force had more of 
an effect than it did with the smaller grain. This result is expected because the 
velocity gradient is large on a larger particle. The Basset force, however, did not 
posses the same significance as it did in the other case. This force had little effect on 
the particle trajectory. The Basset history force had a greater effect on the smaller 
particle than on the larger particle. This same result was obtained by Nino and 
Garcia (1992). 

m - ~    Shear Lift & Basset History 
<D 

£    1 
'-•v.v 

0) 

|0.8 
t/ \ 

- 

Ol 

x0-6 - 
•v. 

- 

0 12 3 4 5 6 
Length in Particle Diameters 

Figure 5 Effect of shear lift and Basset history force on a large particle 

The next force to consider adding to the formulation is the Magnus lift force. 
To review, this force results from grain rotation which is caused in two ways. First, 
a grain may be transferred an angular velocity from the shear flow. Since the fluid 
velocity is greater at the top of a grain than at the bottom of a grain, a net torque may 
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be exerted upon the grain. Second, a grain on the bed may obtain an angular velocity 
from a collision with another grain. The magnitude of the rotation is dependent on 
the speed and the placement of the blow that the grain striking the bed delivers. 
Figure 6 displays the trajectories that result by varying the initial angular velocity. 
The diameter of the particle is 0.18 cm with ks=2d, Ci=0.85CD, u*=4 cm/s, u0=2u*, 
and wo=2u*. It is obvious and expected that the trajectories should both increase in 
length and height with increasing initial angular velocity. The effect of the Magnus 
force on a particle's path is quite significant. This is a somewhat discouraging result 
because little is known about the angular velocities of saltating grains. A common 
practice is to match a known trajectory by "tweaking" the initial angular velocity of 
the particle. 

£1.5 

0.5 

— — 20 rev/s 

 15 rev/s 

 10 rev/s 

4 5 6 7 8 9 
Length in Particle Diameters 

Figure 6 Effect of Magnus force on particle trajectories 

10 

The initial angle and velocity of the grain is the next area of interest. Again 
the grain size used is 0.18 cm. Figure 7 displays the results of varying the take-off 
angles and maintaining a constant initial velocity. The initial angles are 30, 45, and 
60 degrees. The initial longitudinal velocity and initial vertical velocity are both 2u*. 
Figure 8 shows what happens if the velocities are varied and the angles are held 
constant at 45 degrees. As the lift-off angles increased, the grains saltated farther. 
Also, the higher the initial velocity, the longer the trajectory. These results are 
obviously from the fact that the grain attains a higher velocity from the fluid with a 
larger angle and higher initial velocity. 

'  60 degrees 
fo 1.1     45 degrees - 
CD   30 degrees 

&    1 - 
D 
» 0.9 *"* v - 
"> 0.8 /         .• " . 
cny /    .' 

•••.. - 
D) 

£0.6 
'i^ ^v                                                                                               N 

- 
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0                 0.5 I                 1.5                 2                 2.5                 3 3 
Length in Particle Diameters 

Figure 7 Trajectory sensitivity to particle take-off angle 
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u0 = 2u\ w0 = 2u* 

1)0= 1.5u*, w0 = 1.5u* 

uO = u*, wO = u* 

1 1.5 2 
Length in Particle Diameters 

2.5 

Figure 8 Trajectory sensitivity to particle take-off speed 

To summarize, the forces acting on the particle vary significantly with grain 
size. The shear lift force and the Basset history force vary the greatest of the forces 
examined. The Magnus effect increases saltation length and height greatly as initial 
angular particle velocity increases. Finally, the larger the initial velocity and angle, 
the greater the saltation length and height. 

Comparison of Model to Data 

The Magnus Effect is neglected for the first comparison with a given data set 
to see if the shear lift force is sufficient. The trajectory data used for the model 
comparison is provided by Fernandez Luque and van Beek (1976). The grain 
diameter was 0.18 cm with a friction velocity of 4 cm/s. The initial conditions for 
the model were uo = 8 cm/s, Wo = 8 cm/s, p = 0, CL = 0.85CD, and ks = 2d. The 
trajectory is shown as the solid line in Figure 9. It is easily seen that the shear lift 
force alone does not adequately describe the motion of the particle as observed by 
Fernandez Luque and van Beek (1976). 
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Figure 9 Model comparison to Fernandez Luque and van Beek (1976) observations 

Figures 10 through 14 show some of the relevant velocities and forces as 
predicted by the model. The fluid velocity is always in the rough, turbulent range as 
shown by the Reynolds number. The drag coefficient was between 0.60 and 0.85. 
Those quantities are graphically shown in Figure 10 and Figure 11. Figure 12 shows 
how the particle, fluid, and relative velocities varied over the trajectory length of the 
saltation.   The  plot reveals that the particle velocity is continuously increasing 
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Figure 10 Reynolds number simulated saltation trajectory 
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Figure 11 Drag coefficient for simulated saltation trajectory 
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Figure 12 Strength of velocities of simulated particle trajectory 
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Figure 13 Strength of particle accelerations for a simluated particle trajectory 
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Figure 14 Strength of relevant forces for a simulated particle trajectory 

toward that of the fluid velocity. So as a result, the relative velocity is decreasing. 
This means that the drag and lift forces are both decreasing over the grain trajectory. 
This is shown in Figure 14. The drag force is represented by the solid line and the 
shear lift force is represented with a dashed line. The Basset history force is smaller 
than both the lift force and the drag force for much of the saltation also in Figure 14. 
These forces in this figure are given relative to gravity. Note that the Basset force 
continually increases as the particle saltated as a result of the integral nature of the 
force. 

The horizontal acceleration of the particle decreases as the particle velocity 
approaches the fluid velocity as shown in Figure 13. The vertical acceleration 
becomes less negative as the particle saltates. The accelerations are non- 
dimensionalized by multiplying the acceleration by Ts/u*. The particle decelerates 
significantly in the rising part of the trajectory and continues to do so until the 
particle approaches the bed. It accelerates again near the bed because of the 
aforementioned lift force. This shear lift force is significant when compared to the 
drag force. It is evident from Figure 9 that the lift force is not providing enough 
upward thrust for the particle to saltate as observed by Fernandez Luque and van 
Beek(1976). 

The Magnus force was added to the equation of motion to improve the 
agreement with observations. In addition, the moment equation was added and 
solved simultaneously with the equation of motion. The initial conditions were 
maintained with one exception. An initial angular velocity, Qo, of 30 rev/s was 
added. The model comparison with the data range is displayed in Figure 9. The 
model now predicts the grain trajectory fairly well and certainly much better than 
previously. The Magnus force significantly increases the overall lift effect on the 
particle especially in the rising part of the trajectory according to Figure 15. For this 
particular case, the Magnus force increased the saltation height by 2.3 grain 
diameters and the length by 21 grain diameters. Wiberg and Smith (1985) reached a 
similar conclusion that the Magnus force should be included. 
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Figure 15 Comparison of shear lift and Magnus forces 

30 

Conclusion 

The saltation model considered particles from incipient motion through a 
trajectory and returning to the bed. The saltation model included gravity, added 
mass, drag, shear lift, Magnus lift, and Basset history forces. The shear lift force is 
the same as defined by Wiberg and Smith (1985). When the Magnus lift force is 
applied, the moment equation from White and Schulz (1977) is used to continually 
update the particle's rotation. 

It was found that a particle will saltate farther with increasing take-off speed 
and angle. The shear lift and Basset history forces vary significantly with particle 
size. The shear lift force has a greater effect on large particles and Basset history has 
a greater effect on small particles. The Magnus lift force affects trajectories 
significantly when included in the model formulation. 

The model is able to match observed trajectories from Fernandez Luque and 
van Beek (1976). It is necessary to include the Magnus lift force to best match their 
observations. The shear lift force may need further examination. It appears to 
underpredict the velocity gradient that is expected at the end of a particle's trajectory 
near bed. These results suggest experiments be conducted to measure the rotation of 
saltating grains. 
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CHAPTER 298 

Sediment Movement and Stress Condition in Sea Bed 

Yoshihiko Maeno1, Motoyasu Ishikawa2, Kozo Bando3, 
Yoshinobu Akiyama4 and Kouichi Yabe5 

ABSTRACT 

The stress condition in the sea bed such as effective stress and hydrodynamic 
condition were measured in the surf zone to understand the detailed 

mechanism of local and temporal sediment movement. Analysis of the 
measured data suggests that the large effective stress drop and strong flow 

in the onshore direction when the wave crest passes are the possible cause 

for the sand movement in the surf zone. It is also found that the sea bottom 

elevation change can be evaluated from the effective stress in the sand by 

a simple equation. The effective stress sensor used in the field measurement 
was proved to be useful in estimating local and temporal sediment transport. 

INTRODUCTION 

Sediment transport is usually studied in terms of wave condition and characteristics of 

bed material. However, in order to understand the detailed mechanism of local and 

temporal sediment movement, it is important to associate the stress condition in sea 

bed with wave condition and then to relate the stress to sediment transport. For example, 

Nago(1982) pointed the relation between the pore pressure and fluidization of the bed. 
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Maeno and Hasegawa(1985) examined the effects of wave-induced pore pressure in 

sand bed on liquefaction. Maeno and Tokutomi( 1989b) indicated the strong correlation 

between the liquefaction of sand bed and the mechanisms of sediment transport. Maeno 

(1992) introduced the experimental results on wave-induced liquefaction and sediment 

transport, and indicated the needs of the further verification by field observation. 

Maeno etal.(1993) measured the effective stress, pore pressure and wave conditions 

outside the surf zone, and concluded that liquefaction occurs by the delayed response 

of the pore pressure to the surface elevation change. In this research, the similar approach 

was taken, and the bottom elevation change was tried to relate to the effective stress, 

pore pressure, wave height and current velocity, which were measured in the surf zone. 

This research also attempts to examine the performance of a newly developed ef- 

fective stress sensor (Maeno et al., 1992), which may give the local and temporal infor- 

mation that are hard to obtain by the conventional methods; sand trap, surveying, etc. 

FIELD MEASUREMENT 

Measurement Site 

Measurement was made in a beach at Hazaki-cho, Ibaragi Prefecture, Japan (see Figure 

1). This beach is a part of 80 km straight sandy coast facing the Pacific Ocean. There is 

a 427 m long observation pier on the beach owned by Port and Harbour Research 

Institute, Ministry of Transport, to study sediment transport. This study made use of 

the pier, from which various data were taken. Two measurement locations were chosen 

in the surf zone along the pier: one is 230 m offshore from the shoreline and the other 

is 260 m offshore. Figure 2 illustrates the measurement locations and the bottom profiles 

under the pier during the measurement period. The water depth at those locations 

fluctuated in the range of 1 m, but both the locations remained on a large bar. 

KASHIMANADA 

HAZAKI 

80 km LONG 
STRAIGHT SAND COAST 

FIG. 1. MEASUREMENT SITE 
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FIG. 2. MEASUREMENTS OF SEA BOTTOM PROFILE 

Instruments 

The instruments deployed in the measurement locations are listed in Table 1. To install 

these instruments, a frame structure was put in sea bed at each location as shown in 

Figure 3. It held an effective stress sensor and a dynamic pore pressure gauge in the 

sea bed, a pressure gauge on the sea bed, a current meter, and a wave gauge. The 

effective stress sensor and dynamic pore pressure gauge were the differential type 

made of the flexible filter (Maeno and Tokutomi, 1989a). Additional data such as sea 

surface elevation by acoustic wave gauge, wind data, water depth and ground water 

level were supplied by Port and Harbour Research Institute, who takes these data at the 

pier on a regular basis. The measured data were recorded at 10 Hz from June 12th to 

26th, 1994 for the location 1 and from June 12th to 15th for the location 2. Data 

acquisition was terminated by the damage to the measurement system due to the high 

seas. 

MECHANISM OF LIQUEFACTION 

From a soil mechanical point of view, the sand can be mobilized when the stress acting 

on it exceeds its capacity. The sand in the zero or negative effective stress condition, 

which may be called liquefaction, is certainly the case. How liquefaction takes place 

outside the surf zone was explained (Maeno et al., 1993), and this study focuses on the 

condition in the surf zone. The mechanism of liquefaction outside the surf zone is 

reviewed first, and the mechanism in the surf zone found by analyzing the data measured 

in the present study is followed. 
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TABLE 1. SUBJECTS FOR MEASUREMENT 

MEASURING SUBJECTS MEASURING EQUIPMENTS REMARKS 

DYNAMIC PORE WATER 
PRESSURE DYNAMIC PORE WATER PRESSURE TRANSDUCER 1.0m BELOW SEABED 

SURFACE 

EFFECTIVE EARTH 
PRESSURE EFFECTIVE EARTH PRESSURE TRANSDUCER 1.0m BELOW SEABED 

SURFACE 

WATER PRESSURE WATER PRESSURE TRANSDUCER 1.0 m ABOVE SEABED 
SURFACE 

WAVE PROFILE 

ULTRASONICTYPE WAVE GAUGE AIR BEAM TYPE 

CAPACITANCE-TYPE WAVE GAUGE 

VELOCITY ELECTROMAGNETIC VELOCIMETER l.OmABOVESEABED 
SURFACE 

WIND DIRECTION   AND 
WIND VELOCITY 

PROPELLER-TYPB WIND VANE AND 
ANEMOMETER 385m OFF   SHORELINE 

SEA BOTTOM   PROFILE SOUNDING DAILY MEASURING 

FIG. 3. INSTALLATION OF INSTRUMENTS 

Outside Surf Zone 

Generally, the dynamic pore pressure and effective stress in the sea bed follow the sea 

surface elevation change. However, it was found from close observation of these data 

taken outside the surf zone (Maeno et al., 1993) that the dynamic pore pressure is 

slightly lagged behind the change of the sea surface elevation. This yields excessive 

positive effective stress at crest and negative value after the crest passes to compensate 
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for the insufficient pore pressure response. The negative part of the effective stress 

gives rise to the liquefaction of the sand, which can be swept away by the currents near 

the bed. This process is illustrated in Figure 4. Figure 5 shows the time histories of the 

stresses measured at a depth of 6 m (Maeno et ai, 1993). Sharp peaks are observed in 

the effective stress record due to the late response of the pore pressure to the surface 

elevation. The magnitude of the negative peak indicates the thickness of the sand layer 

that was liquidized, and the difference in the stress level before and after the wave is 

equal to the thickness of the sand layer that was washed away. In this example, the 

sand in the top 47 cm thick layer was liquidized and the sand layer in the thickness of 

about 17 cm was carried away. 
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FIG. 4. MECHANISM OF LIQUEFACTION OUTSIDE SURF ZONE 
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Inside Surf Zone 

In this study the similar kinds of data were collected in the surf zone. Figure 6 shows 

the responses of those stresses collected at location 2, where waves were steep enough 

to break. In this case there is little time lag in the response of the pore pressure, which 

is different from the stress response outside the surf zone. The wave action in the surf 

zone is severer and the top layer of the sand is more likely to be loose so that the 

pressure exerted on the sea bottom is transmitted instantaneously to inside. 

The response of the effective stress is characterized with the sharp and large drops 

when the wave crests pass. These drops become larger as the wave height increases. 

The magnitude of this drop is much smaller than that of the pore pressure, and the 

negative effective stress may be due to the overshooting response of the pore pressure. 

The current data at the sea bottom in Figure 6 show the strong flow in the onshore 

direction when the crests pass and the effective stress is very low. It is surmised that 

the loose sand in the top layer where the effective stress is nearly zero may be carried 
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FIG. 6. TIME HISTORY DATA AT LOCATION 2 (6/15/1994 01:17:16) 
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away by the strong onshore flow. Compared with the condition outside the surf zone, 

the larger negative effective stress and stronger current due to severer wave action are 

expected in the surf zone. The condition in the surf zone that large negative effective 

stress and strong current occur at crest is one of the mechanisms for the sediment 

movement in the surf zone 

ANALYSIS OF FIELD DATA 

Wave Condition 

The significant wave height and period, and wind information are computed based on 

50 minutes-long data to represent the condition at that hour, and are shown in Figure 7. 

There were two moderate storms with approximately 2 m significant wave height 

coming in the measuring period: on 15th to 16th and on 19th to 20th. The swells were 

dominant at the first event, since wind was weak and the wave period was relatively 

long. On the other hand, the second event was cause by the strong easterly winds. 
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Response of Stress in Sand to Wave Action 

To compare the stress condition in the sand with the wave condition, the stress data 

were also processed in the same way as the waves were. Figure 8 illustrates the time 

histories of the significant pressure, stresses and velocity data. The pressure data can 

be linearly converted to the sea surface elevation. It is seen that the amplitude of the 

effective stress change in one wave period becomes larger with the significant wave 

height. It implies that the effective stress is directly controlled by the wave action. 

15 16 17 
TIME (day) 

FIG. 8. SIGNIFICANT STRESS AND VELOCITY (50 MINUTES-LONG AVERAGED DATA) 

The averaged data are shown in Figure 9. There is a sharp depression everyday in the 

effective stress data, and it becomes larger with time until 17th. The pore pressure 

exhibits the similar response but in the positive direction. Then adding them together 

makes the variation at the time become negligible. It is also seen that the drop in the 

averaged effective stress occurs at the lowest elevation of the sea surface in each day. 

Clear cause for these events are not understood, but the non-linearity associated with 
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shallower water depth may be attributed. Correlation with the wave height is not clear 

either, since high waves came from 15th evening to 16th morning. 
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FIG. 9. 50 MINUTES-LONG AVERAGED STRESS AND VELOCITY 

Bottom Elevation Change 

It is reasonable to assume that the effective stress represents the thickness of the sand 

above. Then, the vertical location of the effective stress sensor in relation to the sea 

bottom can be estimated by the following equation (1), and consequently the sea bottom 

elevation, Ah is evaluated. 

Ah = • 
K.Ui-nyip-pJg} 

(1) 

where K0, n, ps, pw and g are coefficient of earth pressure at rest, porosity, density of 

soil particle, density of sea water and gravity acceleration. The averaged effective 

stress, aH was used in the equation. Note that since there are large drops in the averaged 

effective stress series as mentioned above, those data was unconsidered. If these data 
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were converted to the thickness based on equation (1), it turned out to be about 3 m 

depth change, which is unrealistic. The effective stress change is assumed to be solely 

by the change of sand layer thickness in equation (1), and those large stress drops are 

more likely to be caused by other physical factors. 

The estimated sea bottom elevation is shown in Figure 10 along with the measured 

elevation. The estimate appears to oscillate about the measurement. But, considering 

that the measurement was made only once a day and that the elevation possibly changes 

within a day, the estimated changes are compared well with the measured data at the 

corresponding time. This trend is observed both at location 1 and at location 2. 

Agreement between the measured elevation and the estimate by the effective stress 

implies that the effective stress is directly related to the sand movement and the sea 

bed elevation change can be estimated from the information on the effective stress. 

From this point of view the effective stress sensor employed in this study is found to be 

one of the most efficient instrument to provide the information on the sediment 

movement. It also suggests that the bottom elevation may fluctuate in a day and may 

have to be measured more than once in such a day to understand the actual movement. 
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FIG. 10. ELEVATION OF BOTTOM SURFACE 

Effect of Ground Water 

There are some studies indicating connection between ground water and sediment 

transport {e.g., Grant, 1948). Since the ground water level near the shoreline was 
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continuously measured by Port and Harbour Research Institute, its effect was attempted 

to examine. The sea surface level and ground water table changes are compared in 

Figure 11. There is a long-period variation in the time history of the ground water 

level, which is similar to the wave height record in the same period; i.e., the ground 

water level rose as the wave became higher. There is also oscillations with short periods, 

responding to the tides. Thus, it is clear that the ground water near the shore is influenced 

by the sea conditions. 

2.0  
Sea Level (Hazaki) 

15 16 17 
TIME (day) 

FIG. 11. SEA LEVEL AND WATER TABLE ELEVATIONS 

Further, this rise and drop of the ground water level due to the sea condition change 

may affect the stress condition in the sand bed in the surf zone. Especially, the 

liquefaction and the sand movement on a bar may be affected by the ground water, 

because rapid pressure change at bottom by surface wave may cause the discontinuity 

between that pressure and the pressure defined by ground water. 

Effects of Non-Linearity 

To examine the non-linear effects of the surface waves on the effective stress, skewness 

and kurtosis were calculated from the measured sea surface elevation data. When those 

values in Figure 12 are compared with the time histories of the wave height and effective 

stress, the skewness becomes slightly bigger with the wave height and the kurtosis 

remains constant. From these observations clear relation between the non-linearity of 

the surface waves and the effective stress is not recognized. 

Effects of Long-Period Component of Waves 

From the spectrum computed from the sea surface data, the long period waves are 
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estimated and shown in Figure 13. In this study, only the components with the period 

longer than 30 s are picked. The long-period wave had larger height on 15 th and 16th, 

the duration of which coincides with that of the higher significant wave. The trend of 

long-period wave height is also found in the time history of the ground water level. It 

implies that the ground water near the coast can be affected by the longer waves. 
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FIG. 13. EFFECTS OF LONG-PERIOD WAVES 

Relation between Stresses and Wave Steepness 

Using the significant wave height and period, and the corresponding effective stress 

change, their relation is examined in Figure 14, which exhibits the strong linear relation 

between them. 
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FIG. 14. CORRELATION BETWEEN EFFECTIVE STRESS AND WAVE STEEPNESS 

CONCLUSIONS 

The effective stress and pore pressure in the surf zone were directly measured to study 

the relation with the stress, and the wave condition and other factors, and to evaluate 

the bottom elevation change from the effective stress data. Though the data were 

collected only 10 days because of difficult installation of the instruments in the surf 

zone and the damage by high waves, there were two moderate storms in the measuring 

period. From the careful observation and analysis of the measured data during this 

period the followings are found. 

(1) The pore pressure and effective stress appears to respond to the water surface 

elevation without any time lag. The measured area is always attacked by breaking 

waves and the sand there is anticipated to be loose. Then, the pressure on the bottom 

transmits almost simultaneously to the pore pressure inside the soil. 

(2) The mechanism of liquefaction in the surf zone seems to be different from that 

outside the surf zone. The large effective stress drop and strong flow in the onshore 

direction when the wave crest passes are the possible cause for the sand movement 

in the surf zone. 

(3) The water depth change estimated from the effective stress records agrees well 

with the measured depth change. This leads to the following three conclusions. 

(a)The effective stress in sea bed is closely related to liquidization of sand and then 

to sand movement. 
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(b)The sea bottom elevation change can be evaluated from the effective stress in 

the sand and equation (1). 

(c)The effective stress sensor was proved to be useful in estimating local and 

temporal sediment transport. 

(4) Both the pore pressure and effective stress show larger variation when the short 

waves with large wave steepness pass. 

(5) The currents going offshore were observed when the sea level was low. The effective 

stress varied corresponding to these currents. 

(6) The averaged effective stress over 50 minutes drops sharply at low tide. The 

shallower water depth may be a possible cause, and the exact reason for this is still 

being studied. 

(7) The ground water level near the coast is likely to affected by the long waves and 

tidal changes. 
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CHAPTER 299 

APPLICATION OF THE DEPTH OF CLOSURE CONCEPT 

Robert J. Nicholls, ASCE Associate Member1, 
William A. Birkemeier, ASCE Member2, and Robert J. Hallermeier3 

ABSTRACT 

Using data from Duck NC (a wave-dominated, microtidal, sandy oceanic beach), 
depth of closure is critically evaluated. A meaningful closure is observed for most 
erosional events, and annual to 30 month time intervals, supporting the application of this 
concept within coastal engineering. However, the magnitude of depth of closure is 
sensitive to the definition and analysis approach utilized and estimates of closure need to 
be explicitly linked to this information. 

The limit depth d{ (Hallermeier, 1981) is found to define a conservative bound to 
the observations of closure during erosional events and in those annual cases where we 
have data. This confirms the ability to compute a meaningful limit depth simply using 
extreme wave conditions. At longer time scales there is evidence of a decoupling of the 
relationship between d{ and observed depth of closure, the observations increase less 
rapidly than the predictions of d{. Understanding how closure evolves from individual 
erosional events to annual and longer time intervals improves the interpretation of sparse 
surveys and can assist engineering judgement when applying closure predictions. 

INTRODUCTION 

Depth of closure (DoC) is a widely-used concept within coastal engineering which 
describes the seaward limit of appreciable depth change (Hallermeier, 1978; 1981; 
Nicholls et ah, in review). It is based on the observation that repetitive beach-nearshore 
profiles show a decline in vertical variability with increasing depth. Empirically, a closure 
depth is observed in most high-quality profile data, corresponding to a pinch-out depth 

1. School of Geography and Environmental Management, Middlesex University, London 
EN3 4SF, U.K. 
2. US Army Engineer Waterways Experiment Station, Field Research Facility, 1261 Duck 
Road, Kitty Hawk, NC 27949. 
3. Dewberry & Davis, 8401 Arlington Boulevard, Fairfax, VA 22031. 
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below which depth changes become small (Figure 1). DoC is often used to infer a seaward 
limit to significant cross-shore sediment transport, leading to applications such as: (1) 
estimating coastal sediment budgets (e.g., Hands, 1983); (2) numerical modeling of 
coastal change (e.g., Kraus and Harikai, 1983) and (3) beach nourishment design (e.g., 
Stive etal, 1991). 

-I 1 1 1 1" 

2 

S  o 

z  -2 
E 

s A 

CD (a) 
Storm 12 Dec 1982 
 7Dec1982 
 15 Dec 1982 

H 1 1 1 1 H 

Depth of Closure 
-6.45 m 

H 1 1 1 1 H •H 1 H 

0.8 - - SDDC - 316 surveys, 12 years 
SDDC-Mean Annual 

• 

200 400 600 
Cross-shore Distance (m) 

800 

Figure 1. Example of (a) depth of closure produced by single storm, and (b) stan- 
dard deviation of depth change (SDDC) over a typical year and 12 years. Variability 
decreases offshore, but increases with time scale. (Profile line 188, Duck, NC). 

At sites with repetitive, beach-nearshore profile data, empirical estimates of DoC 
may be made directly. However, such sites are unusual and DoC is normally estimated 
using a range of possible indicators (USACE, 1984). The only analytical method to 
estimate DoC has been proposed by Hallermeier (1978; 1981). Annual DoC is the 
seaward limit of the littoral zone (depth — dt) which can be estimated using extreme wave 
conditions. In a generalized time-dependent form: 

d,, = 2.28//, 6Z.5(HljgTh (1) 

where d(t is the predicted DoC over / years, referenced to Mean Low Water; He t is the 
non-breaking significant wave height that is exceeded 12 hours per t years, (100/730/)% 
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of the time); Te t is the associated wave period; and g is the acceleration due to gravity. 
The detailed characteristics of DoC, including the validity of Equation 1, have 

been evaluated (Nicholls et al, in review) using 12 years of profile data collected at the 
Field Research Facility (FRF) of the U.S. Army Engineer Waterways Experiment 
Station's, Coastal and Hydraulic Laboratory (formerly the Coastal Engineering Research 
Center), located in Duck, NC, U.S.A. This paper extends previous analyses, develops 
additional conclusions, and examines implications for coastal engineering design and 
practice. 

THE DUCK DATA SET 

Duck, NC is a wave-dominated, microtidal sandy beach located on the Atlantic 
Ocean (Birkemeier et al., 1985). The beach-nearshore profile data used in this study were 
collected to about 8-m depth along four profile lines (58, 62, 188, and 190). On these 
lines, offshore contours are relatively straight and one or two nearshore bars are usually 
present. These bars tend to be three-dimensional (Lippmann and Holman, 1990). Surveys 
are typically collected every two weeks and after most storms, providing pre- and post- 
storm profiles. Operational survey accuracy is <3 cm (Lee and Birkemeier, 1993). 

Wave height and period data were collected every six hours, with hourly 
measurements during storms. Tidal elevation is also measured on site, with the mean tide 
range being about 1 m. Mean Low Water (MLW) is 0.42 m below National Geodetic 
Vertical Datum (NGVD). For more details on the data set see Lee and Birkemeier (1993), 
Larson and Kraus (1994), Lee et al. (1995; in review) and Nicholls et al. (in review). All 
observations of DoC are given relative to MLW as this appears to be an appropriate 
reference level for DoC estimates based simply on wave dimensions (Hallermeier, 1981; 
Nicholls et al., in review). 

DEFINITION AND INTERPRETATION OF CLOSURE 

DoC is a fundamental morphodynamic boundary separating a landward active zone 
from a seaward less active zone over the period defined by the profile observations used 
to define closure. It is not an absolute cross-shore boundary and some depth change, and 
hence some cross-shore transport is expected to occur at DoC and further seaward (cf. 
Hallermeier, 1981). The position of DoC depends on several factors, including definition. 
Time scale is also significant as profile activity increases with time scale and a fixed 
closure criterion will typically move offshore as time scale increases (e.g., Figure 1(b)). 
(Note that data accuracy often influences our ability to resolve DoC, but at Duck this is 
a minor issue). The processes which are observed to control DoC at Duck are the typical 
annual to decadal storm-accretion processes of the beach-nearshore zone (Lee et al., in 
review), but at longer time scales, shoreface processes will probably control closure (cf. 
Stive and DeVriend, 1995). Therefore, while the concept of DoC is relatively simple, 
stating its magnitude at any site as x meters is meaningless without qualification 
concerning the definition utilized and the pertinent time scale. In some cases, closure may 
not be susceptible to a practical empirical definition, as observed by Inman et al. (1993) 
in samples of surveys at Oceanside, CA which include major storms in 1982/83. 
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DoC can be defined for (1) events, such as storms, (2) time-interval (or endpoint) 
change, which ignore intermediate changes (or in practical terms is equivalent to analysis 
of a typical sporadic survey program), or (3) time-integrated (or cumulative) change. 
While events can be related to specific energetic wave conditions and processes (e.g., 
erosion), time-interval and time-integrated changes are controlled by the balance of 
erosional processes (rapid offshore transport during high energy wave events) and 
accretional processes (slow, but continuous onshore transport between erosional events) 
(Lee et al, in review). 

To illustrate and examine the variability of DoC due to different definitions at a 
site with frequent surveys, annual DoC values from profile lines 62 and 188 at Duck are 
presented in Table 1. Annual time-interval DoC using three fixed depth change criteria: 
(6 cm, 10 cm and 15 cm) are considered; In this analysis, profiles are compared 
proceeding seaward to determine where the profile change consistently declines below the 
depth change criterion, hence defining closure. Annual time-integrated DoC is measured 
using the standard deviation of depth change (SDDC) which avoids bias from outliers — 

Table 1. Annual closure (m, MLW) derived from three fixed change criteria 
and from an SDDC analysis, including the annual elevation range shown at 
closure. Each annual period is July to July (fixed criterion) and July to end 
June (SDDC). "*" indicates non-closing case. 

Start 
Year 

Profile Line 62 Profile Line 188 

Fixed Depth 
-Change Criteria 

SDDC Fixed Depth 
-Change Criteria 

SDDC 

6- 
cm 

10- 
cm 

15- 
cm 

Depth 
(m) 

Range 
(m) 

6- 
cm 

10- 
cm 

15- 
cm 

Depth 
(m) 

Range 
(m) 

1981 7.2 6.5 4.4 5.4 0.16 7.9 7.6 7.4 5.8 0.16 

1982 8.0 6.1 5.9 6.7 0.12 6.4 6.2 6.0 6.6 0.19 

1983 6.4 6.2 6.0 6.2 0.14 7.7 5.9 5.7 6.0 0.13 

1984 6.3 5.0 3.8 6.6 0.12 7.3 6.6 6.2 5.1 0.21 

1985 8.0 7.5 6.8 5.1 0.20 * 8.3 6.6 4.8 0.20 

1986 * * 8.0 6.9 0.23 * * 7.7 8.3 0.18 

1987 6.3 6.1 5.9 6.1 0.13 6.0 5.8 5.6 6.0 0.12 

1988 * * * * * * * * 7.7 0.43 

1989 * * * 7.3 0.13 * * 5.1 7.2 0.20 

1990 * * 5.2 5.7 0.16 * * * 6.8 0.24 

1991 * 8.1 5.3 5.9 0.22 7.9 7.4 4.8 5.6 0.22 

1992 6.9 6.3 6.0 6.8 0.16 5.2 5.0 4.1 6.0 0.14 
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the DoC then corresponds to the start of a non-zero tail (Kraus and Harikai, 1983). Note 
that depth change at DoC is a variable defined by the standard deviation envelope and 
hence there is more potential for an irregular criterion using this approach. Annual SDDC- 
defined closures from Profile line 62 are illustrated in Figure 2. 

The first observation concerning Table 1 is that annual DoC is not always defined 
within the surveys (<8-m depth): the 6-cm fixed criterion defines 58% of closures, while 
SDDC defines 96% of closures. The largest annual DoC is usually given by the 6-cm 
change criterion: the 10-cm and 15-cm changes are on average about 90% and 80% of the 

400 600 800 

Cross-shore Distance (m) 

Figure 2. Standard deviation of depth change envelopes for 12 annual periods from 
July 1981 until end June 1993 (Profile line 62). Arrows mark SDDC-derived closure 
and are labeled with depths in m below MLW. 
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6-cm changes, respectively. Clearly, DoC defined with any constant depth change criterion 
is just one of a family of possible DoCs, depending on the depth change criterion selected. 
The smaller the depth change criterion, the greater the proportion of the active profile 
which will be defined. 

The SDDC-defined boundary defines most annual DoCs, including periods of 
significant profile accretion when all the fixed change criteria fail. However, these cases 
are associated with a larger non-zero tail, indicating larger uniform changes to the seaward 
limit of the profile envelope than in typical years. On average, the SDDC DoC lies 
between the 10-cm and 15-cm time-interval DoC, but this relationship is not apparent for 
the non-closing cases using a fixed change criterion. Therefore, it is concluded that while 
the SDDC approach is a reasonable empirical method to define DoC, at Duck it shows 
bias towards smaller annual closure when there are uniform profile changes at the seaward 
ends of profiles. A fixed, standard deviation criterion (e.g., 10 cm) would provide results 
more consistent with the fixed change criterion. 

It is also noted that these annual SDDC analyses differ from Larson and Kraus 
(1994). Using all the Duck data from 1981 to 1991, they discriminated a boundary at 
about 3.6 m below MLW (400 m offshore). However, comparing Figures 1 (b) and 2 
shows that while the minimum at 400 m is an intriguing aspect of the survey data, it is part 
of a larger declining trend to greater depths. Therefore, this position should not be 
considered the start of a non-zero tail in the sense of the results in Table 1. 

Clearly, different definitions for DoC yield different depth estimates, so any stated 
empirical result needs to make the definitions explicit. Closure at Duck due to erosional 
events and over annual and longer time scales is now examined in more detail. 

DEPTH OF CLOSURE DURING EROSIONAL EVENTS 

Predictions Using Hallermeier (1981) 

DoC during erosional events, defined by consistent offshore bar migration, was 
measured for 68 events with high waves (>2 m height) (Nicholls et al., in review) and is 
henceforth referred to as erosional event-dependent (E-D) DoC. Following the rationale 
behind Equation 1, which defines a depth where most waves will not have experienced 
shallow water breaking, analysis of DoC during erosion at Duck shows that a 6-cm change 
criterion is the best indicator of closure. It is also most consistent with the documented 
survey accuracy. A 6-cm change criterion is used in all subsequent analysis 

Equation 1 is found to define a conservative bound to the observations (Figure 3), 
agreeing with Hallermeier's (1981) original recommendations concerning input 
parameters. Below this limit, the observations show considerable scatter which is partly 
explained by the pre-event bar configuration — the largest DoC appear to be associated 
with the most dissipative profile morphology, namely, single outer bars (bar crest about 
300 m offshore). Three erosional events produced observed DoCs which were near the 
survey limit (8-m depth), while three erosional events did not close within the measured 
profile. These results do not contradict Equation 1 as df>% m for those cases which close 
beyond the survey range. 

Using an empirical best-fit approach to the data in Figure 3, a typical erosional 
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event realizes 69% of the change predicted by Equation 1 (>95% confidence) (Figure 3): 

(2) dE = 0.69 dt 

where dE = observed E-D DoC. However, Equation 2 is affected by the fact of missing 
observations and its validity for other sites is uncertain. 

Probability Analysis 

i   • • • 

-j . i j   i 

The 68 available 
observations of erosional 
E-D DoC approximately 
conform to a lognormal 
probability distribution, 
i.e. plot near a straight line 
in Figure 4. The observa- 
tions have been ranked in 
ascending order from i = 1 
to 68, then assigned 
evenly-spaced probabili- 
ties of (i-0.5)/N, where 
N = (68+3); this procedure 
allows for the three pre- 
sumably higher missing 
observations noted in the 
previous section. A log- 
normal probability distri- 
bution arises "when many 
random quantities cooper- 
ate multiplicatively so that 
the effect of a random 
change is in every case 
proportional to the previous value of the quantity" (Sachs, 1984, p. 107). For these 
nearshore DoC, the controlling variables include wave height and period and pre-event 
profile geometry (Nicholls et al, in review). 

Such well-behaved observations suggest a coherent sample of erosional events at 
Duck, so that extrapolation to rarer events than those yet recorded at the site maybe 
meaningful. One approach to extrapolation is to use annual maxima of the erosional E-D 
DoC, giving observations a direct basis in annual probabilities. Figure 4 also displays the 
nine observed annual maxima (three missing) in the same basic format, with these values 
showing fair conformance to a shifted lognormal probability distribution. The median 
annual extreme corresponds to 50% annual probability, or a recurrence interval of 2 years. 
Note that a lognormal distribution yields lower extremes than a exponential distribution, 
which would typically describe wave heights (USACE, 1984). 

Empirical evidence in Figure 4 consistently supports the order-of-magnitude 

4 6 
Predicted d (m) 

Figure 3. Observed versus predicted depth of closure 
(averaged alongshore) during 68 storms The best-fit line 
(Equation 2) is dashed. 
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Figure 4. Lognormal distributions of all observed erosional event-dependent cases, 
comprising all observations (Event), and the nine observed annual extremes 

estimates for extreme DoC in Table 2. These projections suggest that during more extreme 
erosional events, advances of DoC into water depths beyond 8- to 9-m depth below MLW 
are rather rare. This behavior is broadly consistent with (1) the predictions of Equation 1 
which suggest that over 12.5 years, DoC during erosional events only exceeded 9-m on 
four occasions (or 6% of cases), and (2) conclusions about observed DoC in a probabilistic 
context, derived from an independent analysis of all the Duck survey data from 1981 to 
1991 (Larson and Kraus, 1994). 

Table 2. Approximate recurrence interval for the annual maximum 
erosional event-dependent closures based on a probability analysis 
(see text for more details). 

Closure Depth (m below MLW) 7 8 9 10 11 

Approximate Recurrence Interval (years) 2.5 5 12 30 70 

Annual Probability (%) 40 20 8 3 1.4 

DEPTH OF CLOSURE OVER ANNUAL AND LONGER TIME INTERVALS 

This section examines the magnitude of DoC over a range of time intervals (1,1.5, 
2, 2.5, 4 and 8 years), including the applicability of Equation 1. DoC was evaluated using 
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a time-interval approach (i.e., comparing surveys separated by a fixed time interval, as 
defined earlier) with a 6-cm change criterion. Surveys three months apart in time over the 
period July 1981 to October 1993 were selected as the basic data set for analysis. This gave 
46 time periods for annual closures, 44 annual time periods for 18-month closure, etc. 

Predictions Using Hallermeier (1981) 

An important result is that time-interval (T-I) DoC is generally deeper than the 
largest E-D DoC during the same time period. For the annual case, the residuals (df - 
observed DoC) are about 1 m smaller than the erosional events, as shown in Figure 5. This 
demonstrates that T-I DoC is an integrated response to both erosional and accretional 
processes, rather than simply indicating the biggest erosional event during a period. 
Equation 1 is known to fail under accretional conditions, producing estimates that are 
generally smaller than the observed DoC (Nicholls etal., in review). Therefore, if erosional 
processes dominate a period, Equation 1 may have more predictive capability than if 
accretion dominates the period. 
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Figure 5. Residuals (d(- observed DoC) versus de for erosional event-dependent 
closures and annual time-interval closure using a 6-cm change criterion. The dashed 
line is the best-fit to the erosional data, while the dotted line is the same line offset to 
pass through the approximate median of the annual time-interval data. 
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As the time interval between surveys increases, fewer cases close within the 
surveyed profile range at Duck (< 8-m depth below MLW) — 65% of annual interval cases, 
63% of 18-month interval cases, 61% of 2-year interval cases, 51% of 30-month interval 
cases, 44% of 4-year interval cases and only 3% of 8-year interval cases close. The 8-year 
intervals always include significant profile movement and hence 6-cm closure is lost, except 
in one case. In all the non-closing cases, net profile change (>6 cm) is occurring seaward 
of 8-m depth. 

Equation 1 is found to provide a useful conservative bound to those annual DoC 
which are defined within the survey range, see Figure 6. Using an empirical best-fit 
approach to the data, over a typical year, 76% of the change predicted by Equation 1 occurs 
(>95% confidence): 

= 0.76 d. V (3) 

where dT1 = observed annual T-I DoC. Note that Equation 3 has a numerical coefficient 
10% larger than Equation 2. 

Most of the annual cases which do not close are consistent with Equation 1 as 
dtt >8 m. However, there are five cases (8%) which are predicted to close but did not within 
the survey extent. This 
characteristic is also ob- 
served in the 18 month, 2 
year and 30 month inter- 
val data, comprising 9%, 
8% and 17% of cases, re- 
spectively. All the time 
periods where this behav- 
ior is observed were char- 
acterized by slow near- 
continuous onshore feed 
of sand from the upper 
shoreface (>5-m depth) 
(cf. Lee et ah, in review). 
Under these conditions, 
Equation 1 might be ex- 
pected to be inapplicable, 
as already discussed. The 
large number of missing 
observations and the scat- 
ter in results makes objec- 
tive assessment of the pre- 
dictive value of Equa- 
tion 1 more difficult to 
assess than for the ero- 
sional events. 
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Figure 6. Observed versus predicted annual depth of 
closure for individual profiles. The dashed line is the best- 
fit (Equation 3). Of the 32 cases which are not observed to 
close, d(1> 8 m for 27 cases. 
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Sensitivity Analysis 

0.8 

The data were examined considering median values to circumvent the missing 
values, and annual up to 30 month time intervals. (Longer intervals have too few 
observations to define medians). The cases with d( of 11.1 m due to the most energetic wave 
event of record occurring on 31 October 1991, the "Halloween storm," are discarded as 
outliers not likely to be observed. The remaining data is divided as near equally as possible 
into a low and high bin, while retaining the capacity to define observational medians: i.e., 
a meaningful central tendency for measurements. The median for each bin was then 
determined, treating all missing values as higher than available observations. The sensitivity 
of observations to predictions is simply the ratio of the difference in observation medians 
between the two bins, to the difference between the prediction medians. The sensitivity 
results are presented in Figure 7. Annual observations appear more strongly related to 
predictions than the erosional event observations. Above the annual time scale, there is 
a significant decline in sensitivity to negligible levels at 24- and 30-month time intervals. 
This indicates that at time 
intervals longer than one 
year, the observed closures 
are increasing much less 
rapidly than Equation 1 
would suggest — i.e. the 
observations and predic- 
tions are decoupling. (Of 
course, Equation 1 still 
provides estimates of clo- 
sure that tend to be larger 
than the observations, so 
that its predictions have 
value as a conservative 
bound.) From this evi- 
dence, Equation 1 is inter- 
preted at Duck as being 
meaningful up to annual 
time scales, as originally 
proposed by Hallermeier 
(1978; 1981). 

-0.2 

Event 12 18 24 
Time Interval (months) 

Figure 7. Sensitivity of observation to dft as a function of 
time interval: from individual events 
to a 30-month interval. 

DISCUSSION 

The time-interval behavior of closures in this extensive database appears to validate 
a common empirical definition of a useful DoC: such analyses usually group all available 
surveys of a profile, regardless of the time interval between data (e.g., Inman et ah, 1993). 
The results documented here indicate that a closure estimate from such analysis is 
meaningful for a site, provided that the time interval of available data includes at least one 
seasonal profile translation. However, Figure 2 shows that profile variation in any one year 
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may be a poor description of the statistical properties of a profile and more than one annual 
cycle of profile data is preferred. Further, a practical DoC may not be evident if the time 
span included exceptionally energetic wave sequences yielding a permanent profile 
translation (Inman et al., 1993). 

Some previous analyses may appear to be a little misleading about the DoC 
implications of the Duck profile database. Our analyses focusing on isolated energetic 
episodes have revealed many cases of resolvable and volumetrically significant changes 
at water depths well beyond the 4-m or 6-m deduced as limits by Larson and Kraus (1994). 
In addition, our analysis, focusing on intervals of one year clearly established that, within 
survey limits, an annual DoC is the prevalent situation at Duck, despite an absence of 
definite DoC over some longer time spans (Inman et al., 1993). For each type of 
observation, the seaward limits of profile change are related to extreme wave conditions 
by Equation 1. Previously repeated conclusions about DoC at Duck are empirically 
supported by particular analyses addressing certain longer time intervals, but the present 
findings reflect more detailed and intensive examination of the same database. Additions 
to and analysis of that database continue at present, and a more coherent picture is expected 
to emerge progressively. 

As Equation 1 provides a robust conservative bound for significant cross-shore 
sediment transport at Duck for individual erosional events up to the annual time scale, 
simply knowing the extreme wave conditions will allow estimates of closure to be made 
at similar microtidal, wave-dominated sites. Interestingly, both Equation 3 and the 
sensitivity analysis indicate a stronger relationship between annual DoC and Equation 1 
than erosional DoC and Equation 1. Given that Equation 1 is an event-based formulation 
{i.e., based on the biggest event in a period), this is a surprising result. Above an annual 
time scale, the available evidence suggests that DoC increases less rapidly than Equation 1 
would predict. This is an important result which disagrees with earlier work (e.g., Stive 
et al, 1992) and has important implications for application. While we are unsure about 
applying Equation 1 to a f-year time interval, we are more confident about applying 
Equation 1 as a conservative bound with known wave conditions during an ?-year erosional 
event. An estimate of how far sand might be carried offshore during extreme events can 
assist in analysis of a range of problems. In intervening periods between erosional events 
when Equation 1 may not be applicable, sand is generally being slowly transported onshore 
at open-coast sites such as Duck (Lee et al., in review) with beneficial effects for the beach- 
nearshore sediment budget. In more sheltered sites with more limited swell, this may not 
be the case. 

A key question is the specification of the wave information to use in Equation 1. 
The predictions presented here are based on 12-hour exceeded wave height and period 
measurements at a waverider buoy, 6-km offshore at a depth of about 18-m. Therefore, 
the measurements are shallow water, but well seaward of the breaker zone. In many cases 
such data are unavailable, although other wave measurements or hindcast wave information 
may be available. Improved guidance on optimum wave inputs to Equation 1 need to be 
developed. 

Another problem is the variation in d(} at any site due to variations in annual 
extreme waves. Twelve years of wave data at Duck show that del can vary by more than 
2 meters depending on the annual period selected: the 25th percentile is 7.7 m, the median 



3886 COASTAL ENGINEERING 1996 

is 8.7 m and the 75th percentile is 9.2 m below MLW. Given the apparent tendency for 
overprediction of closure depth, most attention might be focused on the two lower values. 
Taking beach nourishment as an example, selecting a smaller DoC will result in a lower 
initial project cost, but it may be prudent to plan for more frequent renourishment. This 
type of analysis will help to identify the trade-offs when selecting from the range of 
legitimate DoC estimates. 

Despite the apparent decoupling of Equation 1 and observations with increasing 
time scale, it is apparent that application of DoC requires a more explicit consideration 
of time scale. At Duck, longer time scales are associated with greater profile variability 
at depth (cf. Figure 1(b)), implying larger DoC for a constant depth change criterion. The 
surveys define DoC for 95% of erosion episodes and for 65% of annual intervals, but over 
the 12-year window they have failed to define a seaward limit of the profile envelope. An 
important lesson is that when designing long-term, high accuracy, beach monitoring 
programs to define the profile envelope, the distribution of dfl helps to define a realistic 
minimum target depth for routine surveys. At Duck, the surveys considered in this paper 
typically only reach the 25th percentile ofdfl, with the maximum depths attained being 
less than the median d(1. With our present knowledge of Duck, occasional surveys to the 
75 percentile of dfj would appear a reasonable target depth for Duck and similar sites. 

CONCLUSIONS 

A meaningful depth of closure is observed at Duck under erosional events and a 
range of time intervals from 1 year to 30 months. The depth limit dH is found to be robust 
and useful for erosional events and annual time intervals. Therefore, with limited 
environmental information (the event or annual 12-hour exceeded wave height and period), 
a reliable closure estimate apparently can be made. However, Equation 1 is a conservative 
bound to the observed closures and results should be applied with this in mind. At longer 
time scales, the observations and Equation 1 decouple as observed closure appears to 
increase more slowly than the predictions of d(t would suggest. 

Knowing the nature of Equation 1 and how closure evolves with increasing time 
scale, coastal engineers can make better judgements when interpreting sparse survey data. 
They can also optimize application of a closure value by considering the trade-offs in 
selecting from a range of legitimate estimates for a site. Finally, the Duck data indicates 
our limited understanding of cross-shore sand exchange between the beach and the upper 
shoreface. To capture more of the change for extreme cases, routine measurements are 
required to greater depths. Collection and investigation of the Duck data set continues. 
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CHAPTER 300 

Numerical modeling of sediment transport for various mode 

Masanobu ONO1), Ichiro DEGUCHI2) and Torn SAWARAGI3) 

Abstract 

There are various mode of sediment transport on sandy beach. They are bed 
load, suspended load and sheet flow. Until now, various kinds of numerical model for 
analyzing these sediment transport have been developed based on the assumption of 
each mode of sediment transport. Consequently, it is difficult to apply them to 
different mode of sedimentation. 

In this study, we propose a relatively simple numerical model for simulating 
sediment motion of various mode based on the semi-multi-phase flow model. The 
applicability of the model to sheet flow transport and suspended load transport is 
examined by using existing experimental data. 

The results show that for the suspended sediment, it is necessary to take into 
the effect of the vortex to lift up sediment to high position. To construct numerical 
model for simulating sediment transport phenomena of the various mode , we have to 
introduce generation , development and disappearance process of bed ripple in this 
model. 

Introduction 

Mode of sediment transport continually changes from bed load, suspended 
load to sheet flow according to the increase in magnitude of agitation force. Until 
now, various kinds of numerical model for analyzing these sediment transport have 
been developed. An advection-diffusion equation has been widely used to analyze 
suspended sediment concentration. Suspended load is expressed as the product of 
concentration and migration speed of suspended sediment that is assumed to be 
equivalent to water particle velocity when the concentration is not so high. 
Concentration of bed load and sheet flow has also been analyzed by solving the 
advection-diffusion equation and the migration speed is estimated by solving a 
momentum equation of multi-phase flow. When we analyze sediment motion by these 
model, we have to know the mode of sediment transport before we determine what 
kind of model we should use.  
1) Research Assoc, and 2)Assoc. Prof., Dept. of Civil Engineering, Osaka 
University, Yamada-oka, Suita, Osaka, 565, Japan 
3)Prof., Dept. of Civil Engineering, Osaka sangyo University, Japan 
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In this study, we propose a relatively simple numerical model for simulating 
sediment motion of various mode based on the semi-multi-phase flow model. The 
applicability of the model to sheet flow transport and suspended load transport is 
examined by using existing experimental data. The effect of vortex shedding from the 
rippled bed on the Schmidt number is also investigated numerically. 

Numerical simulation method for analyzing sediment transport 

(l)Basic equations 
Numerical model consists of a horizontal momentum equation of one-phase 

flow and equations of mass conservation of two-phase flow. There are generally six 
equations, that is, conservation of mass and conservation of horizontal and vertical 
momentum flux for sediment phase and fluid phase. 

The continuity equations for sediment and water phase are shown by Eq.(l) 
and Eq.(2). 

dpsc | dpscus | dpscws _ Q 

dt dx dz 
dpAl-c)     dp,{l-c)uf     dpf{l-c)wf 
—l + —l L + —i L = 0 (2) 

dt dx dz 

where c is volumetric concentration of sediment, ps and pf are the density of sediment 
and water, us and uf are horizontal velocity of sand and water particle, ws and wf are 
vertical velocity of sand and water particle. 

The momentum equations for sediment and water phase are shown by 
Eqs.(3),(4) and Eqs.(5),(6). 

dPsCUs   , dpsCUs
2      dpscusWs <%)  ,  dlja_ ,  *zx       , /Qx 

 1 H = — C 1 i V Jx (p) 
dt dx dz dx       dx dz 

dpscws | dpscusWs | dpscws
2       ^dp | drxz | dra | 

dt dx dz dz      dx        dz 
dpf{l-c)uf     dpf{l-c)uf

2     dpf{l-c)ufWf _    ,        ^dp_f 

dt dx dz dx 

dpf(l-c)Wf + dPf(l-c)ufWf +dpf(l-c)Wf
2 _{l_c)Sp_p{l_c)g_fz 

dt dx dz dz 
where p is pressure, fi(i=x,z) is the i-th component of interaction force per unit 
volume between sediment and water, Yij is inter granular stress tensor. 

There are six unknowns, p, uf, wf, us, ws, and c. However, it is very 
difficult to get stable numerical results of these equations due to very strong non-linear 
interaction of each equations, Therefore in our model we use the horizontal 
momentum equations and mass conservation equations and apply empirical relation 
for determining vertical velocity of sediment phase. 

(2)Numerical simulation method 
To construct numerical model we made some assumptions and simplification. 

One is that the horizontal velocity of moving sand is the same as the horizontal fluid 
velocity. This implies that we apply single layer model for the sediment larded water 
and Eqs.(3) and (5) become Eq.(7) as shown below: 



du 
dx 

3890 COASTAL ENGINEERING 1996 

|{/»u-(pf-p/K|}+£{p«a-2«(p.-p/K|-(«.+/«, 

+ — \{(l-c)pfWf + cpsws}u -{ne+ p£2 J—- 
dz I dz 

-"(ft-P^f-lp^-wKg-l (7) 
where u (=us=uf) is the horizontal velocity of sand and fluid particle and \xc is 
apparent viscosity of sediment laden water (Savage-McKeown ,1983). 

Sediment concentration C is calculated from the continuity equation for the 
sediment phase Eq. (1) by transforming it into an advection-diffusion equation with 
diffusion coefficient k[ as follows: 

dc     dcu     dew,       d (,    dc\      d (     dc\ 
— + + - =—\kx — \ +—\k—\ 
dt      dx        dz       dx\     dx)     dz\     dz) 

Eq.(9) is derived from Eq.(2) by performing the same transform. 
* d{\ - c)u d{\ - c)wf d ( Sc\ d ( dc\ 

dt dx dz dx\     dx)     dz\     dz) 
The diffusion coefficient is assumed to be proportional to the kinematic eddy viscosity 
fij by using Schmidt number Sm as follow. 

kx = QxISm kz=>QJSm (10) 

^=1.2AV0 A=l/{(cmax/c)1/3-l} (11) 

where no is water viscosity, X is the Linear concentration, cmax(=0.65) is the 
maximum possible static concentration of uniform spheres. We used the expression 
for kinematic eddy viscosity proposed by Nadaoka et al.(1990). 

(8) 

Q*-W ^ - "w2 'M^jltaax-cVc^Z (12) 

where l(z) is mixing length and K is Karman constant. 
To evaluate the vertical velocity of sediment phase, an empirical expression to 

relate settling velocity of sand particle and concentration is used. 

ws = -ws0{l-c/cmJ'3 (13) 

where wso is the settling velocity of sand particle in clear water. 
Vertical velocity of water particle is calculated by the continuity equation for two 

phase flow. Eq.(14) is derived from Eqs.(8) and (9). 

^ + ±{CWs+(l-c)Wf}=0 (14) 
Equations (7),(8),(13) and (14) were simultaneously solved by transforming 

them into finite difference equations. In this model, horizontal phenomena is assumed 
to be homogeneous in the direction of wave propagation. 
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(3)Initial and boundary conditions 
Z axis is taken upward from the initial sand surface as shown in Fig.l. The 

up-ward boundary conditions are given by Eqs.(15) and (16) at the boundary layer 
whose thickness is given by Eq.(17). 

dz 
0 (15) u - U0 sin(erf) 

max(Dz) = 4*rmax(« )/a u  = V) 
du 
dz 

(16) 

(17) 

The pressure gradient in Eq.(7) is given by the pressure gradient outside the boundary 
layer using the expression of Eq.(16). 

Z 

turbulent boundary layer: 

max(Dz)=4Kmax(u*)/a 

••Eq.17 

z=0 

non-movement layer 
c=0.99cmax,u=0onz=-z0 

••Eq.18 

cws +kz— = 0 • -Eq.15 
dz 

wU0sin(crt)    --Eq.16 

c=0.99c max 

(c„=0.65) 
• • Eq.20 

Fig. 1 Coordinate system 

Two boundary conditions at the bottom are applied. One is the velocity of 
sediment laden water is 0 and the other is sediment concentration is 0.99cmax. These 
are given at assumed initial thickness of sand layer z=-z(). To prevent dispersion of 
vertical gradient of apparent viscosity near sand surface, we distribute sediment 
concentration in sand layer from 0.97cmax to 0.99cmax between z=-zrj and z=0 
linearly. Calculations are started from the still water and there is no suspended 
sediment concentration in the region of z is greater than 0. 

The thickness of moving sand layer is determined by using Bagnold's 
condition as shown by Eq.(21). 

P'T^b   \ps~pf^tan&* (21) 
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The friction angle <)) in Eq. (21) also depends on sediment concentration. When the 
linear concentration is smaller than 1, there is no resisting force against shear. We 
assume that the value usually used for <\> is applicable when the linear concentration is 
larger than 14. It is said that fluid act as a Newtonian fluid when the linear 
concentration is smaller than 14. We change the value of 4> continuously in this region 
as shown by Eq. (23). 

a = A/A14 

« = 1 

• pf)gctan{atp)dz 

A £ 14(c =s 0.53) 

14 =s A(0.53 =s c) 

(22) 

(23) 

Applicability of the model under sheet flow and suspended sediment 
conditions 

We carried out a series of calculation under various conditions. Here, the 
calculated results are compared with experimental results under sheet flow condition 
reported by Horikawa et al.(1982) and experimental results under pure suspension 
condition given by Nakato et. al.(1977) to examine the applicability of the numerical 
method. There was not any bottom configuration in the former experiments and there 
were ripples on the bottom in the latter experiments. Both of the experiments were 
carried out in oscillatory flow tunnels. 

Figures 2 and 3 show the comparisons of calculated and measured horizontal 
velocity, concentration profile. Fig. 4 is the thickness of moving sand layer under the 
same experiment (Horikawa et. al.(1982)). In these calculation we assumed that the 
value of Schmidt number was 10. Measured velocity , concentration and thickness of 
moving layer are roughly reproduced by the numerical simulation. 

200-4, -j|-—••• 

150^1 

4ot/3 
100 H \H7n/6 

9   50-1 

-50- 

-100- 

2n/3l\ 
I x/2 

illn/6 n\ 5JT/6 r\ / 
2jt/6| 

Fig. 2 Comparison between Horikawa's experimental results and calculated results 
under sheet flow condition (Horizontal velocity profile, Schmidt number :Sm=10) 
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-Cal. 
Horikawa et al. 

max 
Fig. 3 Comparison between Horikawa's experimental results and calculated results 
under sheet flow condition (Sediment concentration profile , Sm=10) 

40- 

20- 
 Cal. 
•   Horikawa et al.  u=0. 
o   Horikawa et al. c=cm 

Fig. 4 Comparison between Horikawa's experimental results and calculated results 
under sheet flow condition (Thickness of moving layer, Sm=10) 

We calculate the vertical distribution of purely suspended sediment 
concentration given by Nakato and others by using the same Schmidt number, that is 
Sm=10. In Figs.5 and 6, some examples of calculated results (shown by solid line) 
are compared with the measured results. As can be seen from this figure, we could not 
reproduce the measured distribution by the calculation. 
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Fig. 5 Comparison between Nakato's experimental results and calculated results under 
suspended sediment condition (sediment concentration profile ,Casel, Sm=10) 
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Fig. 6 Comparison between Nakato's experimental results and calculated results under 
suspended sediment condition (sediment concentration profile ,Case2, Sm=10) 

The reason for this discrepancy was simply because the kimematic eddy 
viscosity did not diffuse from the horizontal bottom and diffusion coefficient outside 
the boundary layer become almost 0. To improve our numerical model, we changed 
the value of Schmidt number from bed load layer to suspended load layer. In the bed 
load layer, the same value of Schmidt number as the sheet flow is used and for the 
suspended load layer, the value is reduced to be 0.5 to increase diffusion coefficient. 
We defined the bed load layer where the concentration is lower than the reference 
concentration given by Sawaragi et al.(1985). 

The calculated results are shown by broken lines in Figs. 7 and 8. The degree 
of agreement between measured and calculated concentration is improved. This 
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implies that the flow field, especially structure of turbulence in the sheet flow region 
and suspended load layer is perfectly different from each other and systematic vortices 
generated by the ripples play an important role in the purely suspended load layer. 
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io- 10"' 10"3 10"' 10"1 10u 

Fig. 7 Comparison between Nakato's experimental results and calculated results under 
suspended sediment condition (Casel, Suspended load layer :Sm=0.5, Bed load layer 
:Sm=10) 
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Fig. 8 Comparison between Nakato's experimental results and calculated results under 
suspended sediment condition (Case2, Suspended load layer :Sm=0.5, Bed load layer 
:Sm=10) 

Diffusion coefficient of suspended sediment on the ripple bed 

To investigate flow field and the effect of the systematic generation of vortex 
on rippled bottom, we calculated vortex flow field on ripple bed by modified vortex 
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filament method originally proposed by Longuet-Higgins(1981). We used circular 
vortex instead of vortex filament to avoid velocity from going infinity. Eqs.(24) and 
(25) are the complex velocity potential of circular vortex used in the analysis. 

\W-Wn\>Gr=>^:ln{w-W„) (24) 
2m 
r 1 

\W-Wn\<Gr^-^-—{w-Wn) (25) 
l n\ 2m Gr " V   ' 

where W is the arbitrary point in the interior of the unit circle on the complex number 
plane, Wn is the position of circular vortex, rn is the circulation of circular vortex, Gr 
is the radius of circular vortex that will be determined from the comparison of 
measured and calculated turbulence intensity of horizontal velocity on the ripples. 
When the distance between W and Wn is longer than Gr, the complex velocity 
potential becomes the same equation of vortex filament. But when Wn approaches to 
W ,the complex velocity potential converges to 0. 

Decay of circulation of separated vortex is reproduced by decreasing 
circulation of each circular vortex by assuming the following time variation with the 
damping coefficient ac: 

.exp^ -aot0JT) (26) 

where ron is the initial circulation of n-th circular vortex, ton is the elapsed time since 
n-th circular vortex has been released. The damping coefficient will also be determined 
from the measured time variation of vortex circulation. 

Solid lines in Fig.9 show the calculated time variation of circulation under 
various values of damping coefficient. In the figure, measured time variation of 
circulation of separated vortex (Horikawa et al.,1992) is also shown. Fig. 11 shows 
the comparison of measured turbulent intensity of horizontal velocity on the ripples 
(Sawamoto et al.,1981) and calculated result by giving various values of radius for the 
circular vortex. The vertical axis z is the distance upward from the ripple crest. 
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Fig. 9 Time variation of circulation of separated vortex 
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Fig. 10 Vertical distribution of turbulent intensity of horizontal velocity 

By comparing calculated and measured result of time decay of circulation and 
turbulent intensity, circular vortex radius is determined to be 0.8% of ripple length and 
vortex circulation damping coefficient to be 4. 

Calculation of diffusion coefficient of suspended sediment 

The motions of suspended sediment are calculated in the flow field obtained on 
the ripples by an above-mentioned procedure. The governing equations of sediment 
motion are horizontal and vertical equations of motion as shown in non-dimensional 
forms by Eqs.(27) and (28) and are solved by using the forth-order Runge-Kutta 
method. 

rJus     3 

dt      4 p' + C, 

1 I  «        «[/   »        ,\     du, 
CDKc^.f-us\[uf~us) + ^- (27) 
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dw 

dt' 
•CDKcyf-w's\(w'f-w's) + 

dw, 

dt 
J>: -j_ 

4ps+CM   - "' '      s»  '      •'     dt      Ps+CM 

t = ta,(u's,wl)= {us,ws)/ws0,(u'f,w'f) = {uf,wf)/ws0, 

g (28) 

(29) 

where Re = ws0Dlv,Kc = ws0/Da , CM = 1/2 , g is the gravity acceleration, a is 
the angular frequency and CD is the drag coefficient. The variables with ' in Eqs.(27) 
and (28) are dimensionless normalized by relation shown by Eq.(29). 

To evaluate drag coefficient CD we adopted the following expression of 
Molerus and Werther(1968): 

c, 24 0.152 
D     *{k 

-J-—-+0.0151^ | (31) 

Initial positions of sand particles are distributed on the ripples as shown 
Fig.ll. and they are released four cycles after calculation of the flow field where the 
flow becomes steady and stable. The motion of sand particles is calculated for seven 
cycles. 

Fig. 11 Coordinate system and initial arrangement of sand particles 

Diffusion coefficient of suspended sediment is evaluated by the calculated 
displacement of sand particles by Eq.(32). 

, 4S«')'/25J 
*•»•;    *    J (32> 

where l(i) is relative position vector of sand particles evaluated by Eq.(33). 

l(t) = Si(t)-S(t) (33) 
where s;(t) is the position of i-th sand particle, S(t) is the average position of all sand 
particles. 
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Fig.12 shows the comparison of the calculated and measured diffusion 
coefficient of suspended sediment. Calculated results show good agreement with the 
measured diffusion coefficient. This means that systematic vortex shedding from the 
ripple bed plays very important role in sediment suspension. It is not necessary for the 
sediment movement under the sheet flow condition that takes place on a flat bed to 
exist such kind of systematic vortex. For the suspended sediment, it is necessary to 
take into the effect of the vortex to lift up sediment to high position. 

Fig. 12 Comparison of measured and calculated diffusion coefficient 

Conclusions 

We propose a relatively simple numerical modeling of sediment transport for 
various mode based on the semi-multi- phase flow model and examine the applicability 
of the model by using existing experimental results of sheet flow and suspended 
sediment. Although calculated results roughly reproduce the experimental results 
under sheet flow condition, we could not predict vertical distribution of the 
concentration of the suspended sediment. 

To investigate this reason, we examine the suspended sand particle motion in 
vortex flow on the ripples. The diffusion coefficient that is evaluated by analyzing 
sand particle motions on ripples is coincide with the experimental results. This result 
implies that systematic vortices generated by the ripples lift up suspended sediment to 



3900 COASTAL ENGINEERING 1996 

high position. Therefore to construct numerical model for various mode of sediment 
transport, we have to introduce generation, development and disappearance process of 
bed ripple in the model. 
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CHAPTER 301 

Nearbed sediment concentration from tracer studies 

Zbigniew PRUSZAK1, Ryszard WIERZCHNICKI2, Andrzej OWCZARCZYK2 & 
Ryszard B. ZEIDLER1 

ABSTRACT 

This paper reports on field investigations, in which the nearbed layer was one of major 
foci. The study was carried out at the IBW PAN Coastal Research Facility Lubiatowo. 
The radioactive sand tracer used in the study consisted of iridium glass beads with 
medium grain diameter D50 from 0.2 to 0.25 mm and having physical properties close 
to their counterparts of natural sand on the Baltic coast of Lubiatowo. Some 150 core 
samples, each 30 cm long, were taken from the areas where the tracer was set in 
motion, i.e. bar crests, troughs between bars, and other regions subject to the action of 
waves and currents. Data analysis shows that sediment movement is characterized by 
high intermittence reflected in a stratified structure of bedlayer, whereby each sublayer 
is governed by different forcing factors. For identical external conditions the vertical 
tracer profiles are different at bar crests and troughs, showing clear diversification of 
sediment mechanics across the surf zone. Fairly thin sediment sheets, a few 
millimeters thick, travel at bar crests and troughs, due to high sand speed in one- 
directional (longshore) movement. The aggregated vertical profile of tracer 
concentration stems from the superposition of a few quasi-parabolas (close to the 
injection point) or thin uniform laminas (firmer away from the tracer source). 

1. INTRODUCTION 
The surficial layer of seabed is affected by continuous dynamic motion of sea water 
due to waves and currents. As a result, sediment moves in an unstable and variable 
moveable layer. Adequate description of the active layer of sediment transport in the 
sea bed becomes now an urgent but yet controversial problem of coastal dynamics. 
The thickness of that layer has been assessed in a number of studies to range from a 
few grain diameters, see Kraus (1984) and Galvin (1987) to several grain diametes 
(Ingle 1966 and Horikawa et al. 1982) or as much as tens of centimetres (Drapeau et 
al. 1990). These estimates originate from analyses and investigations having different 

1 Polish Academy of Sciences' Institute of Hydro-Engineering, IBW PAN, 
Koscierska 7, 80-953 Gdansk, Poland 

2 Institute of Nuclear Chemistry, 16 Dorodna, 03-195 Warsaw, Poland 
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degree of accuracy, scales and site conditions. Among the conditions bringing about 
those different estimates of bed layer thickness one can enumerate: 

a) ambiguity of the distinction between bedload and suspended load; 

b) difficulties in determination of real sand grain speed profiles within the entire active 
layer of sea bed due to variable waves and currents, especially under random field 
conditions; 

c) problematic delineation of the vertical extension of the movement of single sand 
grains in sea bed during storms, and controversial singling out individual storm 
events from aggregated bed thickness due to storm spectrum; 

d) diversified conditions of investigations, analysis and their time and space scales 
(laboratory versus prototype etc.). 

Because of the sophisticated patterns of the transmission of random energy of waves 
and currents to sea bed and its constituent grains, the problem is complex and highly 
dependent on scales of the phenomenon. Undistorted relationships between the forces 
controlling sediment transport stemming from the prototype seem to provide the most 
reliable and valuable information on the processes investigated here. 

This study has aimed at analysing and estimating the bedload thickness in the sea, and 
its dynamic variability due to random waves and currents. 

2. FIELD STUDIES 

Our field studies were carried out by the use of radioactive tracers (Ir-192) in the form 
of iridium glass having geometric and physical properties identical with those of 
natural sand in the area of investigations (Pruszak & Zeidler 1994). 

Some 150 core samples taken from various locations of the cross-shore profile 
(Fig. 1) were taken all over the area of characteristic coastal features such as sand bars 
at crests and troughs, under various circumstances created by random waves and 
currents. 

Waves and two components of nearshore currents were measured continuously at two 
stations Dl and D3 on the cross-shore transect (Fig. 1) every three hours. In addition, 
wind and sea level oscillations were also recorded every three hours. The results 
described here stem basically from two measuring series of 23th September to 4th 
November 93 and 11th May to 30th June 94. Graphical distributions of some 
hydrodynamic parameters representative of the hydrological background of those 
situations are shown as examples in Figure 2. The times of core sampling over the 
area of tracer movement are also indicated on the drawing. Each of the core samples 
was about 30 cm thick and was subsequently subject to analysis in 2-cm layers with a 
sensitive apparatus for measurement of low radioactivity. 

A special casting box 0.5x0.5x0.25 m filled up with the radioactive tracer was 
deployed at the point PI (Fig. 1). Core samples were taken from that box at intervals 
of a few hours, in the course of wave and current action. This section of the study was 
intended as monitoring of the dynamic variability of sea bed in its linkage to changes 
in the thickness of the active sand layer as a function of time and external factors. 
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Figure 2. Distribution of wave height and currents at point D-3 during the second 
series   of measurements (1994) 



NEARBED SEDIMENT CONCENTRATION 3905 

3  ANALYSIS 
3.1 TIME AND SPACE CHARACTERISTICS OF THE BEDLOAD LAYER 

Geometric characteristics of the variable active layer (primarily its thickness), in the 
time and space domain, have been analysed by reference to the core samples taken at 
different locations of the tracer plume. One of the situations tested in area B is 
illustrated in Figure 3, while the vertical distribution of the tracer concentration, 
providing insight into the thickness of the active layer with increasing distance from 
the point of injection, is depicted in Figure 4. 

1993.10.11 

Figure 3. Location of tracer plume in area B during the first series of experiments 
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Vertical tracer concentration profiles at various location as a function of 
from injection point 



3906 COASTAL ENGINEERING 1996 

Some other vertical profiles, illustrating the wide range of diversity at other locations 
of the cross-shore transect, are shown in Figure 5. All these results, on the 
background of the controlling factors have been employed in the determination of 
characteristic descriptors of the bedload layer. 

Area A 
100 pulse/gmin 

98-103pulse/gmin 

x = 20m 

Sea  bed 

x = 50 m 

0    60   80103 pulse/g-mm 

Figure 5. Exemplary types of vertical tracer concentration profiles 
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As a result of our analysis of the core samples taken in both measuring series it has 
turned out that there is no prevailing type of vertical concentration within the bedload 
layer. Among a few possible general types of distribution one can suggest a quasi- 
parabolic profile resulting from the superposition of two or even three „moving" 
parabolas and one or a few thin surface layers on top of those parabolas. The 
schematic representation of that profile is illustrated in Figure 6. The number of 
components, thus complexity of the profile, depends on the intensity of changes in 
wave and current climates at a given location. Since every sublayer of the core sample 
represents a certain instantaneous random hydrodynamic situation cut out of the 
complex series of events during the measurements, the storm history is obviously 
reflected in the configuration of the tracer within the core sample. The higher the 
diversity of the storm history the more complex the core sample. 

Figure 6. Schematic decomposition of the vertical profile of tracer concentration 

Clear-cut variability of the vertical tracer profiles in time and space (distance from the 
injection point) is visible. In the near field of the injection point, the vertical 
distribution of the tracer is close to the parabolic type, sometimes with an additional 
thin surficial sublayer. As one moves away from the injection point, the thickness of 
the tracer layer decreases and the higher activity „moves" from deeper depth to the 
sea bed surface 

The shape of the vertical bedload profile depends very much on the shape of sea bed 
itself and its macroforms such as sand bars. Under the same external conditions, at 
both crests and troughs the tracer travels in a thin surface layer (Fig. 7). The picture is 
different at bar slopes and in areas without large bed forms; the vertical profiles of 
tracer concentrations at those locations are less regular, more variable and close to the 
types depicted in Figures 4, 5 and 6 
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Figure 7. Vertical profile of tracer concentration at bar crests and bar troughs 

The core samples tested display a strong nonlinear variability of the bedload thickness 
as a function of waves and currents. The thickness of each sublayer in the vertical 
profile, created by various sequences of waves and currents, depends on the intensity 
and duration of wave motion. Very roughly, it can be described by the general 
function: 

a-=F(H,t)*f(H)-g(b-t/Tst) (1) 

in which Ts, = time after which stabilisation of the controlling factors takes place and 
some equilibrium is attained for a given wave situation. This time is estimated as 10 to 
100 wave periods T. 

The function f{H) stands for the strength of forcing, thus the intensity of sediment 
transport, while the function g(b -t/Tsl) represents the effect of the time necessary for 
generation of the bedload layer. After a sufficiently long time /= T„ one should get 
gfb-t/Tsl) = 1 and accordingly a ~ j{H), for a given combination of waves and 
currents. The vertical profiles of tracer concentration shown in Figures 4 and 5 (or 
schematically in Figure 6) are thus integrals of the quantity a due to individual 
segments of the wave and current history. 

The thickness a can be estimated from the sediment transport rate q z (ps-p)vs-a and 
independent assessments of the average grain speed v,., both resulting from  our 
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analysis of the tracer movement and core samples. By such procedure one can claim 
that the thickness a is in the range of 2-4 centimetres during moderate storms. 

Theoretical investigations of the bedload layer (Kaczmarek et al. 1995) suggest that 
the bedload layer thickness a should be smaller. A numerical simulation belonging to 
those studies is depicted in Figure 8 for the grain diameter Z)50 and wave period T 
typical of the area of investigation; the thickness a should obviously be a function of 
wave height and the depth of water. 
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Figure 8. Theoretical bedload layer thickness for wave period T=4 s and variable 
wave height (Hrms) and depth of water h (Kaczmarek et al. 1995) 

Upon comparison of the simulated quantities and their prototype counterparts it can 
be inferred that the bedload layer is about a few millimetres thick, thus by one order of 
magnitude smaller theoretically than under prototype conditions. This disparity can 
partly be associated with the laboratory origin of the theoretical outcome. More 
important, the definitions of the bedload layer are different — Kaczmarek et al. 
(1995) adhere to the classical few grain diameters above and beneath bedline, while in 
this study the movable bed layer encompasses sheet flow as well. 

The function f(H) can be approximated by J{H) « 0.027//4r, as postulated by Kraus et 
al. (1982) and Pruszak & Zeidler (1994). On the other hand, the function g{b-t/Tsl) 
can be estimated once Ts, is given more accurately, which is however beyond the 
scope of this study. 
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3.2 LOCAL VARIABILITY OF ACTIVE SAND LAYER 

In order to shed light on local variability of the active sand layer as a function of time 
and variable forcing by waves and currents, the second series of measurements 
included a special experiment under prototype conditions. The test box denoted by PI 
was situated on a depth A=1.2 m, on the seaward slope of the sand bar, some 6 m 
from the bar crest (Fig. 1). The experiment was initiated at 12:00 on 26th May 1994 
at calm weather. The tracer concentration on a depth about 25 cm below original sea 
bed was constant c= 1500 pulse/s (Fig. 9). Moderate waves were noted between 12:00 
and 14:00 (Table 1). 

Table 1. Parameters of water and sediment movement at box PI (depth = 1.2 m, 
Fig.l) 

Wind Wave Current (m/s) Sea Depth of Rate of Remarks 
Time (t) (m) Average/ Max level 

change 
(cm) 

mixing 
(m) 

depth 
changes 

<P V H "•max Long Cross- 
(m/s) shore shore 

26.05.94 
j3oo 272° 7.5 0.12 0.44 0.2/0.6 0 01/0.4 0.0 0.04 
12"-14°° few D/ 2 h One-point 

16°° 260° 2.2 0.11 0.45 0.2/0.6 0.01/0.4 -2.5 0.04 
breaking 

U°°-\H°° -lcm/4 h 
19°° 274" 6.8 0.16 0.48 0.2/0.6 0.01/0.4 +5.0 
22°° 

27.05.94 
i OO 

328° 

19° 

2.4 

4.9 

0.2 

0.25 

0.54 

0.96 

0.2/0.5 

0.3/1.1 

0.01/0.4 

0.01/0.8 

0.0 

+1.0 Multiple- 
4«° 38° 7.5 0.35 1.0 0.4/1.2 0.02/0.9 +6.0 a  few mean 

value = 
point 
wave 

7oo 33° 6.5 0.40 1.17 0.4/1.4 0.02/1.1 +20 cm lOcm/lOh breaking 
10°° 21° 3.0 0.35 1.0 0.4/1.4 0.02/1.0 +20 

Waves broke in a close vicinity of shoreline, far away from the area of 
investigations. Although quite small, the waves clearly affected the upper sand layer, 
reaching some 4 cm below original sea bed line. For similar waves and currents 
between 14:00 and 18:00 the activity of sand movement in the bedload layer was 
similar, but its intensity was growing, with the maximum at the surface and linear 
decrease to the depth hj- 4 cm below sea bed line. The latter value can be regarded 
as the depth of wave effect on sea bed grains; thus it somehow defines the thickness of 
the active sea bed layer at given external forcing. Substantially thinner bedload 
thickness, about a few grain diameters, is typical of that period for the grains 
belonging to the sea bed and being in motion at the same time. As a result of such 
wave and current forcing the bed was eroded by 1 - 2 centimetres over four hours, 
(Fig. 9). By the time of the next measurement at 9 o'clock on the next day, waves and 
currents grew considerably (Tab. 1). Multiple wave breaking was observed at the time 
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of the next measurements About the area of the experiment, where one of the wave 
breaking lines was noted, the breaker height was about ///,r = l .2 m and the maximum 
current velocity exceeded 1 m/s. Tracer concentration in the vertical profile decreased 
substantially and the concentration profile became irregular, close to the parabola 
shifted by a certain value below sea bed line. The maximum concentration of a tracer 
some 6-10 cm below sea bed line was much smaller than its initial counterpart (about 
five times). From thorough observations by scuba divers it can be reported that ripples 
were not present and strong sediment flux, somehow resembling a moveable sheet a 
few centimetres thick occurred. It should be stressed that the thickness of sediment 
movement layer estimated by scuba divers was about 2-4 cm (depending on the 
accuracy of estimation), but not a few millimetres. Further erosion by 9-10 cm was 
noted from 18:00 on 26th May to 9:00 on 27th May; the most intensive changes due 
to growing waves and currents took place most probably about midnight (Tab. 1). 

1000 2000 .woo 4000 5000      6000   [pulse/s] 

Figure 9. Variability of vertical concentration profile as a function of hydrodynamic 
parameters 
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Subsequent measurements were impossible because of the growing storm. After 
several hours of that medium storm it was realised that the test box was washed away 
and no tracer was found in its area. 

4. CLOSING REMARKS 

From our analysis of the tracer distribution and its coupling with waves and currents 
one can draw some conclusions concerning the bedload layer. The following points 
should be made: 

• sediment movement under dynamic surf zone conditions is characterized by high 
intermittence reflected in a stratified structure of bedlayer, whereby each sublayer is 
governed by different forcing factors. The entire vertical profile of tracer 
concentration represents then a sum of various sublayers, which are correlated with 
subsequent wave climate changes, 

• vertical profile of tracer concentration displays a pronounced variability in time and 
space, with predominance of quasi - parabolic profile close to the tracer injection 
point and a thin quasi - uniform one away from the tracer source; being often the 
superposition of a few thin 'foils', 

• for identical external conditions (wave and currents) the vertical tracer profiles are 
different at bar crests and troughs, showing clear diversification of sediment 
mechanics across the surf zone. Fairly thin sheets, below 2 cm in thickness, travel 
at bar crests and in troughs, due to high sand speeds in one directional (longshore) 
movement, 

• the thickness of each sublayer of the nearbed load is a highly nonlinear function of 
wave and current velocity, depending on intensity (H) and duration (t) of 
subsequent wave action,    a = f(H, t) •f(H) • log (h -t/Tsl). 
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CHAPTER 302 

A SLOPING DUCT FOR THE STUDY OF SEDIMENT 
TRANSPORT 

Jesper S. Damgaard * , Richard J.S. Whitehouse l 

and Richard L. Soulsby l 

Abstract. 

The details of a large sloping duct at HR Wallingford Ltd. are presented. The 
duct is capable of sloping to the angle of ±33° which exceeds the angle of repose 
of normal quartz sand. The duct can be tilted laterally as well as longitudinally 
so that; 1) the effect of combined slopes can be investigated; 2) the aspect ratio 
can be inverted. At present the duct operates with a steady flow but it can 
accommodate a wave piston. 

1 Introduction. 

An important aspect in modelling coastal morphology is the ability to describe 
the effects of sloping surfaces on sediment transport rates, for example due to 
longshore bars, dune and ripple formations, dredged channels and trenches and 
beaches. The research carried out to date is limited, and to remedy this HR 
Wallingford Ltd has constructed a unique facility to permit the measurement of 
sediment transport at steep slopes in a controlled environment. 

2 Description. 

The sloping sediment duct has been purpose-designed for conducting tests on 
sediment transport on horizontal beds, and shallow and steep slopes up to the 
angle of repose for the sediment. It has a maximum longitudinal tilt of ±33° 
and can be tilted, or turned, laterally up to this angle for sediment transport 
studies where a transverse slope is required.   In figure 1 the duct is shown at 

Marine Sediments Group, HR Wallingford Ltd.,Wallingford, Oxon OX10 8BA, UK. 
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Figure 1: Sloping duct at maximum downslope setting. 
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Figure 2: Drawing of sloping duct (not to scale). 
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full downslope (in the direction of the flow) tilt. The duct consists of a support 
cage, a test section and a central support on which the support cage pivots. See 
figure 2. 

The dimensions of the test section are 6.75 m long by 0.6 m wide by 0.25 m 
high with three sections fabricated with glass viewing windows. The ends of the 
working section have rotating joints, and by tilting the duct laterally through 90° 
the aspect ratio can be either 1:2.4 or 2.4:1. The downstream end of the duct has 
a sediment trap which can be emptied by removing a cover plate. 

The pump is a P76 centrifugal pump with the following characteristics: max- 
imum head = 13m @ zero flow, design rating = 9m @ 0.17m3/s and head cor- 
responding to the maximum discharge =5.3m @ 0.21m3/s. The maximum dis- 
charge corresponds to a mean flow velocity of approximately lm/s in the duct. 
The system is a closed conduit with a stand-pipe to avoid water hammer effects. 

The flow discharge is measured by an ALTOFLUX K380 electromagnetic 
flowmeter situated in a straight portion of the 8inch (0.20m) diameter feeder 
pipework. In each end of the test section there is a small pressure outlet. A 
Sandhurst Scientific 20mbar differential pressure transducer (GA 64/20E) is used 
to determine the total head loss in the test section. The distance between the 
outlets is 5.57m and for a mean velocity of approximately lm/s, the head loss is 
of the order 1cm. An absolute pressure transducer (Druck PDCR 930) is installed 
in the middle of the test section. Provision has been made for mounting a two 
component Laser Doppler Anemometer (LDA). The laser mounting system rests 
on rails and can be moved along the test section. An electronically indicating 
point gauge is installed on the laser mount in order to determine the vertical po- 
sition of the LDA with an accuracy of ±0.01mm. Seeding material for boosting 
the LDA signal can be introduced into the duct while it is operating. 

At present the system operates with a steady flow, but it is designed to ac- 
commodate a wave piston which will allow oscillatory flows to be generated with 
periods and amplitudes corresponding to full-scale near-bottom wave motions. 

3    Hydrodynamics. 

The hydrodynamic properties of the duct have been investigated as a part of the 
ongoing research. Of particular interest for the sediment transport research is the 
wall shear stress. For all the experiments that have been conducted so far the 
floor of the duct has been covered by PVC plates onto which a quartz sand with a 
median grain diameter of 208/im has been glued. The sidewall correction method 
of Vanoni and Brooks (1957) has been used to partition the total pipe friction into 
wall and bed shear stress. The shear stress has been estimated through head loss 
measurements obtained by the differential pressure transducer and through LDA 
measurements in the constant stress layer. It turned out that the variance on the 
shear stress estimate obtained via head loss measurements was much larger than 
that of the estimates derived from LDA measurements.   Therefore the results 
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Figure 3: Vertical profiles of mean horizontal velocity measured with the LDA 

obtained from the LDA measurements were used to establish the particular pipe 
friction relation for the duct. The procedure is as follows. First a vertical velocity 
profile is measured for a range of different discharges. The measuring points in 
the vertical profile should lie above the viscous sublayer but beneath the core 
region. See Schlichting (1960) for details. For each discharge the bed friction 
velocity, u*b, is determined assuming a logarithmic velocity profile 

U*b K       \Z0/ © (1) 

where u = mean horizontal velocity at distance z above the bed, K = Von Kar- 
man's constant and z0 = the bed roughness length. A number of velocity profiles 
are shown in figure 3 for different values of V, mean flow speed, V = Q/A, where 
Q = discharge and A = cross-sectional area. 

The bed friction values obtained by equation 1 can be used to estimate the 
overall pipe friction by applying the sidewall correction method of Vanoni and 
Brooks (1957). These results have been compared with the Colebrook and White 
formula (Colebrook, 1939) and a modified version of the C&W formula where the 
theory of Christoffersen and Jonsson (1985) was used to account for the effect 
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of uniform grain roughness and where a different value of the constant was used 
(1.94 rather than 1.74): 

^ = 1.94-21og(|(l-e- Reg/27 ) + 
18.7 \ 

Rex/A/ 
(2) 

where A is the resistance coefficient, A = 8(u*/V)2, Reg = ujtsjv is the grain 
Reynolds number, ks = the Nikuradse equivalent sand roughness, equal to the 
median grain diameter of bed material, Re = ARV/v is the pipe Reynolds number 
and R = hydraulic radius = A/p, p = wetted perimeter. The results are shown 
in figure 4 using axes based upon Colebrook's original paper. 

£ 

or 

CD 
O 

      Colebrook & White formula 

 Equation  (2) 

e       LDA measurements 

\      O 

0 1 2 

LOG(u.k,A) 

Figure 4: Friction diagram for the sloping duct with a rough floor. 

4    Current research. 

A study of bed-load transport (erosion rate) on sloping beds in steady flow has 
been conducted as a part of the MAST G8M Coastal Morphodynamics Project. 
It is for that purpose that the rough bottom mentioned previously was installed. 
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Figure 5: Experiments on slope effect on bed-load sediment transport. The values 
of rcr are for a horizontal bed. 

An electronically driven sediment injector was installed downstream from the 
centre of the duct with an inner diameter of 20 mm. This device was used to 
inject sand into the flow to determine the equilibrium pick -up rate for sediment 
by the flow. The speed of the piston was adjusted until the rate of delivery of 
sediment matched the rate of removal by the flow. A porthole in the roof of the 
duct above the injector could be opened to charge the injector with sand and 
to make observations. At the downstream end of the test section the sediment 
trap captured the sediment injected into the flow. Figure 5 contains some results 
obtained in the duct for a range of bedslopes and shear stresses. The bed shear 
stress, T, is given as r = pu1b, and rcr is the critical shear stress for initiation of 
sediment motion on a horizontal bed. The results of this research are discussed 
further in Damgaard et al. (1996). 
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5    Conclusions. 

The new sloping duct facility at HR Wallingford Ltd has proven to be suitable 
for large-scale experimental tests with sediments and can also be used for hy- 
drodynamical research. The unique sloping capability of the facility allows the 
influence of gravity due to a sloping bed (of an arbitrary angle) on the sediment 
transport to be investigated for all types of sediment. The recent research has 
concentrated on a fine sand but the duct would be equally suitable for working 
with gravels as the flow speed achievable is up to lm/s. 

It is expected that the duct will continue to be used for steady flow tests and, in 
the future with the addition of a wave piston, for wave or wave-current sediment 
or hydrodynamic investigations. The duct is currently available to European 
researchers through the EC Training and Mobility of Researchers - Access to 
Large-Scale Facilities - programme and it is anticipated that the facility will 
become available for wider usage by UK and other researchers in the near future. 
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CHAPTER 303 

SEDIMENT DYNAMICS AND PROFILE INTERACTIONS: DUCK94 

Donald K. Stauble1 and Mary A. Cialone2 

ABSTRACT 

Beach profiles and sediment samples were collected on a daily basis along three cross- 
shore transect lines during the DUCK94 nearshore experiment lasting for 18 days in October 
1994. Conditions ranged from near calm during the first week of the experiment to full 
storm conditions during the second and third weeks, with a two day initiation of beach 
recovery at the end of the experiment. The profiles responded with similar elevation 
change, with little morphologic variability during the calm period. During the storm, the 
bar migrated seaward 70 to 100 m, but the foreshore exhibited little change. The bar began 
to migrate shoreward at initiation of recovery. Sediment grain-size distributions vary in the 
cross-shore direction, with medium size grains on the upper foreshore, coarse gravel deposits 
on the lower foreshore and progressively finer sands in the offshore direction. After the 
storm, the foreshore and bar/trough samples were coarser with little change in the nearshore 
sediment distributions. 

INTRODUCTION 

To quantify sediment distribution response to forcing functions on the foreshore, 
bar/trough and nearshore along a three-dimensional beach area, a sediment sampling and 
analysis experiment was conducted as part of the DUCK94 nearshore field experiment (see 
Birkemeier et al., 1997 for overview of DUCK94 experiment). This experiment was 
designed to examine the three-dimensional natural sediment distribution and its relationship 
to profile change at the U.S. Army Engineer, Waterways Experiment Station, Field Research 
Facility (FRF) at Duck, N.C. (Figure 1). Sediment distribution changes were measured over 
the short-term (18-day period) during October, 1994. To increase our understanding of 
sediment distribution, the experiment focused on our knowledge of the short-term 3-D 
sediment variations of the entire active profile to document relationships between beach 
morphology and sediment dynamics from the high water line, seaward to closure depth. 

Sediment grain-size distributions for different beach environments change as the beach 
erodes and accretes in response to changes in wave and tidal forcing. A previous long-term 
study at the FRF along one profile line characterized a cross-shore variability pattern in 

1 Res. Phy. Sci. 2 Res. Hyd. Eng., U.S. Army Engineer Waterways Experiment Station, 
Coastal and Hydraulics Laboratory, 3909 Halls Ferry Road, Vicksburg, Mississippi 39180 
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Figure 1.  Location map. 

grain-size distributions (Staubie, 1992). During the SUPERDUCK (1986) experiment, a 
short-term storm erosion and recovery study showed a high degree of three-dimensional 
grain-size variability but was limited to the foreshore and hinted at nearshore control of the 
foreshore sedimentation (Staubie et al., 1993). A lack of knowledge exists in relating three- 
dimensional sediment movement on the entire active beach profile during both fair weather 
and storm periods to the processes that cause the movement. These processes include a) the 
swash processes on the foreshore, b) wave breaking, longshore currents, and/or cell 
circulation (rip currents) in the bar and trough area, and c) wave, tidal and wind driven 
circulation on the nearshore slope out to closure depth and beyond. The variation in grain 
sizes in each of these environments is indicative of the different active processes. 

EXPERIMENT DESIGN 

The experiment design included collection of profile data and sediment samples along 
three lines, approximately 100 m apart, extending from the dune base to the 6-m depth 
contour (Figure 2). Surface sediment samples were collected at the dune base, mid-berm, 
berm crest (area around high water), mid-tide, swash (area around low water), trough, bar 
crest, and the 3-m, 4-m, 5-m, and 6-m depth contours. Shallow surface sediment samples 
were collected daily with a hand scoop from the foreshore to wading depth and with a grab 
sampler on subaqueous portion of each profile using the Coastal Research Amphibious 
Buggy (CRAB), during the beach profile survey. Samples were collected around the time 
of low tide on the foreshore. The sampling schedule included daily profile and sediment 
collection of the foreshore and alternate days for the nearshore area sediment collection for 
a duration of 18 days in October, 1994. The data sampling time period covered physical 
conditions ranging from near calm to storm conditions. 
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Figure 2.  Location of profile transects samples (Lines 230, 255, and 270). 

DATA ANALYSIS 

Physical data: During the experiment several arrays of wave gauges and current 
meters were deployed within the study area. An offshore wave gauge array was located in 
8 m of water, just offshore of the data collection area. Figure 3 shows the mean wave 
height (Hmo) and peak period (Tp) recorded from 2 to 22 October 1994. Profile and 
sediment data used in this paper were collected from 4 to 21 October. The experiment 
began just after a period of high wave activity, as the waves diminished to an average H^, 
of around 0.5 m and a Tp between 3 and 7 sec. This relatively calm period lasted until 9 
October. Currents recorded in the trough area landward of the bar between transects 245 
and 250 (Figure 2), indicated that the longshore velocity was near zero and the cross-shore 
velocity ranged from 0 to 0.2 m/s in the offshore direction during this time period (data 
courtesy of S. Elgar). At the onset of the storm (10-13 October), Hmo rapidly increased to 
around 2 m and Tp increased from a low of 3 sec to around 7 sec. The longshore currents 
reached their maximum velocity (around 1.3 m/s) to the south, with a steadily increasing 
offshore component. The wave gauge recorded its maximum H,,,,, of around 4 m on 15 
October as Tp increased to around 11 sec. The longshore currents reversed during this time 
reaching a peak velocity (1 m/s) to the north as the storm progressed up the coast and wave 
approach angles switched from a northeasterly direction to a more easterly to southeasterly 
direction. The offshore velocity component in the trough continued to increase to a 
maximum of around 0.64 m/s on 19 October. The wave height decreased to around 1.5 to 
1.0 m as the experiment ended, but the wave period remained around 14 sec. 

Profile Data: Beach profile data were collected from a shore-parallel baseline landward 
of the dune out to a depth of 6 m, some 700 m seaward of the baseline. All profiles are 
referenced to the 1929 National Geodetic Vertical Datum (NGVD).  Profile data were 
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Figure 3.  Plot of nearshore wave parameters and surf zone currents in trough. 
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analyzed and plotted using the Interactive Survey Reduction Program (ISRP) as described 
by Birkemeier (1984). Plots of the pre-storm beach profile (5 October) at all three transects 
showed that the bar crest was about 250 m from the baseline (Figure 4). With the increase 
in wave height beginning on 10 October, the bar migrated seaward. By 15 October the bar 
had moved to around 280 m seaward of the baseline. Just one day later, at the height of 
storm wave activity, the bar had moved to between 310 and 350 m offshore. With steadily 
decreasing wave heights and long period swell (as the storm moved out of the area), the bar 
migrated back onshore at profile lines 255 and 270. Profile line 230 was the location of a 
rip current and the bar remained in its seaward position through 21 October The foreshore 
did not change significantly in elevation over the study. During the low wave period at the 
beginning of the experiment the foreshore was planar, but beach cusps developed on 20 and 
21 October as the waves subsided. 

Sediment Data: A total of 256 sediment samples were collected and sieved using a 
sonic sifter at quarter-phi (>4 </>) intervals, ranging from -3 </> (8.0 mm) to 4.25 cj> (0.53 mm), 
and weight percentages for each interval were computed. Statistical data were calculated 
using the method of moments (described in Friedman and Sanders, 1978). High variability 
was found in the cross-shore grain-size distributions, with the foreshore exhibiting the 
highest variability. This area between the berm crest and low tide swash contained a bi- 
modal gravel component along with sand size fractions. A localized source of coarse relict 
sediment has been identified in the area of the FRF by previous investigators (Calliari, 
1994). The highest variability in profile elevation and sediment distribution occurred in the 
lower foreshore and trough/bar area, however the gravel component was restricted to the 
beach foreshore. The grain-size distribution was much more well-sorted and more uniform 
in mean size in the nearshore, both temporally and spatially. Figure 5a shows an example 
of the cross-shore sediment distribution on profile line 270 collected just at the beginning 
of the storm, representative of the sediment distributions deposited during the period of low 
wave activity. In contrast, at the end of the high wave period on 20 October, the bar had 
migrated offshore and the trough had widened. The grain-size distributions (Figure 5b) 
show a coarser and more poorly-sorted sample from theToreshore to the 3-m depth. Little 
change in nearshore sand distributions were found between low and storm wave conditions, 
while an increase in coarse material was measured on the foreshore. The finer-sized 
sediments were removed from the foreshore, trough and bar crest area, leaving behind a 
coarse lag deposit. 

ANALYSIS AND DISCUSSION 

Alongshore and cross-shore sediment distribution variability was related to beach 
morphology changes as a function of wave and current fluctuation. During the October 
1994 experiment, the alongshore beach shape was uniform for the low wave period (first six 
days) and a "linear" beach was the prevalent form. The cross-shore profile elevation change 
and sediment grain-size distribution exhibited more variability, with a zone of medium size 
sands on the upper foreshore and coarse material in the lower foreshore. The size 
distribution became progressively finer in the offshore direction, through the nearshore 
trough, over a single bar feature, and the sloping nearshore region. 

On 10 October, an extratropical storm system developed over the northern Gulf of 
Mexico and migrated northeastward into the Atlantic Ocean off of Cape Hatteras on 15 
October. During this "northeaster", longshore currents increased to the south and offshore 
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DUCK 94 PROFILE CHANGE 

LINE SURVEY TIME       DATE 

  230 120 747     50CT84 PRESTORM 
 230 220 946   1SOCT94 STORM BEGINNING 

•  235 23Q 1002   160CT94 STORMHEIGHT 
.230 280 941   210CTB4 BEGINNING RECOVERY 

b. 
LINE     SURVEY TIME       DATE 

120 950     5 0CT94 PRESTORM 
— . 2S5 220 852   1SOCT64 STORM BEGINNING 
 250 230 652   1 BOOT 94 STORMHEIGHT 
.-.255 2B0 1102  210CT94 BEGINNING RECOVERY 

LINE     SURVEY    TIME       DATE 

857     5 0CT94 PRESTORM 
823   1SOCT94 STORM BEGINNING 
743  16 0CT94 STORMHEIGHT 

1126  210CT94 BEGINNING RECOVERY 

200 

DISTANCE, m 

Figure 4.  Plot of selected profiles showing bar migration due to storm, 
a) line 230, b) line 255, and c) line 270 
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flow increased in the trough area. During this phase of the experiment, the bar feature 
migrated in the offshore direction, while the foreshore maintained a uniform planar shape 
along the study area. Wave heights continued to grow and reached a maximum of 4 m at 
the 8-m depth wave gauge on 15 October. 

High pressure developed over the eastern United States on 16 October and continued 
through the end of the experiment. During this phase of the experiment, the longshore drift 
switched from a southward to northward direction. In the surf zone, offshore currents 
reached their peak on 19 October. The profile responded with continued seaward migration 
of the bar feature and widening of the trough. Wave heights decreased on the last two days 
of the experiment, as long period swell conditions prevailed. Beach cusps formed and a rip 
current was present at the northern end of the study area. The beach began to take on more 
three-dimensional profile features with the bar migrating onshore in the southern region as 
offshore currents rapidly decreased in velocity. 

In order to improve our understanding of both spatial and temporal variability in grain- 
size distribution during high energy events and compare them with calm periods, foreshore 
samples were collected and analyzed along all three lines, on a daily basis throughout the 
experiment. Nearshore sediment data collection was planned on a two-day cycle, but large 
waves precluded collection in the nearshore during the height of the storm event. However, 
nearshore samples were taken immediately before and after the storm. 

Standard statistical techniques were used to analyze the sediment distribution of each 
beach and nearshore environment. Mean and standard deviation values were calculated for 
each sample. In general the coarser samples tended to have poorer sorting. The widest 
range in mean and sorting values was found in the low tide sediments, where the samples 
contained coarse shell and gravel components, as well as medium to fine quartz sand 
material. The upper foreshore (high and mid tide) samples had a coarse to medium-sized 
sand that was better sorted than the low tide (less of a coarse shell and gravel component). 
The nearshore (trough to the 6-m depth) had a relatively narrow range of mean grain sizes 
in the fine sand range, with little shell and no gravel size components. 

Analysis of a suite of sediment samples using just the mean and standard deviation 
values is somewhat limiting. The use of Q-mode factor analysis (Klovan, 1966) provides 
a method to determine the relationship between grain-size distribution and variability in the 
3-D sedimentation of the beach and nearshore. Q-mode factor analysis, as applied to 
sediment investigation, involves the determination of interrelationship between sediment 
samples. With this method, a group of sediment samples can be arranged into a meaningful 
order so that the relationship between each sediment distribution is deduced (Davis 1973). 
One of the main advantages of Q-mode factor analysis -is that the entire grain-size 
distribution is considered in the analysis, yielding a detailed relationship especially when W 
<t> sample intervals are used. Using an analytical method to determine statistical relationships 
is more objective because it does not require arbitrary statistical descriptors or a-priori 
knowledge of the environment and location of samples (Klovan, 1966). A large number of 
samples can be objectively analyzed without having to manually compare each pair of 
curves. This reduces the "human interpretation" in relating large numbers of grain size 
distributions. 

Q-mode factor analysis relies on how similarity between samples is defined (Reyment 
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et al., 1993). In this application, the technique of Imbrie and Purdy (1962) for defining 
similarity was used. They defined an index of proportionality, or cosine theta function, to 
determine the degree of similarity in weight percent in each size class between each pair of 
samples. The cosine theta matrix shows all the information on the relationship between the 
sample vectors, but it is difficult to interpret (Klovan, 1966). Factor analysis provides a 
means of analyzing the cosine theta matrix to determine the minimum number of mutually 
orthogonal "factor axes" needed to account for most of the information in the cosine theta 
matrix. The first axis accounts for the majority of the information in the cosine theta 
matrix, the second axis accounts for most of the remaining information in the matrix, and 
so forth. Thus, the problem is to determine the number of eigenvalues needed to account 
for most (95-99%) of the information in the cosine theta matrix. Eigenvalues and 
eigenvectors were determined for the sediment sample data set. Factor loadings, a measure 
of each sample's weighting or correlation to each factor, can then be determined from the 
eigenvectors and eigenvalues. This provides the coordinates of the samples in a space of 
reduced dimensionality (Syvitski, 1991). Lastly, a varimax method of factor rotation is used 
to rotate the factor axes to maximize the variance of the factor loadings on each factor axes, 
while retaining their orthogonality. 

The sample's weight percent in each phi-class interval is used to represent the sample 
distribution and can be used to "place" the sample relative to other samples in the Q-mode 
analysis. For example, if a sample is sieved into twenty-seven phi intervals, the sample can 
be defined as a vector in 27-dimensional space whose position is uniquely determined by the 
amount of sediment in each of the 27 classes (Klovan, 1966). With this technique, 
similarities and differences between samples can be determined and comparisons from day 
to day can also be made. Factor analysis relates the sediment distribution curves of similar 
shape, and dominant grain-size distribution peaks. Three factors accounted for 88.7% of 
the variance in the sample distributions. Factor I accounted for 57.8% of the variance and 
represented the medium sands between 1 and 2 <j> (0.5 and 0.25 mm). Factor II accounted 
for 18.3% of the variance and represented fine sands with a peak frequency of occurrence 
between 2 and 3 </> (0.25 and 0.125 mm), and Factor III accounted for 12.6% of the variance 
and represented coarser sands, with a peak between -1 and 0 ^ (2.0 and 1.0 mm). Figure 
6 is a triangular diagram, which illustrates the distribution of the sediment samples within 
the three factors from the Q-mode analysis. Samples that are at the corners of the triangle 
represent the "end-members" of each factor group and depict a particular sediment 
distribution (Klovan 1966). The other samples within the triangle can be considered as a 
mixture of these three sediment distributions. The sediments from the high and mid tide 
area were strong in Factor I and embody medium grain-size distributions. The samples 
collected from the nearshore (trough to -6 m) covered a range from strong Factor II through 
near Factor I and comprise fine to medium grain-size distributions. The low tide samples 
were strongest in Factor II and include predominantly coarse sands. 

To better understand the temporal changes over the duration of the 18 day experiment, 
factor analysis was run on each individual group (i.e. all high tide or all 3-m depth samples) 
within the cross-shore distribution of sediment data set to investigate the differences in grain- 
size distributions at each profile position over time. The factors will change depending on 
which sediment distributions are more dominant within each data set. Each cross-shore 
sediment data set was compared to differentiate the change over the low to high wave 
activity period. Little change was found in the nearshore sediment groups, with each data 
set grouping around Factor I (representing the fines) over the study period.  A somewhat 
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Figure 6. Triangular plot of Q-mode factor analysis of all samples. 

more complex grouping was found for the individual foreshore samples over the 18 day 
study, with the high and mid tide samples grouping more commonly between Factor I (finer) 
and Factor III (medium), and the low tide samples around Factor II (coarser). 

To remove some of the high spatial variability in the foreshore samples, a 
mathematical composite was made of the high, mid and low tide samples to allow a more 
clear picture of the temporal change due to storm activity. The 54 composite samples 
mathematically derived from each of the three profiles per day were analyzed and the grain 
size variability of the composites was described by three factors representing 94.2% of the 
variance. Figure 7a shows the triangular plot of the sample distributions within the three 
factors and representative frequency plots of "end member" samples. Factor I accounted for 
79.2% of the variance and represented the finer distributions with peaks around 2 4> (0.25 
mm). Factor II accounted for 12% of the variance and represented coarser grain-size 
distributions with peaks around -1 4> (2.0 mm). There was no strong Factor III end 
member, which accounted for only 3.1% of the variance. Samples that plotted in this area 
of the diagram had peaks in the medium size range between 1 and 2 <j> (0.5 and 0.25 mm). 

To give physical significance of the results of this analysis requires inferring what the 
end member samples indicate and how the samples group together around these end 
members. Foreshore composite samples collected from the period of low wave activity (4- 
10 October) all have a strong grouping toward Factor I. This grain-size distribution is 
represented by the composite of 9 October on profile line 230 (Figure 7b). All three profile 
lines exhibited similar composite grain-size distributions. During the period of higher waves 
(11-19 October) the composites plotted in two groups, one between Factor I and Factor III 
representing a shift to more medium grain sizes and the second strongly associated with 
Factor II, the coarse grains. A bi-modal sample from profile line 230 collected on 19 
October is representative of this group. Except for the line 230 composite of 20 October 
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Figure 7. a) Foreshore composite factor analysis and b) examples of grain-size distributions 
representing Factor I, II and III groups. 
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all post-high wave samples (20-21 October) plotted strongly as coarse Factor II distributions. 
The 21 October line 230 sample distribution is an example of this coarse distribution 
resulting after the storm. 

A picture emerges that foreshore and nearshore sediment dynamics are controlled by 
the wave and current input. During the time of low wave and current activity at the 
beginning of the experiment, little change was measured on the profile of the foreshore or 
bar/trough positions and little change in sediment distributions occurred. During the time 
of high wave and current activity at the latter part of the experiment, the foreshore remained 
basically unchanged, but the bar migrated seaward and the trough expanded in width. The 
sediment on the foreshore became coarser and more poorly sorted, particularly in the lower 
foreshore. Samples from the trough, bar and the 3-m depth also became coarser. Figure 
8 illustrates the general trend of the pre- to post-storm sediment distribution change using 
the mid tide and 3-m depth samples from profile line 270 as an example. A coarse 
component is present in the grain-size distribution after the storm, possibly a lag deposit of 
underlying coarse layers exposed as the surficial finer material was removed. Further 
seaward at the 4-m, 5-m and 6-m depth samples, there was a minimal change in distributions 
as a result of the storm. 

Correlation of sediment data in the trough, bar crest, 3-m, 4-m, and 5-m depth 
positions, with near real-time physical data such as significant wave height and mean cross- 
shore and mean longshore currents were possible with an array of sensors positioned 45 m 
to the north of the center line of sediment sampling. This array of 9 stations extended from 
the trough seaward over the bar to approximately the 5-m depth contour. The change in 
longshore current from flow to the south to flow to the north maintained the trough area 
while strong offshore currents were associated with seaward movement of the bar and the 
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Figure 8. Post-storm coarsening of sediment at mid tide and -3 m depth at profile line 270. 
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development of a rip current. On the last two days of the experiment the strong currents 
dissipated and the bar moved landward. The 3-D component of beach morphology was 
observed with the formation of beach cusps and the rip current at the northern end of the 
study area. Sediments became much coarser on the foreshore, and a coarser component was 
present even in the trough, bar and at the 3-m depth position. 

CONCLUSION 

The dynamics and evolution of sedimentation patterns on beaches and their link to 
hydrodynamics are poorly understood and present problems in effectively managing erosion 
control and storm damage reduction. Present research, using sediment statistical data 
analysis, is proving beneficial to characterize beach sediment distributions and their spatial 
and temporal deposition patterns. This study afforded a unique opportunity to couple the 
beach profile evolution, sediment deposition patterns and their resulting grain size 
distributions with the physical processes active at that coast. 

This research examines the interaction of sediment along a three-dimensional active 
profile during both erosional and accretional events. Previous sediment studies at the FRF 
were a long term (17.8 month) study limited to one profile (corresponding to Line 230 in 
this study) (Stauble, 1992) and a 3-D study of a small 50 m wide area of the foreshore 
during SANDYDUCK (Stauble et. al, 1993). The DUCK 94 profile response covering one 
storm event was typical of long-term profile response where the most active part of the 
profile (bar/trough area) alternately moved seaward during storms and landward during fair 
weather conditions. From the 3-D perspective, the erosion during high wave and strong 
offshore surf zone currents moves the bar seaward uniformly with a linear foreshore 
planform. The recovery phase was more three-dimensional. The bar remaining in a fixed 
seaward position in the presence of a rip current (north end of the study at Line 230), while 
the bar migrated landward as the wave and surf zone current energy decreased outside of 
the rip area (southern area of the study at Lines 255 and 270). The foreshore was also very 
three-dimensional with the formation of beach cusps during this recovery period. 

A better understanding of the dynamic processes of sediment deposition and interaction 
with profile elevation change on a natural beach was documented. The zonation of sediment 
characteristics over the entire active beach profile provides a picture of cross-shore grain-size 
data variability, with highest variability on the foreshore. The low tide samples were the 
most coarse and poorly sorted, with decreasing grain size and better sorting in the offshore 
direction. Q-mode factor analysis indicated that the foreshore was finer during the calm 
period at the beginning of the experiment and became coarser during the storm and recovery 
period. A coarse lag component contributed to the coarsening of the foreshore. The present 
study provided more detail to similar findings of Stauble (1992) and Stauble et al. (1993). 
The nearshore became slightly coarser over the bar and out to the 4-m depth. The seaward 
most sample distributions (5-m, 6-m depth) remained unchanged throughout the study. 

Future research needs should focus on the zonation of coarse material and the 
interaction of the vertical distribution of layered beds on the foreshore/trough area. 
Conservation of grain-sizes within the three-dimensional beach (cross-shore and alongshore) 
is still not well understood. A better understanding of sediment processes can provide input 
into beach profile numerical models. These studies will ultimately help to understand the 
fate of beach fill material placed anywhere on the beach profile. 
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CHAPTER 304 

A STUDY ON FLOW STRUCTURE AND SUSPENDED 

SEDIMENT CONCENTARTION OVER SEAWEED BED 

Gozo Tsujimoto 

ABSTRACT 
Numerical calculation of flow structure and the suspended sediment concentration over 

seaweed bed under surface wave is conducted using the k- E turbulence model. Velocity 
distribution and suspended sediment concentration over seaweed bed, which is made of a 
plastic sheet, are measured by use of the electromagnetic current meter and a turbidity 
meter, respectively. 

The characteristic phenomenon such as the vortex formation over seaweed bed is 
simulated and the calculated vertical profile of suspended sediment concentration is similar 
to that of experiment. The value of drag force coefficient of seaweed is a few times larger 
than that of rigid seaweed. 

I.     INTRODUCTION 
Seaweed bed in the sea is an important ground for fishes and shellfishes as nursery 

ground. So method for artificial seaweed bed creation and technique for selecting 
appropriate site have been studying. But there are many problems to be resolved. One 
of them is to understand the mechanism of sediment transport induced by the wave motion 
and the seaweed motion. The seaweed acts against the water body in motion as the drag 
force, and the flow mechanism is so complicated by that. 

Also a study on wave attenuation and control of sediment transport by using the flexible 
artificial seaweed a like plastic sheet have been investigated recently. This paper presents 
an experimental approach and a numerical approach on a study of the flow mechanism and 
the concentration profile of suspended sediment over seaweed beds. 

Dr. Eng., Associate Professor, Dept. of Civil Eng., Kobe City College of Tech., 8-3, Gakuen- 
Higashimachi, Nishiku, Kobe, 651-21, Japan 
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II.     EXPERIMENTAL METHOD 
The experiment was performed in a water tank which was 18m long, 0.6m wide and 

1.0m high. Since the seaweed motion in the field is very complicated, an artificial flexible 
roughness element like a plastic sheet is used as the seaweed in this experiment(from 
now on, it is called seaweed). The plastic sheet is cut at space of 1mm to 10cm in the length, 
being placed at the bed. Number of seaweed and its settling space were made to change 

and eight test runs were performed as summarized in Table 1. 
For each of the eight test run, capacitance wave gages were used for the measurement of 

the free surface elevations, the electromagnetic current meter for that of velocity and the 
turbidity meter for that of suspended sediment concentration. Sand with diameter of 
0.014mm was used as bed materials. The bed material was placed in a uniform thickness of 
8cm at the tank bottom, about 2.5m long and 0.4m wide. Also the natural frequency of 
used seaweed is measured by using the oscillating plate, and its value is between 4.5 and 
5.5Hz. The output voltages of their measured values were transmitted to personal 
computer. In table 1, "u" stands for horizontal velocity, "w" for vertical velocity, "c" for 
concentration, "H" for wave height and "S" for settling space of seaweed. In the follow 

figures, the settling position of seaweed is marked as " t" and the wave phase is set to be 
zero when the flow direction over the seaweed on the offshore side is changed from offshore 

to onshore. 

Table-1 Experimental Conditions 

Run H Depth Period S Number Item 

(cm) (cm) (sec) (cm) Seaweed 

1 4.1 30 Ml 1 u, w 

2 3.6 21 1.22 1 u,w,c 

3 7.3 21 1.22 1 c 

4 4.8 21 1.22 10 2 u,w 

5 1.1 21 1.72 10 2 u,w,c 

6 3.9 21 1.22 10 3 u,w 

7 4.6 21 1.22 20 2 u,w 

8 4.3 21 1.22 20 3 u,w 

III.     EXPERIMENTAL RESULTS 

3.1 Velocity vector 
Figure 1(a) and 1(b) shows the measured velocity over the seaweed without its motion at 

the wave phase of t/T=0.25 for run No.2 and over the seaweed with its motion at that of 
t/T=0.5. A blank space in fig. 1(b) shows no data because of the limitation in measurement 
system. It is thought that formation of vortex over the vertical plateflike fig. 1(a)) under 
the wave motion is seen at the wave phase of a wave crest, Meanwhile the vortex in 
fig. 1(b) with the seaweed motion is formed over seaweed beds at the wave phase when the 
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flow direction change from onshore to offshore. There is a phase lag of nl2 on the 
formation of vortex between both fig. 1(a) and (b) and the location of vortex formation in 
figl(b) is lower than that of fig. 1(a), and after the vortex in fig. 1(b) is expected, following the 
motion of the free surface. 
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Figure 2 show the velocity profile for run No.8. The vortex formation is not seen clearly 
near the top of seaweed. The counter clockwise vortex, however, is formed over the 
seaweed bed in the onshore side when the flow direction changes from onshore to offshore 
and its scale is smaller than that of fig. 1(b). Also the other clockwise vortex around there 
is seen. It is thought that the flow filed produced by the seaweed motion before the half 
period forms a wavy boundary layer along the top of seaweed, producing this clockwise 
vortex. 

3.2 Steady velocity 
Figure.3 shows the measured velocity averaged over a wave period for No.8. The flow 

profile near the top of seaweed is oscillated wavy. The velocity toward upward direction just 
over seaweed and the velocity toward downward direction between the seaweed are seen, 
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respectively, so that these flows form a set of circulation flow, having a large scale which 
compares with the scale of depth. It, therefore, has a effect on the suspension mechanism of 
sand particles close to the bed among the seaweed. These phenomena are seen in the case 
of run No.7,too. No vortex, however, is formed for run 4 and 5 in which the distance 
between both seaweed is half of run 7 or for run No. 1,2 and 5 in which the number of 
seaweed is only one. 

3.3 Suspended sediment concentration 
It is known that there are three types of the distribution patterns of sediment 

concentration in the vertical direction, i.e. concave, convex and linear. Under non-breaking 
wave field, a region of high concentration is produced close to the bed due to the separated 
vortex over sand ripples and away from the bed surface the mean value of concentration is 
decreasing. 

Figure 4 shows the vertical distribution of mean concentration for run 3 and in which the 
numbers show the distance from the settling position of seaweed. The distribution patterns 
of present study, as shown in fig.4, are concave with the turning point in the middle of 
depth, away from there all profiles reach a constant value. Those are not seen under non- 
breaking wave condition. Because no turbulent kinematics energy is supplied from the 
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upper layer unlike the breaking wave and the flow filed by wind shear stxess(e.g., Nielsen 
1985; Tsujimoto et al.1995). It is thought that the turbulent kinematic energy generated 
by separated vortex near the top of seaweed can picks up the sand particles from the bed. 
Especially the separated vortex on the onshore side is conspicuous, having a large scale in 
space, so that it exerts the major effects on the suspension mechanism of sand particles. 
Also sand ripples have been formed at the bottom through eight runs. 
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Fig.4 Measured mean concentration of suspended sediment 

IV.     NUMERICAL APPROACH 
4.1 Previous study 

Although there are many studies on the flow field with the substance in motion like 
seaweed, few have considered the mechanism of turbulent flow and sediment transport 
under wave motion. Asano et al.(1988) investigated the wave damping by using the 
artificial vegetation. Tsujimoto(1992) studied the mechanism of turbulent flow over an 
artificial seaweed field using the k- e turbulent model. The agreement between the 
calculation and experiment, however, is not satisfactory. 

These approaches are characterized by considering the effects of seaweed in the 
momentum equation as drag force. To calculate the turbulent flow filed over the seaweed 
bed, the turbulent productions and its dissipation by the seaweed motion should be 
modeled. There, however, is less knowledge on the production mechanism of turbulence 
over the seaweed bed under the wave motion and it is not easy for accurate determination 
on drag coefficient when drag force is adapted in the momentum equation. 

4.2 Basic equation 
The basic equations describing fluid motion consist of the continuity equation, 

momentum equations, diffusion equation of suspended sediment and conservation for 
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turbulent kinematic energy k and its dissipation rate   £. These equations are the same 
equations as author's used(1991) on calculation of suspended sediment over sand rippled 
and the effects of seaweed motion includes directly in the calculated grid without 
estimating that as drag force.   These equations are written as follows: 
For the continuity 

3a    dw 
— + — = 0 
3c     dz 

For the momentum equation in x-direction 

d u    d u 

~3xr + ~3l2 

da    du      clew _    1 eft 
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For the momentum equation in z-direction 
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For the diffusion equation of the suspended sediment 
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For k-equation 
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(4) 

(5) 

v, = c„ 

(6) 

(7) 

(8) 

where x and z are the horizontal axis and the vertical axis, respectively, u and w are 
velocity in x and z direction, p is the pressure,   p is the fluid density,   v and v t the 
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molecular and eddy viscosities, c is the suspended sediment concentration, w» is the fall 
velocity of the sediment particle and the constants in these equations are set at the values 
proposed by Rodi(1980) as given as follows: 

Cu = 0.09, Cu = 1.44, C2l: = 1.92, C3i: = 1.00, a, = 1.00, a, = 1.3, a, = 1.00 (9) 

The natural frequency of seaweed is different from that of the experimental wave, so that 
the oscillation period of seaweed was set to be the same as wave's. The seaweed motion 
should be coupled from the wave motion in a strict sense, but the experimental value of 

velocity of seaweed motion are used herein. 
There is no relative velocity in the normal direction to the surface of seaweed, and it is 

given by the following equation; 
Vn=V'n (10) 

where n is a unit vector in the normal direction to the seaweed surface, V is the velocity of 
water particle and V is the velocity of seaweed motion. The values of V are given by the 
displacement of seaweed per a second in the horizontal direction. The displacement of 
seaweed in the vertical direction is assumed so small that the vertical velocity can be 
neglected. The boundary conditions at seaweed surface on the turbulent kinematic 
energy k and its dissipation rate a are the same as that at the bottom and the 
concentration is set to be zero there. Other boundary conditions are the same as 
author's(1991). 

4..3 Method of calculation 
The conditions of calculation are equivalent to that of the experiment as given in Table 1. 

Forty elements in the vertical direction are used and the number of element in the 
horizontal direction is changed from forty to one hundred twenty depended on number of 
seaweed and a fine mesh scheme is employed near the seaweed. The calculation was 
conducted to investigate the effect to the flow structure when the phase lag between the 
wave motion and the seaweed motion and the height of seaweed were changed. 

V.      CALCULATED RESULTS 
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Fig.5 Calculated steady velocity 
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Figure 5 shows a steady velocity for run 8. The wavy flow near the top of seaweed 
and the vertical circulation flow between the seaweed are seen as shown in the 
experimental results(e.g. figure 3). These values are about 20cm/sec and approximately 
the same value as the experimental one. The calculated values of vertical downward 
direction, however, are smaller than the experimental values. 

5.2 Velocity profile and suspended sediment concentration 
Figure 6(a)and(b) show the calculated results on velocity and concentration for run 6. 

The separated vortex is not seen at the wave phase when a wave crest passes over the 
seaweed and the wavy flow is only formed near the top of seaweed. So the value of 
suspended sediment concentration is still low. The suspended sediment cloud is 
transported from the offshore side to the top of seaweed, but it has little sand particle. A 
small separated vortex is formed near the top of seaweed for fig.6 (b), but the suspended 
sediment between the seaweed could not be transported to the upper layer. 
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Fig.6(a) Calculated velocity and suspended sediment concentration for run 6 
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Fig.6(b) Calculated velocity and suspended sediment concentration for run 6 
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Figure 6(c) shows the calculated results at the same wave phase as that of figure 6 (b) 
for run 8. The settling space of seaweed in this figure is two times longer than that of 
figure 6(b). Since the separated vortex grows easily in size, much suspended sediment 
are transported to upward from the bed. The results of this figure gives an evidence that 
the settling space of seaweed is very important for suspended sediment transport. 
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Fig.6(c) Calculated velocity and suspended sediment concentration for run 8 

5.3 Suspended sediment concentration 
Figure 7 shows the calculated vertical distribution of suspended sediment 

concentration averaged over a wave period, in which the number shows the distance from 
the position where the seaweed is located. The value of suspended sediment concentration 
close to the bed is lower than that of experiment, as the effects of sand ripples are not 
considered in the present calculation. The calculated results around the top of seaweed 
are close to the experimental values. 

(cm) 

(ppm) 
Suspended sediment concentration 

Fig.7 Calculated mean suspended sediment concentration for run 2 
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The suspended sediment concentration decreases lineally with increasing distance 
from the bed, whereas away from there it attains a constant value and the distribution 
pattern is concave. Also a certain level where the slope of the vertical distribution of the 
sediment concentration changes is approximately equal to the height of seaweed. 

5.4 Vorticity 
The experimental distribution of vorticity is shown in figure 8 for run 2. The vortex 

with negative sign at the preceding half period and the vorticity with positive sign at the 
next half period are seen near the top of seaweed. 
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It is thought that the vorticity with positive sign is dominant at this phase; but the 
seaweed is oscillated at the same frequency of that of water particles toward the same 
direction, and the vorticity with positive sign are produced late. The similar results are 
obtained in the present calculation(no figure). The calculated results are shown in figure 
9 for run 6. Each vorticity are combined among the seaweed, and they does not grow in 
size. 
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5.5 Coefficient of drag force 
In the present study the effect of seaweed to the flow mechanism is considered by given 

the velocity of seaweed motion to calculated mesh. The seaweed field should be considered 
as the drag force averaged in space in the field, and the estimation on the coefficient of drag 

force are very important. 
Hydrodynamic force F(t) at the each wave phase, is calculated by integrated the 

calculated hydraulic pressure along the seaweed surface, being separated into the drag 

force, and the inertia force as shown eq.(ll). 

F(t) = )-CDpAu{t)\u(t)\ + CMpV^- a (ii) 

in where u(t) is the horizontal velocity just over seaweed close to the free surface, CD is the 
coefficient of drag force, CM is the coefficient of inertia force, A and V are the reference area 
and volume, respectively. As shown by Ishida(1988), the values of CD and CM are 
assumed to be constant between the adjacent phase and eq.(ll) is solved by using the 

simultaneous equations. 
Figure 10 shows the variation of the horizontal velocity and the coefficient of drag force 

over both the seaweed and the fixed seaweed for run 2. The coefficient of drag force 
reaches the biggest value at the wave phase when the flow direction changes from onshore 
to offshore and constant value at other wave phase. Also its value over the seaweed is 
bigger than that over the fixed seaweed. The drag coefficient CD is changeable at the each 
phase, varying from the used value of horizontal velocity. The drag coefficient CD is 
generally estimated by the number of the Keulegan-Carpenter number at the wave phase 
when the wave crest or the wave trough passed over the reference point, when the drag 

force become maximum. 
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It is shown through the experiment that the wave phase lag between the seaweed 
motion and the wave motion is nl2. The wave phase lag is varied from the wave condition 
and kinds of seaweed. Figure 11 shows the relationship between the drag coefficient CD and 
K.C. number when the wave phase lag between the seaweed motion and the wave motion 
is changed from 0 to 3 nl2. With increasing the value of KC number, the value of KG 
number attains to about 5. That is similar to Ishida's results, who measured the wave force 
acting on a pile structure. 

1.5 2 
K.C. number 

2.5 

Fig. 11 Drag coefficient and KC number 

VI.     CONCLUSIONS 
The seaweed bed is made of a plastic plate which is oscillated symmetrically with the 

wave motion and the flow mechanism and suspended sediment concentration over the 
seaweed bed were investigated by an experimental approach and a numerical simulation. 
The wavy flow near the top of seaweed and the vertical circulation flow which compared 
with the scale of water depth are produced by the seaweed motion, respectively. As the 
separated vortex is formed at the middle of depth, the value of suspended sediment 
concentration reaches a constant one or increase by the turbulence kinematics energy. 
That can not be seen under the non-breaking wave. 

The turbulent calculation considered the existence of seaweed in the calculated mesh 
showed as follows: 

l)The separated vortex over the seaweed is formed later than that over the fixed 
seaweed. 

2) The value of suspended sediment concentration attains a constant value away from 
the bed. 

3) The settling space between the seaweed and the wave phase lag between wave 
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motion and seaweed motion have a major effect on the flow mechanism. 
4) The value of drag coefficient CD of seaweed estimated as the drag force is several 

times lager than that of a plate(2.01). 
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CHAPTER 305 

An Energetics Approach for Suspended Sand Transport 
on Macrotidal Ridge and Runnel Beaches 

George Voulgaris1, Travis Mason2 and Michael B. Collins2 

Abstract 

High frequency observations of hydrodynamics and suspended sediment 
concentration were acquired from the intertidal zone of a macrotidal ridge and runnel 
beach. The hydrodynamic data from the electromagnetic current meters were used to 
calculate sediment transport rates according to Bailard's (1981) energetics model. 
Additionally, suspended sediment fluxes were calculated for the period of data collection. 
The contribution of long waves, short waves and mean currents to suspended sediment 
transport was examined. Application of the energetics model suggested that suspended 
sediment is the dominant mode of transport. Further, it showed that the waves define net 
sediment transport rate and direction. However, the measurements revealed that the 
transport due to mean currents was dominant. The discrepancy between the model and 
measurements was attributed to vortex ripples which were developed in the intertidal 
zone. Bailard's model failed to predict the oscillatory mode of transport but it was found 
to predict accurately the mean mode of suspended sediment transport assuming an 
efficiency factor value of 0.021 is used in the calculations. 

Introduction 

Sand resuspension under the action of waves and currents is the primary process 
controlling seabed erodibility. Successful parameterization of this mechanism is the key 
element for the development of accurate and predictive morphological models. Presently, 
Bailard's (1981) sediment transport formula is considered one of the best theoretical 
models for time-dependent, cross-shore sediment transport (Schoonees and Theron, 1995) 
and is widely used for the prediction of changes in the coastal zone (e.g. Scott et al, 
1991). The model is based on the importance of various moments of the fluid velocity in 
determining transport rates. Previous studies examined the various velocity moments 
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under either wave (r.e.,Guza and Thornton, 1985; Russell et al., 1995) or steady current 
dominating conditions (i. e., Thornton et al., 1996). Ridge and runnel beaches, however, 
are found throughout areas with moderate wave conditions (short-fetched seas) and high 
tidal ranges (King and Williams, 1949; Orford and Wright, 1978). The combination of 
high tidal currents and moderate wave activity invalidates the assumptions of the previous 
investigators regarding the dominant forces (i.e. waves or steady currents). 

In this contribution, high frequency measurements of instantaneous currents and 
suspended sediment concentration were obtained on a macrotidal ridge and runnel beach. 
The data collected are used to: (i) examine determine the relative contributions of long 
waves, short waves and mean currents to suspended sediment transport; (ii) evaluate the 
energetics sediment transport model (Bailard, 1981) and velocity moments for macrotidal 
conditions; and (iii) calibrate the energetics model for suspended sand transport. 

Energetics Model 

Bagnold's (1966) energetics-based total load sediment transport model for streams 
has been used as a basis for the development of a model of time-varying transport over a 
plane sloping bed. The idealised equation for the total (i.e bedload and suspended load, 
<It>) time-averaged immersed weight sediment transport is given by Bailard (1981): 

Pc,4 [<\u\2u> + i^|<|t/iW] y   f tancj) L  '   ''    '        tan<|>   '   '' (1) 

<I> 
t 

+p r^[<|C?|3t?> + -itanp<|[7|5>i] 

where W is the sediment fall velocity; eb and es are the bed load and suspended load 
efficiency factors, respectively; P is the local bed slope; 4> is the angle of internal friction 
of the sediment; i is the unit vector in the down-slope, offshore (-x) direction; and U, the 
total instantaneous velocity. 

The above general model has been analysed into the cross-shore (<IX>) and 
longshore (<Iy>) components for application with random waves (Guza and Thornton, 
1985): 
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where Um is the oscillatory velocity (rms) amplitude. 8U and 6V are the steady current 
strength for the cross-shore and longshore directions defined as u/Um and v/Um, 
respectively. The most important normalised velocity moments are: 

*i (4) 

*2 ut 
(5) 

where the symbols o denote a time-averaged quantity. The velocity components are 
decomposed into an oscillatory (uosc, vosc) and a mean (u, v) part, so that: 

\U '\  = Ju2 +v2 +«2+v2+2(«   u+v   v) 
l' V    osc     osc osc        osc 

(6) 

The definitions of the remaining parameters can be found in Guza and Thornton 
(1985, see page 251, eqns 35 and 36). Briefly, an (n=l to 5) are the angles associated with 
the directional characteristics of the various flow moments, while u3' and u5* are the odd 
moments of the total instantaneous flow, integrated over the whole wave period. 
Application of the above model requires information on the moments of the instantaneous 
velocity field. 

In order to obtain a quantitative prediction of immersed weight sediment transport 
rate, values for the drag coefficient (Cf) and the efficiency factors are required. Bowen 
(1980) proposed a value of 0.005 for the drag coefficient. Here, the drag coefficient is 
determined by the flow conditions as function of the ratio zjh (Soulsby et al, 1993). The 
efficiency factors used in this model are known to depend on factors such as flow 
conditions (laminar or turbulent, steady or unsteady, etc), and the grain size characteristics 
of the sediments. A list of various suggested values is presented in Table 1. 

Author Bedload Suspended load 

Bagnold (1966), steady flow 0.13 0.010 

Bailard (1981,1982) longshore 0.21 0.025 

Bailard (1981,1982), cross-shore 0.10 0.020 

Bowen (1981), cross-shore 0.15tan<j> 0.010 

Table 1. Efficiency parameter values proposed by various investigators. 

Guza and Thornton (1985) applied field data to Bailard's cross-shore sediment 
transport model to determine the dominant terms in the bedload and suspended load 
modes. They concluded that suspended load dominates sediment transport processes and 
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Figure 1. Location of experimental site. 

that the normalised velocity moments i|/2 and 6„u3* are the most important terms, 
representing the contribution of the oscillatory and mean flow to suspended sediment 
transport, respectively. 

Bowen (1980), Roelvink and Stive (1989), and Russell et al (1996) have extended 
Guza and Thornton's (1985) work by examining the relative importance of the long, short 
period oscillations and mean flow to cross-shore suspended sediment transport. Their 
analysis was based on the assumption that the longshore currents are much smaller than 
the orbital velocities (v«Um). On the other hand, Thornton et al. (1996) presented an 
expansion of equation (1) which is based on the assumption that mean currents dominate 
the flow. 

Macro-tidal ridge and runnel beaches are found though, throughout areas with 
moderate wave conditions (short fetched seas); this, combined with the high tidal currents 
invalidates the assumptions used by the above investigators. In the present analysis the 
velocity terms of eqns (2) and (3) are examined, assuming that both waves and currents 
are of equal importance. In addition, almost all of the above studies concentrated on the 
cross-shore direction only. Due to the importance of the longshore tidally-induced currents 
found on ridge and runnel beaches it is considered appropriate that both horizontal 
components (cross-shore and longshore) should be included in the velocity moments 
analysis. 

Experimental Site - Data Collection 

The field measurements were obtained at Nieuwpoort-aan-Zee, situated some 
13km southwest of Oostende (Fig. 1), from 20th February to 4th March 1994 (Julian days 
51-63). The experimental site was outside the influence of any man-made obstructions, 
such as groynes which are typical elsewhere. The sediment is well sorted, fine/medium 
sand (mean grain size 0.183mm); at the time of the observations the average beach slope 
(tanP) was 0.012 with an intertidal zone of between 250 and 500m wide.    The 
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Figure 2. Cross-sectional profile of the intertidal zone and locations of instrument 
stations (A, B, C and D). 

experimental site exhibited typical ridge and runnel beach characteristics (Fig. 2) with up 
to five well defined ridges exposed at low tide. 

Tides in this area are semi-diurnal with a large neap to spring variation of 2.7 to 
6.5m during the deployment period. Offshore currents are characterised by elongate and 
asymmetrical tidal current ellipses, with a northeasterly directed residual flood 
displacement controlling the sub-tidal sediment transport pathways (De Moor, 1991). 

The wave climate of the area is typical of short-fetched seas with wave periods 3 
to 6s. However, typical wave periods recorded during the deployment period were between 
4 and 12 seconds with offshore wave heights of the order of 0.5 to lm. Dominant offshore 
wave direction, extracted from wave hindcasting modelling (U.K. Meteorological Office), 
is primarily from the west-southwest (23% of the time) and secondarily from the north- 
northeast (10% of the time). 

Four instrumented stations were deployed in the intertidal zone (Fig. 2). The 
instruments deployed consisted of electromagnetic current meters (Stations A, B, C and 
D), pressure transducers (Stations B, C and D) and optical backscatter sensors (OBS) for 
measuring instantaneous suspended sediment concentration (SSC, Stations C and D). The 
OBS data obtained from station C were of too poor quality to be used for analysis. 
Therefore, the results presented here are based on the data collected at Station D which 
was located in the upper mid-tidal zone and on the top of a ridge with a relatively flat crest 
(Figure 2). 

Four 2-axis electromagnetic current meters, 3 OBS sensors and a pressure 
transducer were deployed at station D. All instruments were cantilevered from a stainless 
steel pipe, set vertically into the beach sand during low water. Three of the electromagnetic 
current meters were arranged to measure instantaneous horizontal currents at three levels 
above the sea bed (21.5,48 and 108.5cm, respectively). The fourth sensor was orientated 
to measure vertical currents at 70cm above the sea bed. The OBS sensors were installed 
at elevations 9, 19 and 34.5cm above the sea bed, respectively. Data were collected when 
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the instruments were fully submerged and for consecutive time intervals of approximately 
17min, spanning flood, high water and ebb tide. The sampling frequency within each burst 
was 8 Hz. 

Sediment from the deployment area was used for the calibration of the OBS 
sensors. A temporally variable background level of "turbidity" was observed during the 
data collection period. This was due to fine material in suspension, referred t hereafter as 
"washload", coming from Nieuwpoort Harbour. To maintain uniformity in data analysis, 
the offset due to this washload was determined as the 10th percentile of the sample values 
as suggested by Aagaard and Greenwood (1995). This was the magnitude of concentration 
which corresponded approximately to a significant break in the cumulative frequency of 
signal values and best represents the separation between the background signal and 
sediment resuspension events. As Aagaard and Greenwood (op. cit.) noted such an 
approach may introduce some error in computing absolute magnitudes of sediment 
transport rates. Laboratory experiments showed that this error is less than 10%. 

Hydrody namic and suspended sediment concentration measurements were obtained 
during 3 tidal cycles on 3rd and 4th March, 1994 (Julian days 62 and 63, respectively). In 
particular, 6 data sets (runs) were collected during the flood of the morning flood tide of 
Julian day 62; 9 runs during the evening of Julian day 62; and finally 12 runs were 
collected during the morning of Julian day 63. 

Time-series of cross-shore and longshore velocity (u,v) and sediment concentration 
(c) were plotted to check data quality. Statistical descriptions of velocity and sediment 
concentration were computed (i.e mean and standard deviations). Wave characteristics 
were computed using the moments of the spectra of the pressure transducer signal after 
correcting for depth attenuation (Voulgaris, 1992). Significant orbital velocities were 
estimated from the standard deviation of each time-series (Um=(2(ua

2+v0
2))l/l). 

The total fluxes have been analysed into mean and oscillatory modes with the latter 
being decomposed further into fluxes due to incident short (gravity, subscript s) waves and 
long period (infragravity, subscript L) flow. 

u-c - u-c + u   -c     = u-c + «c-c„+w,-c, (7) osc    osc 6    i       L    L 

The mean component was calculated (by averaging the entire 17 minute record), 
and then subtracted from the record, to obtain the oscillatory component. The infragravity 
(long) component of the signal (UL, VL and CL) was calculated by applying a low-pass filter 
(cut-off frequency 0.06Hz) to the oscillatory component. The infragravity component was 
subtracted from the total oscillatory component, thus giving the gravity contribution. 

Local fluxes were calculated for each data run according to eqn. (7), for both the 
cross-shore and longshore directions and for the three elevations above the sea bed where 
SSC measurements were obtained. Measurements from the current meter installed at 
21.5cm above the sea bed were used for the local flux calculations. Oscillatory currents 
were assumed to be constant through the water column whilst a logarithmic distribution 
was assumed for estimating the fluxes due to mean currents. 
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Figure 3. Vector diagrams of mean flow in the intertidal zone (for locations see Fig. 2) 
at 1 m (top row) and 0.2m (bottom row) above the sea bed (units in m/s). 

Results 

Overview of Hydrodynamics 

In this section an overview of the hydrodynamic conditions in the intertidal zone 
is presented. This is based on observations from the whole of the experimental period. 
Typical mean flow patterns in the intertidal zone were found to be tidally-induced. Figure 
3 shows the magnitude and direction of the mean current, for a typical tide, before (-1 
hour) during and after (+1.5 hours) high water. It is evident that the dominant flow 
direction is consistently alongshore in the positive (northeast) direction. Maximum 
longshore flow occurs during the flood stage of the tide and the magnitude of the 
longshore current reduces as the tide progresses. Preliminary analysis of the hydrodynamic 
data collected indicates the this behaviour is due to bed friction which causes the longshore 
currents to lead the tidal elevation inshore. The mean cross-shore flow is generally 
offshore for all stations. An exception to this is Station B where the currents at 1 m above 
the bed are generally directed onshore. This station is located at the top of a ridge (see Fig. 
2) where the waves exhibit their maximum asymmetry, thus this onshore flow is attributed 
to onshore mass transport which is balanced by an offshore flow near the seabed. 

The wave climate in the intertidal zone exhibits a dependence on tidal stage (ebb, 
flood, see Figure 4). Local wave height is larger during the flood than during the ebb stage 
of the tide. This is more enhanced at the offshore stations C and D). This wave height 
dependence on tidal stage is the result of the interaction of the waves with the tidally- 
induced longshore currents. During flood, the currents are strongest and are directed 
toward the northeast. This results in the currents opposing the surface waves which, during 
the time of observation, were propagating at an angle towards the southwest. This 
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Figure 4. Tidal modulation of the local wave height (Hsig) for stations B, C and D (for 
location see Fig. 2). 

opposition of waves and currents resulted in an increased wave steepness. During the ebb 
stage of the tide, the current strength is significantly reduced (see Figure 3), so that the 
interaction is much lesser, leading into less steep waves. 

Velocity Moments 

The relevant flow moments to sediment transport are examined in order to identify 
the most important terms for macrotidal beaches. Following Guza and Thornton's (1985) 
approach, the field flow data collected at station D from the lowest current meter are used 
to estimate the terms of eqns. (2) and (3). 

The values of the individual terms such as i)*,, i|/2, u3*, u5*, o„, 8V and the angles 
a,,a2, a,, and a5 have been evaluated for each run during the data collection period and the 
results are shown in Figure 5. The nonlinear scalar moments t|;, and ij;2 are linked in the 
transport eqns (2) and (3) to the angles a, and a5. The moments ty, and i|/2, (Fig. 5a) are 
associated with the wave asymmetry and this is why their variation through the tidal cycles 
corresponds to the variation in the wave orbital velocity field, as discussed in the previous 
section (see Fig. 4). However, in the case of a dominant cross-shore oscillatory component, 
the angles a, and a5 in the case of a dominant cross-shore oscillatory components are 
expected to by around zero or 180degs (Guza and Thornton, 1985). In the present data set 
though a, varies between -10 and 10 degs with an average value of 5 degs (Figs 5d and e). 
The angle cc5 is around zero for the first and the last tidal cycles but achieves values of up 
to 20 degs during the second tidal cycle implying that a significant part of the oscillation 
occurs in the alongshore direction as well. However these angles are linked to the velocity 
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Figure 5. Velocity moment terms used in Bailatd's (1981) energetics sediment 
transport model (eqs (2) and (3)) as calculated from the measured current velocities 
from Station D. 

moments through their cosine which for the extreme values of 10 and 20degs for the a, 
and a5 are 0.98 and 0.94 respectively; this implies that omission of these terms will involve 
an error of 2 and 6%, respectively in the sediment transport rate attributed to these 
particular terms. 
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The relative current strength terms 6„ and 5V vary in accordance with the mean 
currents observed at the measuring station. It is characteristic that both terms are very 
important for ridge and runnel beaches reaching absolute values of up to 0.8 which is 
significantly higher than the average value of 0.01 observed by Guza and Thornton (1985). 

The terms u3* and u5* express the contributions of the total currents (mean and 
oscillatory flow) averaged over the whole wave period. In Guza and Thornton's (1985) 
studies, these were dominated by contributions from the oscillatory component of the 
cross-shore currents only. In the present study, both oscillatory and mean currents appear 
to define these moments. It is characteristic that u3* is almost constant throughout the data 
collection period, with an average value of 2.5 (standard, deviation 0.34). This value is 
larger than the theoretical one, derived either assuming a sinusoidal wave (u3*=0.42) or 
a Gaussian distribution of the wave field (u3'=0.56) with the latter being in good 
agreement with the field data collected presented by Guza and Thornton (1985). The 
increased value in the present data set is due to the strong mean flows present which 
produce an asymmetry of instantaneous flow vector during a wave cycle. The moment u5* 
exhibits significant variations throughout the three tidal cycles. 

The relative magnitudes of the bedload and suspended load sediment transport and 
of each individual term of equations (2) and (3) has been examined, assuming that 
€,.=0.025 and eb=0.20. Each sediment transport term in eqns (2) and (3) was calculated and 
then multiplied by the appropriate factor (eb/tan(j), Umes/W). The contribution of each term 
to the total sediment transport was expressed as a percentage of the total (bedload and 
suspended load) gross sediment transport rate, with the sign indicating direction of 
transport. In order to identify any differences in processes under shoaling and breaking 
waves the analysis was undertaken separately for broken (FL^/h > 0.20) and shoaling 
waves(Hms/h < 0.20). 

Component Mode Term Contribution 

Cross-shore Suspended i|/2cosa5 +55% 

6uu3* -37% 

Bedload 6u(0.5+cos2a2) + 15% 

i|j,cosa| + 4% 
Others <4% 

Longshore Suspended 8vu3* +70% 

i|/2sina5cosa5 + 17% 

Bedload 6v(0.5+sin2a2) + 16% 

V + 7% 

Others <4 
Table 2.Largest terms in energetics sediment transport eqs (2).and (3). 

The results suggested that the most important mode of sediment transport is 
suspended load both in the longshore and cross-shore; this applies to both shoaling and 
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breaking wave conditions. The most important terms within each mode of transport and 
for each direction, together with the percentage contribution to the total gross sediment 
transport rate are shown in Table 2. From these results, it can be seen that suspended load 
accounts for more than the 80% of the gross sediment transport rate. Thus it can be argued 
that equations (2) and (3) can be simplified with significant predictive accuracy to: 

<I> 
W 

•(i|/2cosoc5 + bu'u3 *) (8) 

and 

</> 
y s 

P-C/U:-es 

W 

for the cross-shore and longshore 
directions, respectively. 

Suspended Sediment 
Fluxes 

Local suspended sedi- 
ment fluxes from station D and 
for the lower elevation (9 cm) of 
SSC measurement are shown in 
Fig 6 for the cross-shore 
direction. Mean cross-shore, 
suspended sediment fluxes 
dominate; they are directed 
consistently offshore with 
maxima occurring at the 
beginning and the end of the tidal 
cycle, in shallow water depths 
where the local resuspension 
processes are more significant. 
The absolute values of the mean 
fluxes are an order of magnitude 
greater than the oscillatory ones 
due to gravity and/or infragravity 
motions. Gravity fluxes are 
inconsistent; they are directed 
offshore during the first data 
cycle, whilst during the second 
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to an onshore flux. Finally, 
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Figure 7. Comparison of measured, depth-integrated immersed weight suspendended 
sediment transport rats with the terms of eqs (2) and (3). (a) Mean mode of suspended 
sediment transport (cross-shore, <IX> and longshore <Iy> data superimposed), (b) 
Oscillatory mode of transport (cross-shore only). 

sediment transport during the flood; during high water the flux is directed offshore and 
turns again to onshore at the last stage of the ebb tide. The contribution of the infragravity 
motions is comparable to that of the gravity waves, with the main characteristic being that 
when the infragravity flux is of any significance it is always directed offshore, in other 
cases its direction is variable. 

Longshore local fluxes (not shown here) are dominated also by the mean fluxes. Both 
mean and net fluxes are northeasterly (i.e. towards the Netherlands). Gravity fluxes 
although an order of magnitude smaller than the mean, contribute to a northeasterly 
sediment transport in the direction of wave approach. However, infragravity motions, 
which result in a southwesterly transport during the first tide, exhibit a variability in 
direction during the second tidal cycle whilst during the last tidal cycle contribute to a 
northeasterly transport during the flood and a southwesterly flux during the ebb. 

Modelling Suspended Sediment Transport 

Depth-integrated values of immersed weight suspended sediment transport rates 
were obtained by box integrating the measured local suspended sediment fluxes (Voulgaris 
and Collins, 1996). The lower and upper limits for the integration were the sea bed and 
0.5m above the sea bed, respectively. The general patterns observed in the local fluxes 
analysis were present in the depth-averaged sediment transport rates. 

The terms describing sediment transport due to mean currents for both the cross- 
shore (2nd term in eq. (8)) and longshore directions (eq. (9)) have been combined and 
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plotted against the predicted mean depth-integrated flux in Figure 6a. A very good 
agreement was found with a correlation coefficient of 0.87. The efficiency factor (e^ was 
determined by regression analysis and was found to be 0.021. The oscillatory component 
(which is dominated by the gravity mode) of the measured cross-shore suspended sediment 
transport is plotted against the 2"d term of eq (8) in Figure 7b. There, it can be seen that the 
correlation is poor; the model always predicts onshore transport due to the waves while 
the measurements revealed periods of offshore sediment transport. This discrepancy is 
believed to be due to the presence of vortex ripples which can reverse the sediment 
transport direction near the bed (Vincent and Green, 1990). Visual observations, during 
low water, identified ripples with height 0.7cm and wavelength 8.5cm. These were 
asymmetrical in shape, directed offshore, with curved crests characteristic of ripples 
occurring under the co-existence of waves and currents. Application of the Wiberg and 
Harris (1994) model for the period when the intertidal zone was inundated suggested the 
existence of ripples with height of the order 3 to 5 cm and wavelength 10 to 20cm. The 
inconsistency between the modelled and visually observed ripple dimensions is attributed 
to the fact that the latter observations were undertaken during low water when the ripples 
were washed and flattened out by the swash zone. 

Conclusions 

In the mid-tidal zone of a macrotidal ridge and runnel beach, under mild 
conditions, both steady (tidally-induced) and oscillatory currents are equally important for 
the resuspension of sediment. Their importance is expressed not only in terms of their 
absolute magnitude but also in terms of wave-current interaction. 

Suspended sediment transport is dominated by the mean currents 

Bailards (1981) energetics model appears to predict suspended sediment transport 
due to mean currents quite accurately. However, it fails to predict suspended sediment 
transport due to wave-induced orbital velocities; this is probably due to the presence of 
vortex ripples. 

The efficiency factor for suspended sediment transport and for the mean mode of 
transport was found to be 0.021. 
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CHAPTER 306 

Field Tests of 
Suspended-Load Transport Theories 

Used in Numerical Models 

Thomas E. White 1 

Abstract 

Surfzone optical-backscatter measurements were conducted at a long, straight 
sandy beach near Colorado River, Texas, in order to test velocity-based theo- 
ries for predicting suspended-load sediment transport. Statistical methods were 
applied that provided estimates of theory performances, independent of any cal- 
ibration or tuning of the model coefficients. The models of Ackers and White, 
Bowen, and Roelvink and Stive showed trends opposite that of the data (increas- 
ing transport estimates as measured transport decreased). The Bailard model 
performed very well in the cross-shore, explaining both the trends in transport 
and most of the variance, as determined by correlation coefficients. Bailard's 
model did not explain most of the variance in the longshore data, but compari- 
son of the model's performance with other datasets show good correlation in the 
longshore. When the original coefficients in the unidirectional-flow-based Ackers 
and White model are used, very low transport estimates are produced. This sug- 
gests that this empirical model that was calibrated for unidirectional flows should 
not be used in coastal areas without considerable recalibration of the coefficients 
using high-quality datasets. 

Introduction 

A series of tests of sediment-transport theories has been performed with different 
data sets for different transport types: 

• Bedload theories were tested with small-scale tracer experiments (White, 
1987). 

'Coastal  Engineering  Research  Center,   USAE  Waterways  Experiment  Station,   Attn: 
CEWES-CD-P, 3909 Halls Ferry Road, Vicksburg, MS 39180-6199, USA 
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Figure 1: Areas of deployment of each gage type. Gage platforms are not to scale, 
but for visualization are drawn very large relative to the jetties. The lasers were 
replaced by micro-OBS gages for bedload. 

• The Shore Protection Manual (1984) equation for total longshore transport 
was tested with large-scale tracer and suspension-trap experiments (White 
and Inman, 1989). 

• Both approximate and exact versions of the SPM longshore-transport for- 
mula were tested against each other with surfzone optical-backscatter ex- 
periments (White, 1994). 

• This paper tests several suspended-load transport equations with optical- 
backscatter experiments. 

Comprehensive arrays of 43 sensors were deployed to measure waves, currents, 
tides, and sediment transport at a long straight beach with gently-sloping plane 
parallel contours near a river outlet, Colorado River, Texas (Figure 1). 

This project of monitoring the behavior of the jetty system had several ob- 
jectives. One was to identify and quantify the sediment budgets for the differ- 
ent parts of the system, in order to evaluate the performance of the sediment- 
management system of jetties, weir, and dredging (King and Prickett, 1997). 
Another was to evaluate longshore-transport formulas in the Shore Protection 
Manual (1984) by comparing the measured longshore sediment transport with the 
transport estimated from the offshore wave data and the SPM formulas (White, 
1994). The topic of this paper is testing suspended-load transport theories at a 
point, in order to find the best ones to use in numerical models. This paper will 
describe only the results of this final objective. 
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Tests of sediment-transport theories can be performed in two very different 
means on two vastly different scales. Whether to test sediment-transport equa- 
tions used in numerical models by making measurements at one point ("micro- 
scale") or by comparing the models' predictions of topographic change with mea- 
sured topography ("macro-scale'') is an ongoing debate. Since the main use of a 
transport theory is in a numerical model to determine changes in beach topogra- 
phy, one approach is to compare measured topographic change with the changes 
predicted from each numerical model (Schoonees and Theron, 1995). However, 
this method incorporates all error sources (e.g., grid spacing, coefficients' calibra- 
tion, "skill'' of the modeler, etc.) and cannot separately evaluate the transport 
theory used in the numerical model. It is possible in individual tests that these 
other factors have more effect than the particular theory that is in the model. 

When detailed tests are made of total-load (macro) transport theories, such 
as the Shore Protection Manual's (1984) well-known longshore-transport formula, 
the error bars are huge and often larger than the measurements, so that high- 
confidence objective conclusions can often not be reached (White, 1994; Schoonees 
and Theron, 1994). 

A third problem encountered in testing models with the "macro-scale" method 
is that individual vertification tests invariably test only one model against one set 
of data. Schoonees and Theron (1995) point out: "Without direct comparative 
prototype tests the final conclusion as to which are the better models in practice 
cannot be given." 

In this paper, such a direct comparative prototype test is outlined. This 
approach is to test each theory against transport measured at a single horizontal 
location. The theory used in the numerical model, not the model itself, is tested. 

Experimental Methods 

Several state-of-the-art instruments were deployed: an offshore trawler-resistant 
Directional Wave Gage (DWG), a puv gage of colocated pressure and current 
sensors, Optical Backscatter Sensors for suspended-sediment concentrations, elec- 
tromagnetic current meters for velocities, a new cable with internally imbedded 
pressure sensors for surfzone waves, and Acoustic Doppler Current Profilers for 
inlet currents and sediment flux. 

The surfzone transport was measured by cross-shore integration of the point 
measurements from three synoptic multi-sensor platform arrays of Optical Back- 
scatter Sensors (OBSs) (Downing, Sternberg, and Lister, 1981) and Electromag- 
netic Current Meters (ECMs), sonars, and pressure sensors. Figure 1 shows a 
plan view of the site with various platforms of gages drawn in the general areas 
where they were deployed. The sediment concentration was measured with 0BS2 
optical backscatter sensors, which were each calibrated in a flow tank over a wide 
range of transport values. The sand from the site was sampled prior to each 
experiment and generally had a median size of 130 microns, with a size distri- 
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bution that was always single-peaked. The sand from the site was used in the 
laboratory to calibrate the sensors over a wide range of transport values (from 1 
to 300 grams per liter), both prior to and after each of the three experiments. 

The currents were measured with standard 1-inch diameter Marsh-McBirney 
electromagnetic probes, calibrated just prior to use. Pressure sensors were used 
to determine the range of vertical integration for each platform, and also times 
when uppermost sensors were out of the water and thus not to be used. 

The sediment transport is the direct integration of the product of these two 
types of calibrated-sensor outputs, as measured in the surfzone: 

i = (ps- p)gN0 /   u{x,z)c(x,z)dz (1) 
Jo 

where i is the sediment transport at one horizontal location, p„ is the sediment 
density, p the fluid density, g the acceleration of gravity, N0 the solids density 
(one minus porosity), u the fluid velocity, c the sediment concentration, and the 
integral is taken over the vertical surf depth. 

The above integration is first accomplished in the vertical at each platform 
location by vertically integrating the values of concentration c, longshore velocity 
v, and vertical range z. See White (1994) for more details. It is important to 
note that the vertical integration is performed at each time step of 0.2 seconds, 
and is thus "unaffected by phenomena with longer time periods, such as bursts of 
sediment out of the boundary layer. Each sensor measures at one instant, and all 
the instantaneous products of c, v, and z are vertically summed before moving to 
the next 0.2s time step. 

Theoretical Methods 

Theories for computing suspended-sediment transport were obtained via an 
extensive literature search of several hundred modeling documents (Drake and 
White, 1995). Five were found to be unique formulas of point transport. Other 
theories are either variations on these five types, or are not testable with "point" 
transport measurements. Such other models include (1) diffusion-based theories 
such as Smith (1977), Grant and Madsen (1979), and Glenn and Grant (1987); 
(2) the two-layer model of Dally and Dean (1984), and (3) the eddy-viscosity 
model of Deigaard et al (1986). 

The following variables are found in common to many suspended-load theories: 
i is the local immersed-weight sediment transport, 
p is fluid density, p, is sediment density, 
Cf is a friction coefficient, 
e, is a suspended-load efficiency, et is a bedload efficiency, 
W is sediment fall speed, 
u is the fluid velocity, 
<j> is the sand's angle of internal friction (related to grain size), 



3966 COASTAL ENGINEERING 1996 

h is depth, H is wave height, T is wave period, 
g is the acceleration of gravity, 
/3 is the beach slope angle, 
i is the unit vector in the offshore direction, 
x is the cross-shore spatial coordinate, and y is the longshore coordinate. 

The value always used for the suspension efficiency was the 0.025 best-fit value 
found from several experiments, as published by Bailard (1981). A consensus in 
the literature was reached for a friction coefficient c/ value of 0.007, since to one 
significant figure, this was the value determined by both Thornton (1970) and 
Bailard's (1981) experiments. 

Three of the models we tested are based on Bagnold's (1966) derivation for 
both bedload and suspended load in streams. Bagnold's basic concept was that 
the transport uses a fixed fraction of the available stream power. The derivation 
of Bagnold's transport relation, along with all of the assumptions may be found 
in Drake and White (1995). 

(1) Bowen's (1980) suspended-load model expands Bagnold's basic stream- 
transport relation using two velocities, an oscillatory and a steady component. 
Assuming the oscillatory velocity dominates, the formula is expanded in a series 
and the terms retained yield: 

<0 = ^iHtfa) + &<|a|')J t 
w (2) 

(2) Bailard (1981) worked on this problem at the same time as Bowen and 
independently derived a similar suspended load model. Again expanding in a 
series and retaining terms yields: 

(D-^W^IH') (3) 

As opposed to Bowen, the reason for the efficiency es appearing again in the 
second term is based on interpretations of Bagnold's claims regarding whether 
power is contributed through an efficiency factor. For most applications, there is 
no practical import as to whether /? or tan/? is used, since the slope is usually 
small. 

(3) Roelvink and Stive's (1989) transport model contains transport from 
two different mechanisms. The stream-power based transport follows the work 
of Bagnold, Bowen, and Bailard. But they also include transport caused by 
turbulence from breaking waves: 

(Z) = /*/^[(l*|3tf) + ^] W 

where Kx = /3d{kt[exv(h/Hrms) - l]"1}3/2 

(4) Larson and Kraus' (1989) cross-shore transport model extends the 
energy-dissipation model of Kriebel and Dean (1985) to predict total cross-shore 
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transport. They add an empirical criterion that determines the sign of the trans- 
port as either bar growth (offshore transport) or berm growth (onshore transport). 
Various datasets were used to determine an empirical dividing line between these 
cases. The resulting model, which forms the basis for CERC's SBEACH cross- 
shore numerical model is: 

w--^{"[f£]'-^} <*-/** E-Eeq + ^- Sp dh 
~Kdl (5) 

when the rate of energy dissipation is greater than that for an equilibrium beach: 
E > Eeq — ^•^,, and zero otherwise. 

Ho is the deep wave height, T the period, W the grain fall velocity, and dh/dx 
is the beach slope. M, K, and ep are empirical constants. The quantity in the 
first set of brackets is used solely to determine the direction of transport, with 
M the empirical constant dividing their cases of onshore and offshore transport. 

The energy dissipation is follows the work of Dean. The dissipation in general 
and the value for the equilibrium beach are: 

where •ji, is the ratio between wave height and depth, and A is the profile shape 
parameter. 

Note that the Larson and Kraus model requires substantially different mea- 
sured quantities than the other models. Not only are wave heights and periods 
used, but their variation across the surf zone must be known. 

(5) Ackers and White's (1973) river-transport model was not originally 
developed for or intended for use in an oscillatory flow. However, it has been 
adapted for use by the Coastal Engineering Research Center for use in modelling 
the fate of offshore dredge dumps. The fate of these dumps is thought to initially 
be governed primarily by currents rather than waves. Hence this model was used, 
and is now being applied to other situations where there is a strong unidirectional 
(current) component, such as at inlets. Since this model is seeing so many uses 
in the coastal region, it was included in this testing program. 

The unidirectional transport in the original paper is modelled as: 

Some of the final parameters, such as depth h and density p cancel. What remains 
are sediment parameters (density p3 and size D) and fluid parameters (p, a velocity 
in the direction of transport u, and a friction velocity w» = y/cjur). The velocity 
UT is the total velocity, and the velocity u is the velocity in the direction of 
transport. So in the cross-shore case, the appropriate instantaneous velocities are 
the one that appears twice in the numerator, w = u (u being the instantaneous 
cross-shore velocity) and M, = y/cj(u2 + t>2)0,5 in the denominator. 
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The remaining parameters are four 'numbers' used in the model. Cg is a 
function of grain size determined by fitting to Ackers and White's original data 
set: 

logCff = 2.86 log D, - (logD.)2 - 3.53; D, = D 9JP> ~ P) 
pu2 

1/3 

where D„ is a dimensionless grain diameter. The exponent m is another empir- 
ically fit number m = 9.66DJ1 + 1.34, as is Aa = 0.23D^1/2 + 0.14. For fine 
to medium sediments (suspension) the mobility number F, is the square root of 
Shields' number: 

[gD{p, - p)p/» 

G« is the so-called transport parameter into which are lumped all the empirical 
numbers. 

Statistical methods 

Methods were developed to objectively judge theory performance (White, 1987). 
The degree of success of the developed theories can be judged by computing 
correlations between predicted and measured variables by objective statistical 
techniques. A simple linear regression is performed between measured transport 
(y) and transport predicted from the models (x): 

y — mx + b; r = m—- (7) 
av 

where r is the correlation coefficient and a is the standard deviation using N 
weighting. Negative values represent anti-correlation. The r2 values are the 
fraction of the total variance in the data explained by the method. 

For a selected level of confidence, say 90%, confidence limits can be computed. 
Since the correlation r is not a Gaussian function, it must first be translated 
into a variable that is Gaussian in order to compute confidence limits. The 
upper confidence limit is: w+ = w + Z/JN(N — 3) where Z comes from the 
cumulative normal (Gaussian) distribution tables. The lower limit is computed 
likewise, except there is a + instead of — before the fraction. The quantity w 
is from a theorem that determined w is a Gaussian function of the correlation 
r: w = tanh-1 r. The confidence limits allow us to state how confident we are 
that one theory performs better than another theory. Once translated back into 
r-space via the inverse of the above equation, we obtain a range of correlations 
for each theory. If the ranges in correlations r for one theory's performance 
do not overlap the range computed for another theory's performance, then we 
may conclude at the specified level of confidence that the theory with the higher 
r values performs better than the one with lower values.   The reason for this 
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exercise is to show that random variation in small amounts of experimental data 
have not, by chance, provided an incorrect conclusion. The percent confidence 
specifies the probability that such incorrect conclusions have not occurred. 

The statistical methods separate the issues of calibration and testing. Corre- 
lation coefficients determine the degree of success of each theory without cal- 
ibrating to the data; confidence intervals determine which theories are better 
than which other theories; regression slopes determine appropriate coefficients 
for each of the theories, independently of the quality or goodness-of-fit issue. 

Results 

Experiments were performed over a two-week period in January 1992 over greatly 
varying wave conditions. Each experiment consisted of measurements taken each 
fifth of a second. The vertically integrated transports were then averaged over 
the recording time for the experiment, typically one to three hours. This dataset 
consisted of 81 such cross-shore transport and 36 longshore transport experiments. 

Unfortunately, we encountered practical problems when using two of the five 
theories. The Larson and Kraus theory requires somewhat different data than 
the others: considerable information about wave height and period, and also 
cross-shore variation in these quantities. The original project had the purpose 
of measuring transport rates and of testing velocity-based theories. Thus such 
detailed wave information was not computed in the original dataset. Future work 
is planned to compute these quantities in order to test this theory. 

The Ackers and White formula was used but produced extremely small val- 
ues of transport, by several orders of magnitude. Numerous independent checks 
of the testing program failed to reveal any programming errors. Another possi- 
bile explanation is that we are incorrectly surmising how to compute the different 
velocities required by this unidirectional-flow theory. Of course, it is also quite 
possible that the results are correct and suggest that such a unidirectional-flow 
theory was not intended for and should not be used in oscillatory flow. Since we 
encountered such low values in these cross-shore computations, we did not con- 
tinue testing this theory with longshore data. Thus their theory does not appear 
in Table 3. 

Correlations between theories and measurements were computed over each 
time period and are listed in Tables 1 and 2 for cross-shore transport and Table 
3 for longshore transport. Confidence limits were also computed in order to 
determine how confident one can be of conclusions that one theory performs 
better than another. 

Modifications to the theoretical transport equations may be extracted from 
Tables 1, 2, and 3. The slope m could be used to modify the theory's empirical 
coefficient or the friction coefficient cj, provided a y-intercept were also added 
to the equation. So one might compute i from the original formula, and then 
inew = mi„id + b. 
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Table 1:  Correlation of Theoretical and Measured CROSS-SHORE Transports 
for the OUTER Surf Zone 

Method being 
correlated with 
measured transport: 

Measured Roelvink Ackers 
Transport   Bowen Bailard and Stive      and White 

(1980)   (1981)      (1989) (1973) 

p Mean, dynes/(cm-s) 
a Standard 
Deviation, dynes/(cm-s) 
m, Regression Slope 
b, Intercept, dynes/(cm-s) 
r, Correlation Coefficient 
r2 

Lower 90% Confidence Limit for r 
Upper 90% Confidence Limit for r 

Outer surf, top water column 
(number of experiments, N = 15) 

-3833.   6178.4    -291.9      2062.5       .00003096 

8388. 16373.6 776.2 3395.1 .00008103 
-.4612 10.2 -2.2 -93015000. 
-983.7 -854.1 778.9 -953.7 
-0.900 0.945 -0.905 -0.899 
0.810 0.893 0.819 0.808 
-0.921 0.930 -0.925 -0.920 
-0.874 0.957 -0.880 -0.873 

fi Mean, dynes/(cm-s) 
a Standard 
Deviation, dynes/(cm-s) 
m, Regression Slope 
b, Intercept, dynes/(cm-s) 
r, Correlation Coefficient 
r2 

Lower 90% Confidence Limit for r 
Upper 90% Confidence Limit for r 

Outer surf, mid water column 
(number of experiments, N = 15) 

-3833.      181.5     -83.5        303.9     .000000982 

8388. 221.1 162.7 301.2 .000001599 
-19.9 50.7 -12.7 4192780000. 
219.3 397.8 13.8 1008.9 
0.525 0.983 -0.455 -0.799 
0.276 0.966 0.207 0.638 
0.608 0.978 -0.547 -0.352 
0.430 0.987 -0.352 -0.750 

ft Mean, dynes/(cm-s) 
a Standard 
Deviation, dynes/(cm-s) 
m, Regression Slope 
b, Intercept, dynes/(cm-s) 
r, Correlation Coefficient 
r2 

Lower 90% Confidence Limit for r 
Upper 90% Confidence Limit for r 

Outer surf, bottom water column 
(number of experiments, N = 15) 

-3833.       40.4      -21.8 151.0      .000000219 

8388. 55.2 40.5 157.9  . 000000289 
-129.7 203.4 -45.3 27350800000. 
1411.8 595.5 3005.1 1168.6 
-0.854 0.982 -0.852 -0.942 
0.729 0.964 0.726 0.887 
-0.884 0.977 -0.882 -0.954 
-0.817 0.986 -0.814 -0.926 

The computed statistics are reported with far more significant digits than the 
method justifies, in order to retain digits until the rounding of the final result. 
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Table 2:  Correlation of Theoretical and Measured CROSS-SHORE Transports 
for the MIDDLE and INNER Su •f Zone 

Method being Measured Roelvink        Ackers 
correlated with Transport    Bowen   Bailard and Stive and White 
measured transport: (1980)     (1981) (1989)        (1973) 

Mid surf, top water column 
(number of experiments, N = 8) 

H Mean, dynes/(cm-s) -24000.     3229.4   -2456.2 1173.7 
a Standard 
Deviation, dynes/(cm-s) 12177.    4172.0    3252.4 1303.7 
m, Regression Slope -1.674      2.038 0.525 
b, Intercept, dynes/(cm-s) -18595.2 -18994.6 -24616.5 
r, Correlation Coefficient -0.573      0.544 0.056 
r2 0.328      0.296 0.003 
Lower 90% Confidence Limit for r -0.723      0.335 -0.202 
Upper 90% Confidence Limit for r -0.372      0.702 0.307 

Mid surf, bottom water column 
(number of experiments, N = 8) 

H Mean, dynes/(cm-s) -24000.     3220.2   -2092.6 1498.7 
<r Standard 
Deviation, dynes/(cm-s) 12177.    3521.5     2986.0 1072.3 
m, Regression Slope -2.208       2.096 0.932 
b, Intercept, dynes/(cm-s) -16890.8 -19614.5 -25397.4 
r, Correlation Coefficient -0.638      0.514 0.284 
r2 0.407       0.264 0.081 
Lower 90% Confidence Limit for r -0.768      0.298 0.680 
Upper 90% Confidence Limit for r -0.457       0.680 0.503 

Inner surf, mid water column 
(number of experiments, N = 20) 

H Mean, dynes/(cm-s) 1275.     1024.4         44.9 1188.4 
a Standard 
Deviation, dynes/(cm-s) 8076.     1212.8      532.1 1235.5 
m, Regression Slope 2.775     13.800 3.575 
b, Intercept, dynes/(cm-s) -1567.7      655.9 -2973.4 
r, Correlation Coefficient 0.417      0.909 0.547 
r2 0.174       0.826 0.299 
Lower 90% Confidence Limit for r 0.341      0.892 0.482 
Upper 90% Confidence Limit for r 0.488      0.923 0.606 

The computed statistics are reported with far more significant digits than the 
method justifies, in order to retain digits until the rounding of the final result. 
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Table 3: Correlation of Theoretical and Measured LONG-SHORE Transports 

Method being Measured Bowen and Bailard 
correlated with Transport (same model in 
measured transport: the longshore) 

Mid surf, top water column 
(number of experiments, N = 8) 

/i Mean, dynes/(cm-s) -48350. -3810.0 
a Standard 
Deviation, dynes/(cm-s) 18563.3 3714.2 
m, Regression Slope 2.205 
b, Intercept, dynes/(cm-s) -39950.3 
r, Correlation Coefficient 0.441 
r2 0.194 
Lower 90% Confidence Limit for r 0.209 
Upper 90% Confidence Limit for r 0.626 

Mid surf, bottom water column 
(number of experiments, N = 8) 

H Mean, dynes/(cm-s) -48350. -3796.4 
a Standard 
Deviation, dynes/(cm-s) 18563. 3370.2 
m, Regression Slope 2.549 
b, Intercept, dynes/(cm-s) -38674.7 
r, Correlation Coefficient 0.463 
r2 0.214 
Lower 90% Confidence Limit for r 0.235 
Upper 90% Confidence Limit for r 0.642 

Inner surf, mid water column 
(number of experiments, N = 20) 

fi Mean, dynes/(cm-s) 11,505. 736.9 
a Standard 
Deviation, dynes/(cm-s) 10,792. 761.7 
m, Regression Slope 9.417 
b, Intercept, dynes/(cm-s) 4564.8 
r, Correlation Coefficient 0.665 
r2 0.442 
Lower 90% Confidence Limit for r 0.613 
Upper 90% Confidence Limit for r 0.712 

The computed statistics are reported with far more significant digits than the 
method justifies, in order to retain digits until the rounding of the final result. 
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Table 4: Correlations between Model Predictions and Measured Transport 

Bowen Bailard Roelvink Ackers 
(1980) (1981) & Stive & White 
 (1989)      (1973) 

January 1992: 81 Experiments for Cross-Shore Transport 
r for outer surf, upper water column 
r for outer surf, mid water column 
r for outer surf, bottom water column 
r for mid surf, upper water column 
r for mid surf, lower water column 
r for inner surf 

r for mid surf, upper water column 
r for mid surf, lower water column 
r for inner surf 

0.900     0.945 -0.905 -0.899 
0.525     0.983 -0.455 -0.799 
0.854     0.982 -0.852 -0.942 
0.573     0.544 0.056 
0.638     0.514 0.284 
0.417     0.909 0.547 

for Long-Shore Transport 
0.441     0.441 
0.463     0.463 
0.665     0.665 

All the correlations between models and data are summarized in Table 4. 
Note that many correlations are negative. This means that the trend in the 
theoretical predictions are opposite the trend in the data. (As measured transport 
increases, predicted transport decreases.) It does not mean that the direction of 
the predicted transport is opposite that of measured transport. 

Conclusions 

Conclusions about model performances can be made from the correlations in 
Table 4. For the 6 groups of 81 surfzone experiments of 1 to 3 hours length each: 

1. The Bailard model performs very well in the cross-shore, predicting most 
of the variation in cross-shore transport. 

Mean r = 0.81 and mean r2 = 0.70 (Explains 70% of the variance) 

2. The Bowen model and the Roelvink & Stive model do not predict most 
of the variation in cross-shore transport, and frequently predict the wrong 
trend (e.g., predicted transport increases as measured transport decreases). 
The only significant difference between the Bowen and Bailard models is a 
appearance of the suspended-load efficiency coefficient in the second term, 
caused by different interpretations of Bagnold's original work on this point 
by Bowen and Bailard. The results of this study are strong evidence that 
Bailard's interpretation is correct. 

Bowen: mean r = - 0.52 and mean r2 = 0.45 (45% of the variance) 
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Roelvink & Stive: mean r = - 0.22 and r2 = 0.36 (36% of the variance) 

3. The Ackers and White model performs strangely. Using the coefficients 
provided in their original publication and making our stated assumptions 
about how to compute the velocities, results in extremely low values of 
transport. Results show strong anti-correlation with the data. The most 
likely explanation of the anti-correlation is some local circulation pattern 
at the outer surf platform, since some of the other models also exhibit this 
anti-correlation result at that site. 

Mean r = 0.88 and mean r2 = 0.77 (Explains 77% of the variance) 

4. The Bowen model and the Bailard model (identical in the longshore) model 
do not predict most of the variation in longshore transport. 

Mean r = 0.52 and mean r2 = 0.28 (Explains 28% of the variance) 

Knowledge of the performance of this model in the longshore is by no means 
conclusive. Thornton reports in meetings for the Delilah/Duck94 surfzone 
experiments, that performance levels are similar to what we found here. 
But we have also tested this model in the longshore against numerous other 
Shore Protection Manual-type formulas and also other velocity-based for- 
mulas in another study using Nearshore Sediment Transport Study sand- 
tracer data at Santa Barbara, California (White and Grandon, draft). In 
that study this model performed excellently, with correlations around 0.9. 

In another study, the main factor not included in these equations that was 
found to improve local estimates of transport, was inclusion of a sediment threshold- 
of-motion criterion (White, 1987; White, 1989). In comparing predictions of dif- 
ferent local bedload transport theories with transport measured by sand tracer, 
it was found that agreement on direction of transport improved from 70% to 100% 
of the experiments, once a threshold criterion was added to the theory. We have 
included threshold subroutines in our testing program and plan to apply such 
criteria to these suspension models and report the results in a followup paper. 
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CHAPTER 307 

Shore Protection Studies for Ras-EIbar, Egypt 

John B. Herbich1, Fellow ASCE, Abd-Elfattah Elfiky2, Abd-Elmohsen Elmongy3 

Ali Elbahrawy4, Gamal Elsaeed5, Member ASCE 

Introduction and Background of the Coastal Changes Along the Northern Coast of 
the Nile Delta 

The northern coastline of the Egyptian Nile Delta extends some 280 km 
from a point 30 km west of the City of Alexandria to 30 km east of the City of 
Portsaid. The coastline is considered to be in a state of continuous change under 
the action of sea waves and currents. 

Over the years the River Nile and its two main branches, Damietta and 
Rosetta, supplied large volumes of sediment from the mouth of these branches to 
the sea. This large volume of sediment exceeded the loss of sediment caused by 
wave and current action; thereby providing natural beach protection and excess 
sediment to the Nile Delta. 

Construction of the Aswan Nile Dam significantly reduced the volume of 
sediment deposited along the Nile Delta shoreline causing severe erosion. The 
erosion started after construction of the first Aswan dam, the development of 
other dams, and the increasing diversion of the river water for irrigation purposes. 
After closing the Aswan High Dam in 1966, erosion along the Delta coastline 
accelerated considerably, resulting in loss of several beaches and blockage of 
estuaries and navigation channels because of accreting sediment and flooding of 
coastal villages. The erosion had a severe effect on the nearby agricultural areas 
because of salt water intrusion affecting these areas. 
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A successful shore protection management plan must be developed for the 
next twenty years. 

Available Data and Description of the Ras-Elbar Area 

Ras-Elbar is located at the Damietta branch mouth of the Nile. This 
popular resort beach has declined severely over the past twenty years due to 
extensive erosion. Many hectares of beachfront property have been lost since 
1965 and erosion is continuing. 

The Ras-Elbar area is only five kilometers away from the new Port at 
Damietta. The development of the port facilities, related industries and new town 
development will have a significant economic impact upon the coastal erosion at 
the Ras-Elbar area, and will affect tourism and industrial development in the area. 

The Damietta branch of the River Nile was developed during the tenth 
century. The Nile sediments, directed toward the west and east sides of this 
branch, developed this area by wave action. The old maps show that the Ras- 
Elbar-Damietta promontory advanced about three kilometers in the period 
between 1800 and 1900. At present, the coast is retreating due to sediment supply 
cut off since 1966 and the permanent closures of the Faraskour Dam some 20 km 
south of the mouth. Since 1966 erosion has been quite active in this area. The 
average retreat of the Ras-Elbar Peninsula had been about 30 m/yr before the 
construction of the western jetty in 1941. This jetty has stabilized the northern 
part of the Ras-Elbar shoreline, although the rest of the coast continued to erode 
with a diminishing rate for a distance of 3 km west of the jetty. 

In 1970 a series of three short groins were constructed to protect the 
eastern part of the resort. In 1982 two Dolosse embankments between groins 1 
and 2, and 2 and 3 were constructed. The Ras-Elbar nearshore region showed 
continuous deepening of the water depth and steepening of its underwater shore 
slope. 

Mathematical Studies and Procedure 

Computer hardware. The computer used in this study was an IBM 486 
DX2 with a 66 MHz clock speed, a 16 MB RAM memory, a 240 MB hard drive 
memory and a math co-processor. A Hewlett Packard Laser Jet IV P printer and 1 
7475A plotter were used. A Numonics 1.0 x 1.20 m digitizer was used to digitize 
the Ras-Elbar area drawings. The above equipment was proven to be reliable 
within the range of this study. The average CPU time was 2 hours. 

Phases of this study. This study was conducted for the purpose of 
establishing and examining protection plans for the Ras-Elbar area coastline and 
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to determine their long-term impact on the shoreline and the volume of sediment 
transported. 

The study was conducted in four main phases. The first phase established 
the behavior of the initial shoreline subject to the design wave and served as a 
base reference. 

The second phase studied the effect of a system of detached breakwaters 
on the behavior of the shoreline under the same wave climate conditions. The 
system proposed by Delft Hydraulics in 1987 was examined for comparative 
purposes. 

The third phase studied the effect of a system of groins on the behavior of 
the shoreline having the same wave climate conditions. 

Finally, the fourth phase evaluated the effect of a combined system of 
detached breakwaters and groins on the behavior of the shoreline under the same 
wave climate conditions. All computer runs were conducted for three wave 
directions. 

Simulation Procedure and System Setup. The procedure was as follows: 

1. The shoreline data were digitized using the Autocad release 11.0 with 
a digitized accuracy of 4.16 m. The digitized data were analyzed and 
extracted using the Quick surf-Cad based program, and the shoreline 
digitized data were prepared as DXF file. Ras-Elbar shoreline was 
digitized using Drawing No. 2 prepared by Tetra Tech Inc. 

2. The wave data were prepared using the Coastal Research Institute 
(CRI) and the Suez Canal Authority (SCA) data recorded over various 
periods of time. 

3. A computational program (GENESIS) (Gravens and Kraus 1992) was 
used to conduct the required simulation. This program was developed 
by Hanson and Kraus (1982). 

Two major tests were conducted: 

1. Conducting sensitivity and error analysis runs: 
The changes in the output resulting from the intentional change in the 
input were examined to determine the limitations of different 
variables. To produce quality results, a knowledge of the sources of 
errors is important. 

2. Conducting sensitivity analysis runs: 
Compromise between the efficiency and accuracy of the numerical 
code while maintaining its stability. To achieve the stability analysis 
test, several pre-runs were conducted with various conditions and 
various shore-protection structure alternatives.   As a result of these 
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runs, two parameters were fixed to maintain the stability (without 
loosing either the efficiency or the accuracy of the numerical scheme). 
The time step was chosen to be 6 hours; 18,992 time steps were 
calculated. The number of grid cells within the simulation area reach 
was 60 with a grid spacing of 50 meters. 

The start and setup files were selected for each run of the proposed shore 
plan. If the proposed plan was not successful due to the formation of tombolos, 
diffracting structures interaction or ineffective structure position, the file had to be 
redesigned until a successful run was reached. A simulation time of thirteen years 
was selected for each run to establish a case of relatively-stable state, undergoing 
minor or moderate changes. The simulation starting date was November 30, 
1986, and the ending date was November 30, 1999. The results were calculated 
and plotted once a year. Figure 1 shows a general layout of the study area. 

The following numerical model arrangement was used for all cases: 

a. the total length of simulated coast was 3 km. This length was divided 
into sixty equal cells, each 50 m in width. 

b. simulation starting date, November 30, 1986 and ending November 30, 
1999, 

c. time step used was 6 hours with a total of 18,992 time steps per run, 
d. shoreline position was calculated and presented once a year, 
e. longshore sediment transport coefficients K[ and K2 selected were 0.5 

and 0.25 respectively (these values are typically 0.5 K!<K2<1.5 Kj for 
sandy beaches from experiments and experience), 

f. the depth of the offshore wave input was 10.0 m, 
g. the number of incoming calculated wave cells was four, 
h.   only one wave direction was assumed, 
i.   the average effective sand diameter was 0.25 mm, 
j.   the average height of land above mean water level was 1.5 m, and the 

limiting depth of profile movement seaward was -6.0 m, 
k.   average beach slope was one on twenty, 
1.    it was assumed that the breakwaters and groins were impermeable 

structures, and 
m. it was assumed that there was no wave reflection from the structures. 

Analysis 

The series of runs conducted were very illustrative in showing the long- 
term effect of different structures on the shoreline position. The results of the 
simulation performed can be divided into four different groups: 

1.   no protection measures, 
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Figure 1. Ras-Elbar Study Area 
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2. effect of a system of detached breakwaters on the shoreline including 
the systems proposed by Tetra Tech, Inc. and Delft Hydraulics, 

3. effect of a system of groins on the shoreline, and 
4. effect of a combined system of detached breakwaters and groins on the 

shoreline. 

For all groups, the final shoreline positions were plotted for each year until 
reaching a semi-equilibrium state. Relations representing the shoreline change 
and the average net sediment transport rate for all runs were also provided. 

The breaking wave heights and angles were computed for each cell point 
on the grid. A figure representing the net volumetric change of sediment was 
prepared to indicate whether a region was gaining or losing sediment. 

The different shoreline positions, longshore transport rates, and the 
shoreline changes from measured values were prepared for each run to illustrate 
the effect of different parameters and protection plans on the shoreline. 

Conclusions 

The results of this study were found to be reliable and applicable to a wide 
range of coastal engineering problems. For the Ras-Elbar area the following 
conclusions can be made: 

1. Large fluctuations in littoral drift were noted. 
2. The advantage of being able to vary wave conditions and structural 

protection plans was clearly apparent throughout this study. 
3. A system of offshore detached breakwaters has proven to be the most 

efficient and reliable plan as a long-term shore protection for long 
reaches of the coastline. 

4. Shore protection planning for a whole region was proven to be useful 
in providing a continuous interaction plan for the whole coastline. 

5. This study has shown that increasing the number of breakwaters (from 
4 to 7) for the whole region provided better results than employing a 
two- or four-breakwater system (Figure 2). 

6. The ratio of G = 1.5 B proved to provide a good estimate of the length 
and the gap of a system of detached breakwaters (where G = distance 
between two breakwaters, B = length of the breakwater). Four 
locations of detached breakwaters were studied (165, 294, 445 and 545 
m) from the shoreline. At a distance of 294 m from shore, the 
breakwaters provided minimum shoreline changes. For every case 
there is an optimum design for the detached breakwater system that 
will provide minimal or moderate shoreline changes, or cause the 
formation of tombolos. 
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7. A system of inclined and staggered breakwaters behaved in a similar 
manner to the parallel and continuous systems. The higher cost of 
constructing staggered or inclined offshore structures would make such 
a system uneconomical. 

8. A combined system of offshore detached breakwaters and non- 
diffracting groins had a fairly similar result to that of using groins 
only. However, the higher cost involved in construction of two 
protection systems make it economically unfavorable. Using 
diffracting groins (which is more realistic) created more problems due 
to an overlap of the diffracted wave patterns from the groins and the 
breakwaters. 

9. It is concluded that a complete system of detached breakwaters permits 
the continuation of shore sediment transport and will not affect the 
coast downstream of the system after equilibrium is reached. At the 
same time, this system breaks the energy of the incoming waves 
causing minimum shoreline change in the shadow zones. Sand 
nourishment should be considered in conjunction with a system of 
detached breakwaters to accelerate reaching equilibrium and assuring 
supply of sediment downstream of the system. Moreover the detached 
breakwater system tends to change the shoreline in a time-dependent 
manner. A fairly long time will take place to affect and cause changes 
in the shoreline. 

Recommendations 

Recommendations for future work are summarized as follows: 

1. A uniform numerical grid of 50 m spacing was used, a finer grid 
spacing less than 50 m should be considered for refinement of the 
numerical plan. 

2. A one-dimensional program employing constant grid spacing and 
time-step representations was used in this study and proved to be a 
flexible, reliable and economical method for shoreline change 
simulation. Higher order two- and three-dimensional schemes with 
variable grid spacing and time steps should be considered employing a 
mainframe computer. It should be noted in representing the physics of 
the flow and the sediment transport process that a compromise 
between the overall accuracy and the computation costs must be made. 

3. As the shore protection structures employed in this study were 
assumed to be impermeable, consideration of the use of different 
coefficients of transmissions and permeability are strongly 
recommended. 

4. Use different wave periods and wave heights to study their effect on 
the shoreline (only one wave height and one wave period were used in 
this study). 
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CHAPTER 308 

Stabilizing Beaches Downcoast of Harbor Extensions 

John RC Hsu1  and Richard Silvester, M. ASCE2 

Abstract 

In geomorphological terms, the sandy shoreline of a bay downcoast of a harbor may 
be stable or in static equilibrium, or could be in dynamic condition, if sediment is 
still being supplied from upcoast or from downcoast to form a salient predicted by a 
static bay shape equation. Should commercial expansion demand a larger port, the 
general solution is to run a breakwater from the headland or existing structure. This 
has the potential to create a new static equilibrium beach, often with accretion in the 
lee which is at the expense of beach erosion downcoast. It is strongly recommended 
that geomorphic approach be incorporated to stabilize downcoast beaches early in 
the planning stage of a harbor, or as remedial measures. By creating bay beaches in 
static equilibrium, the potential beach erosion downcoast of a harbor will be kept to 
a minimum or may be prevented completely. 

Introduction 

As Inman (1974) has recalled, man has been interfering with river and coastal 
environments dated back in 1500 BC when the Minoans constructed wharves in 
Crete and by 480 BC as the Phoenicians built harbors along the coasts of Lebanon 
and Israel. Fleming (1992) has also discussed the modern history of harbor 
developments for fishing ports and major maritime trade. Oliveira et al (1982) has 
reported disappearances of towns in Portugal, as beaches eroded towards their 
stable shape. 

Despite our current understanding of coastal processes there is a missing link as 
instanced by the many stories of beach erosion still reported in the technical 
literatures (for example, Ozaki 1964, Dunham 1965, Inman and Frautschy 1965, 
Herron and Harris 1966, Jordaan 1970, Sato and Irie 1970, Moni 1972, Lepetit 
1976, Tanaka and Sato 1976, Nir 1982, Oliveira et al 1982, Komar 1983, Saxena 
1983, Kraus et al 1984, Uda et al 1986, Gonzalez et al 1988, Kuo 1988, Moutzouris 
1990). 

1 Senior Lecturer, Department of Environmental Engineering, University of Western Australia, 
Nedlands, WA 6907, Australia E-mail:   hsu@cwr.uwa.edu.au 

2 Honorary Research Fellow, Department of Civil Engineering, University of Western Australia, 
Nedlands, WA 6907, Australia 
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The present status of man's abilities in coastal engineering and shore protection 
has been well summed up by Inman (1974): "In view of man's present extensive 
intervention in the coastal zone, mostly based on 'brute force' technology, a careful 
study of the ancients' ability to work with Nature provides valuable insight for 
today's problems." 

In spite of our great knowledge of wave kinematics and sediment movements in 
marine situations, engineers have not appreciated the macroscopic view of the coast 
as imposed by Nature. She has transported millions of tonnes of material to sea and 
back again in a matter of days and also moved it alongshore. More observations are 
necessary to ascertain the long-term stability of waterlines produced by persistent 
swell and the aberrations that occur during storm sequences. It is the former which 
is the concern of this paper. 

Many researchers have recognized the effect of harbor construction on sediment 
transport downcoast, but without adequate quantitative prediction. Herron and 
Harris (1966) believed that "harbor works are the principal offenders" that have 
interrupted the balance of natural littoral drift existing over hundreds or thousands 
of years. Even so, the question of how to predict a stable shoreline in the lee of 
such structures remains unanswered. It is hoped this situation is overcome with the 
current submission and other works by Hsu et al (1993) and Silvester and Hsu 
(1993). In terms of the beach erosion downcoast of harbor extensions, these authors 
believe it is not so much a need to look back on our achievements but a need to 
observe natural processes in geomorphological terms and apply them. 

Beaches Downcoast of Harbors 

In geomorphological terms the stability of a sandy shoreline can assume a bay 
shape that is stable or in static equilibrium if the littoral drift is negligible or non- 
existent, or it can be in dynamic equilibrium if drift is still being supplied with sand 
from upcoast or from within the bay. Whilst this supply is constant the bayed beach 
can remain in place for decades, but should it decrease the shoreline will recede 
towards the static equilibrium shape, the final limit to which it will go. 

If on a straight sandy length of coast a breakwater or other structure is run out to 
sea, the immediate result will be interception of littoral drift and the formation of a 
bay downcoast of the impediment. This will become further indented until sediment 
bypasses the new structure and dynamic equilibrium is restored. This sudden loss 
of land instigates the insertion of protective measures such as seawalls or groins, 
that are usually ineffective since man is fighting with Nature. The walls reflect 
waves obliquely and so generate short-crested waves (Silvester 1972; Hsu 1990) 
which expedite the longshore transport. On the other hand, straight groins 
accelerate drift by forming rip currents during storms that carry vast volumes of 
material offshore, there to be transmitted downcoast by subsequent swell. 

Similar to the eroding beaches on straight coasts, discontinuity or interruption of 
sediment supply from upcoast has been considered as the main cause of beach 
erosion downcoast of harbors (Herron and Harris 1966, Komar 1983, Uda et al 
1986). This may be attributed to the construction and extension of long breakwaters 
and dredging of deep access channels. 

An additional factor is the potential of salien^ay formation in the lee of the 
breakwaters, caused by an improper alignment of a new breakwater and the 
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positioning of its tip. This implies that a large volume of sand is needed, often from 
the beach downcoast, to build up a salient in the form of a bay. In addition to the 
evolution of shoreline, it also causes change to the bottom topography in the 
vicinity of the structures (Sato and Irie 1970). The slopes of beach faces downcoast 
were found to become steeper with armouring units subsided in front of seawalls. 
(Uda et al 1986; Hsu et al 1994) 

Universal Bay Shape Equation 

Crenulate-shaped bays are ubiquitous, occurring as they do on oceanic margins, 
coasts of enclosed seas, lakes, and even river shorelines. They are indicative of 
Nature's way of balancing the wave energy with the sediment load to be carried. 
Bays have thus been maintained in the same position for thousands of years inspite 
of the fierce storms that hit them infrequently. But for the rocky headlands spaced 
along the coast, vast indentations would have been formed with the downcoast 
extremity almost normal to the orthogonals of the most persistent swell (Silvester 
1976). 

Geographers and geologists have published on bay shapes (Halligans 1906) 
with the first recognition of this as a stable feature by Jennings (1955), 
unfortunately without full knowledge of the wave action involved. Davies (1958) 
observed the importance of wave refraction but not diffraction. Langford-Smith and 
Thom (1969) noted the zeta-shaped beaches of the New South Wales coasts of 
Australia, without scientific analysis of their profiles. Although the crenulate 
shaped bays have received the attention of many scientists (Bird 1984, Carter 1988, 
Davis 1985, Phillips 1985, Shepard 1973, Zenkovich 1967), their stability has only 
been examined by engineers (Silvester 1960; Le Blond 1979; Silvester et al 1980). 
This geomorphic feature has existed for some thousands of years (at least since the 
last still stand of sealevel), but have become more indented during the past century 
due to the dearth of sediment for many reasons (Silvester and Hsu 1993). In this 
relatively short period in geologic time rivers have been harnessed, which results in 
less supply of sediment to the coast for spreading by wave action. This has resulted 
in bays approaching their static equilibrium condition, causing greatest erosion at 
the most indented position of the bay with practically no change at either end. 

Yasso (1965) suggested the logarithmic spiral for predicting the shape of the 
crenulate-shaped bays, which Silvester (1974) adopted for many years. But this was 
found to be inaccurate for the downcoast region where the beach straightens (Hsu 
and Evans 1989). A polynomial form resulted from data of a multitude of bays 
examined as follows: 

R/Ro = Co + C, (P/9) + C2 (0/0)2 (1) 

with the variables R, Rg, /3 and 6 as given in the definition sketch of Figure 1. The 
values of constants C0, C\ and C2 are available in Hsu and Evans (1989) and 
Silvester and Hsu (1993), in tabular and graphical form. It is noted that the wave 
obliquity (p) is measured between the control line (R0) and the downcoast beach 
tangent. For a stable or near stable beach this is normal to the orthogonal of the 
persistent swell which sculptures the shape. The straight crests of these incoming 
waves at the point of diffraction, at the other end of the control line, are also angled 
j5 to it, from which arcs (R) are drawn at angle 9 to it. Thus, by knowing R0 and j3 

the value of R is determined for a specific 6, so that the complete periphery of the 
static equilibrium bay can be drawn. It has been shown that the logarithmic spiral 
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fits only the curved portion of the actual bay, whereas the parabolic formula fits the 
complete periphery exceedingly well (Hsu and Evans 1989). 
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Figure 1. Definition sketch of a new empirical equation for static bay shape. 

Besides the shaping of bays in the lee of headlands, equation (1) can be applied 
to salients behind offshore breakwaters (Hsu and Silvester 1990), as seen in Figure 
2. These accretions are not triangular but assume the parabolic curve either side of 
the apex, as dictated by the diffracting and refracting waves and the associated 
longshore current circulation. This added land is at the expense of beaches beyond 
the extremities of the breakwater, if beach nourishment is not carried out. 

\ h[mjtinq_tangential line 
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point wave 
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Figure 2. Definition sketch of a salient formed in lee of an offshore breakwater, 
with normal wave approach, based on the static bay shape equation (1). 

Influence of Upcoast Headland Conditions 

A natural headland is depicted in Figure 3 a & b as A and the downcoast limit as 
B in which control line AB (= 7?01) angled to the downcoast tangent by wave 
obliquity j8i. When breakwater AC is built the new diffraction point C gives a new 

control line CB and new angle /}2, which results in a changed static equilibrium or 
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stable shape. This natural reshaping will take place inspite of any modest attempts 
with groins or seawalls to prevent its fruition. 

Looking first at Figure 3a, the existing bay may be in dynamic equilibrium, with 
littoral drift still passing through, as seen by the full line in the figure. The dotted 
curve denotes the stable shape for control line AB, to which the beach would erode 
if all sand supply around point A should cease. Now, when the breakwater AC is 
inserted its length and orientation could be so chosen that diffraction at point C and 
control line CB, with the static bay for CB being the same as the dynamic for AB. 
This can be achieved close enough for erosion at all points around the periphery to 
be negligible. If, however, sand were finally to bypass point C the resulting beach 
may become dynamic once more with a beachline seawards of this stable shape. 
But it should be designed for the static condition in case this additional drift ceases 
in the future. 

_ -i*QH ba^for 

^^.s^for 

Figure 3. Effect of positioning a breakwater tip (a) in a dynamic bay, and (b) in a 
static bay, for harbor planning and beach erosion control. 

Now turning to Figure 3b, the dotted curve represents the static equilibrium 
shape for control line AB which is the existing beach. When breakwater AC is 
added the new control line CB creates a new static beach which involves massive 
accretion in the lee of headland A. The material for this has to be supplied from the 
region of B because the beach was originally stable. This causes a new downcoast 
tangent to operate that determines a new /32 for equation (1). The situation would 
detract from the calm water area serving as an anchorage but could be attractive for 
tourism purposes. 
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It must be remembered that the stable waterline being predicted applies to swell 
conditions or calm weather. When storm waves arrive, the beach berms will be 
removed offshore to form a bar, which take some days to be returned. In the case of 
static equilibrium the same waterline will result, but all infrastructure should be 
kept landward of the receded storm limit. 

Case Studies of Stabilization 

Conventional defense solutions, such as seawalls, groins and offshore 
breakwaters, have been used to stabilize eroding beaches downcoast of harbors 
without much success. Sand bypassing and nourishment schemes have also been 
tried, with some degree of success in the short term. However, the 
geomorphological approach, involving the construction of stable bay beaches, will 
be attempted in this paper. This may be regarded as a permanent solution. 

Like the medical profession, which prefers to make sick people better by the 
administration of drugs or surgery, coastal engineers have concentrated on 
rectifying problems rather than preventing them. Some of these are due to their own 
mismanagement. Many medicos are now working holistically in looking at the 
whole person (body, mind and emotions) to find causes rather than remedies as 
such. In approaching a coastal situation from a geomorphological viewpoint the 
final trends can be examined which point to a permanent rather than a temporary 
solution. 

As will be seen in many of the cases to be presented, the macroscopic view of 
the whole coastline gives a better picture of a problem, than looking at a limited 
section of it. Erosion can be predicted long before it is likely to take place and 
hence means can be devised to prevent it. In some of the Japanese harbors the 
breakwater extensions are mammoth, with lengths in terms of kilometers. The 
incentive may be large current expenditure to generate a larger budget next year. 
These structures certainly produce many subsidiary problems such as siltation and 
erosion which demand more money. 

1. Durban harbor, South Africa 

The erosion of beaches north of Durban harbor on the Indian Ocean of South 
Africa has been presented by Jordaan (1970). This involved siltation at the port 
entrance, which is continually dredged and dumped out to sea or along the eroding 
beaches. The suggested solutions entailed Y or L shaped groins plus two offshore 
sand breakwaters, each 300 m in length and spaced apart the same amount, and 600 
m from the beach. Whether any of these have been implemented does not affect the 
this exercise to apply the principle of static bay shape. 

Using the tip of the outer breakwater as the diffraction point (A) the resulting 
stable bay A is shown in Figure 4. This indicates substantial erosion even if minor 
attempts are made to prevent it. The need is for a new diffraction point to the north 
in order that a beachline seaward of the present can be established. Such a point (B) 
can be provided by an island breakwater BD from which bay B is formed. The 
space between structure BD and the existing inner breakwater will permit some 
wave action to round-off this waterline to the existing (old) breakwater as shown. 
The beach between it and the main port structure will be reoriented as indicated by 
the dotted line. 
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The accretion anticipated for bay beach B could be supplied from dredging of 
the entrance channel that appears to be continuous. Otherwise the siltation would 
come from beaches to the north. It is expected that the groins will be removed and 
their stone etc used in the new breakwater BD. The offshore sand mounds (if built) 
could also be removed and perhaps utilized as fill for the beach B. 

To help overcome the necessity for dredging at the port entrance the outer 
breakwater could be extended as shown (AC) which would reflect waves obliquely. 
The short-crested system so established would transmit material across the slightly 
diverted navigation channel and create a shoal near the tip B. It would finally finds 
its way to the beaches. This new structure would prevent swell entering the gap 
between breakwater B and the existing structure so that beach B would extend to the 
tip of the old breakwater. 

Durba 
Harbor 

Indian 
Ocean 

suggested 
_ -/g breakwater 

D~    "   B 

A C 

Figure 4. Durban harbor, South Africa 

2. Esperance port, Western Australia 

Esperance Bay is part of a continuous chain of embayments facing the Southern 
Ocean in the south of Western Australia. The curved shoreline, in 
geomorphological terms, was in dynamic equilibrium, implying its stability was 
maintained by the uninterrupted supply of littoral drift. However, the construction 
of a breakwater and dredging of an entrance channel for the Port of Esperance 
between 1962-65, with breakwater extension in 1973-75, has cut off the littoral 
drift. This has forced the shoreline to recede back to a potential static equilibrium, 
which is destined by Nature. This limit is landwards of the existing shoreline (see 
Figure 5). A total of 573,000 m3 of dredged material was placed onto the beach. 

The engineering solutions taken to combat with the eroding beach at Esperance 
has been a low-cost rock groin field with beach renourishment, which has been an 
ongoing task ever since 1969. Between 1977 and 1995, sand renourishment at an 
average rate of 23,100 m3/year has been placed on sections of beaches suffering the 
worst erosion. Two headlands in the shape of a walking sticks with fronting 
beaches are proposed to achieve the overall stability with one-off beach 
nourishment to form a bay, rather than a field of short groins or offshore 
breakwaters with continual renourishment. 
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Figure 5. Esperance Bay, Western Australia 

3. Hua-Lien harbor, Taiwan 

Hua-Lien harbor is located on the Pacific Ocean coast of Taiwan at latitude 
24°N. Two breakwaters (AB and CD) were constructed in 1987, as noted in Figure 
6 (Hsu et al 1994). Prior to this extension, erosion of the coast south of the harbor 
entrance had been experienced, resulting in lengthy seawalls protected by concrete 
armour units which have steepened the offshore area. The stable beach for 
breakwater CD is shown dotted (bay for D in the figure) which is landward of the 
majority of the protected area, except at the northern tip where accretion would 
inhibit the discharge of the stream in the lee of breakwater AB. 

One solution to these two problems is to extend the breakwater from CD to DE. 
The new diffraction point at E will produce the waterline shown as salient for DE, 
which is seaward of the current shoreline protected by the seawall. The remainder 
of the beaches will be stabilized, so not requiring other protection such as groins or 
seawalls. An offshore breakwater FG may be constructed which will intercept 
material in the lee of the main breakwater DE to form the secondary curve in the 
form of a salient to ensure that the stream outlet will not silt up. 

%, 

bay for E• 

•fi seawall  ^ h„, , 

1987   B*^ 

F*"T""~"n 
suqge steer 
extension 

1 

Figure 6. Hua-Lien harbor, Taiwan 
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4. Ohtsu harbor, Japan 

The fishing harbor at Ohtsu on the east coast of Honshu, Japan (see Figure 7 for 
location), as seen in Figure 8, had a small breakwater complex initially in 1977. It 
was added to point A in 1984, as noted in the figure. The island structure created a 
new diffraction point A that caused accretion west of the groin at Edokomi river and 
between that and the Satone river outlet. The static equilibrium bay shape for point 
A is seen to match this erosion some distance from the port. To overcome this a 
revetment was built which suffered undermining and collapsed in places during 
1983. 

e^X 

Pacific Ocean 

Figure 7. Map of Japan, showing locations of harbors discussed. 

Offshore, in the region of the island breakwater, accretion was measured 
between 1977 and 1984. This was probably due to the oblique reflection of waves 
from this 600 m long structure that transmitted scoured material to this area. Uda et 
al (1986) believed these measurements were erroneous soundings. They were aware 
that the island breakwater had caused the beach accretion but stated: "the current 
induced the sand movement toward the lee of the breakwater". These authors 
believe it is the wave direction of approach due to diffraction that generates the new 
waterline orientation. 

Two alternatives are shown in Figure 8 to rectify this problem, namely, either to 
extend from A to B or to provide a separate structure CD. The new diffraction 
points B and D result in stable beaches as shown, which indicate substantial 
accretion adjacent to the Edokomi river groin but less erosion further west. The 
additional material required for beach stability could be provided from dredging the 
outlets of these two rivers, to give the stable beach shown between the two groins. 
To deal with the slight erosion to the west an offshore breakwater could be 
constructed from the revetment that should be removed. 

5. Oarai harbor, Japan 

Oarai harbor on the Honshu coast of Japan (see Figure 7) has had many 
researchers analyze it (Sato and Irie 1970, Mizumura 1982, Kraus et al 1984 and 
Uda et al 1986). It was a small port comprising two breakwaters at 45° to the coast 
which was silted up quickly between 1911 and 1916. By 1976 a new breakwater 
was built to point A, in Figure 9, for which the predictable bay shape (not shown) 
matched the existing beach at the time (Hsu et al 1993; Silvester and Hsu 1993). In 



STABILIZING BEACHES 3995 

1981 it was extended to point B, and to point D by 1985, of which the stable bays 
for B and D are shown. This involves massive accretion, which had partially been 
achieved by 1988. The sediment needed was at the expense of erosion downcoast. 

In order to achieve a stable shape more in keeping with the 1988 shoreline, or 
even the current profile, two extensions to E or F are suggested, together with their 
resulting beachlines. It is seen that F matches the 1988 shoreline at the groin-type 
structure, even though it is landward of it towards the south. It is envisaged that the 
two small groins would be removed, which would permit the sand to find its way 
back to renourish beaches to the south that have been eroded. The extension of AB 
to F infers that breakwater CD would be removed as it is no longer needed for wave 
attenuation. 

.<*•' 
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Figure 8. Ohtsu harbor, Japan 
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Figure 9. Oarai harbor, Japan 



3996 COASTAL ENGINEERING 1996 

6. Hazaki harbor, Japan 

Hazaki fishing harbor is located at the outlet of the Tone river in Honshu, Japan 
(see Figure 7 for location). As seen in Figure 10, a breakwater was commenced in 
1974 and extended in 1976 with another started nearer the mouth. Additions were 
made to both in 1978 and to the SE one in 1981. By this time erosion had 
commenced some 600 m from the NE breakwater with accretion adjacent to it. In 
1983 a shore parallel section 350 m in length was inserted to calm waters in the 
harbor, which became silted very quickly. Uda et al (1986) believed this was due to 
sediment discharge from the Tone river but the actual mechanism was not 
discussed. These authors believe it was due to waves being reflected obliquely from 
this shore parallel arm. These transported sand along it, depositing it at the 
entrance, which subsequently was moved into the harbor. The leg added in 1984 
(see Figure 10) did little to prevent this as the mass-transport current of the short- 
crested wave system would have still formed a shoal at the entrance. 

An extension of this leg to point A in the figure would achieve two important 
objectives. Firstly, continued oblique reflection will transmit sediment from the 
Tone river in a NW direction to form a shoal beyond the scoured area in proximity 
to its tip where an access channel can be maintained. This shoal will continually be 
fed to the downcoast beach. Secondly, the new diffraction point A will create a 
stable bay shape, as indicated in the figure, which will require no further structures 
to keep it in place. The accretion already there will thus remain for all time. 

Pacific 
Ocean 
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Figure 10. Hazaki harbor, Japan 

7. Iwafune harbor, Japan 

The shoreline evolution at Iwafune harbor (see Figure 7 for location) has been 
discussed by Hsu et al (1993) and Silvester and Hsu (1993). As seen in Figure 11 a 
large triangular land mass had been accreted up to 1988, from having attained to a 
stable bay shape for A in 1965. The static bay for diffraction point A matched 
extremely well the waterline at that time. The extensions of the main breakwater 
from A to B and then to C (by means of a detached structure) relocated the 
diffraction points for the incoming swell waves. The resulting bay shapes are shown 
which predict much more siltation if sand is available from the southern beaches. 
To overcome the present erosion many groins and an offshore breakwater system 
have been installed with little effect. The reason for this is that littoral drift still 
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occurs offshore, just after each storm, as the storm bar is being moved back to the 
beach. 

To prevent the transposition of further material from southern beaches it is 
recommended that two offshore breakwaters be installed (see Figure 11), with 
concomitant groin removal. The outer structure would have stable bay C pass 
through its southern tip, with the tombolo curved bay stretching to the tip of the 
inner breakwater, its curved tombolo would be tangential to the 1988 or present 
shoreline. The fill required in the lee of and south of each new breakwater could be 
transported by truck or pipeline from the large triangular landmass, in order to 
reduce siltation at the harbor mouth. 

Scale 

Figure 11. Iwafune harbor, Japan. 

Conclusion 

1. Bay beaches form downcoast of headlands or man-make structures that can be in 
dynamic equilibrium (continued littoral drift) or static equilibrium (zero littoral 
drift). 

2. Should the diffraction point for persistent swell waves be altered, the bay as in 
(1) above will change, which may involve siltation in the lee of the structure 
and/or erosion downcoast. 

3. A bay initially in dynamic equilibrium can be stabilized by a judicious selection 
of breakwater location, which then does not require any other defense measures. 

4. Many major ports have suffered siltation as noted in (2) above after extension of 
breakwaters, together with erosion of downcoast beaches. 

5. There is a dire need for coastal engineers to emulate Nature, who has maintained 
crenulate-shaped bays for aeons, by taking a geomorphic approach to their 
problems, both at the planning stage and in remedial measures later. 
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CHAPTER 309 

OBSERVATION OF NEARSHORE CURRENTS AND BEACH  CHANGES 
AROUND HEADLANDS BUILT ON THE KASHIMANADA COAST,   JAPAN. 

Saito.K.*, T.Uda**, KYokota*, S.Ohara*, YKawanakajima* and K.Uchida*** 

ABSTRACT 

Nearshore currents and beach changes around headlands built on the 
Kashimanada coast facing the Pacific Ocean were investigated through the 
field observation. In order to confirm the effectiveness of headland system to 
stabilize sandy beach, nearshore current field and shoreline change around 
headlands were measured as well as the comparison of measured value with 
the results of numerical simulation of nearshore currents. Comparison of 
development of a rip current around a completed, anchor-type headland and 
a groin-type headland under construction was also made and superiority of 
anchor-type headland to suppress the development of a rip current in the 
vicinity of the structure was clarified. 

I.      INTRODUCTION 
In recent years, a method to stabilize sandy beach by using headlands has 

been applying on several coasts in Japan in place of the detached breakwaters 
and the effectiveness has been confirmed. One of the examples is given on the 
Kashimanada coast as shown in Photo 1, where headland system was 
introduced to stabilize coastline(Uda et al., 1988). Now, construction of 40 
headlands is underway with 1km intervals. The headland system to stabilize 
sandy shoreline was originally proposed by Silvester(1976). In his study 
headland system in which a headland of asymmetric shape is built on the sandy 
beach, was considered under the obliquely incident wave conditions. On many 
coasts, however, wave direction varies from season to season. In this condition, 
symmetric type of headland is more effective to stabilize the sandy beach. On 
the Kashimanada coast, therefore, headlands of a symmetric shape were built. 

In the planning of headland system, due considerations must be paid to the 
shape and its effect to surrounding nearshore current field. For example, under 

*    River Dep., Ibaraki Pref. Government, Sannomaru 1-5-38, Mito, Ibaraki 310, 
Japan(FAX 0292-28-0904). 

** Dr. Eng., Res. Coordinator for Hydraulic Structures, Public Works Research Inst, 
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***INA Consultant Co., Ltd., Sekiguchi 1-44-10, Bunkyo-ku, Tokyo 112, Japan (FAX 
03-3268-8256). 
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the obliquely incident wave conditions, a rip current will be developed along the 
groin-type headland, whereas in case of the T-shape headland, development of 
a rip current is suppressed because of the sheltering effect of head-part of the 
headland. These differences deeply relate to the stabilization of sandy beaches 
between headlands. However, poor experience of constructing headland system 
on the real coasts prevents these understandings. 

Photo 1   Aerial view of headlands on the Kashimanada coast 
( Dec.1993 ). 

This study aims at the investigation of nearshore currents, beach changes 
around these headlands, and the confirmation of their effectiveness. To this 
purpose, the comprehensive field observations and the numerical simulation of 
nearshore currents were conducted. The study is composed of three contents 
as shown in Fig.1. First, the results of the field observation on nearshore 
currents around headlands are described. Field observations were carried out at 
three times from 1991 to 1993, in which aerial pictures were taken at a constant 
time interval from a helicopter to investigate diffusion of dyed water. In 1991, 
pre-observation was done in the vicinity of headlands, aiming at studying the 
difference between a groin-type and an anchor-type headland. In 1992, 
observations were done not only near the headland but also in the extensive 
area between two completed headlands in order to investigate nearshore 
currents and rip currents. In these observations, however, photographs were 
taken from a relatively low altitude. Therefore, in 1993, in order to 
simultaneously investigate current field in extensive area, high altitude 
photographs were taken from 1,000 m, as well as the bottom sounding. 

In addition to these observations, beach stabilizing effect was investigated 
around a group of headland on the basis of several photographs and soundings, 
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which have been carried out recurrently. Moreover, numerical simulation of 
nearshore currents was carried out and results of numerical simulation were 
compared with the observed nearshore current pattern. Current pattern was well 
agreed with the observed one. 

Field Observation of Nearshore Currents 
©   Dec.17,1991 : Pre-observation in the vicinity of headlands 
(D  Dec.15,1992 : Individual observation between two completed headlands 
d)  Dec. 7,1993 : Simultaneous observation from high altitude 

Beach Stabilizing Effects By Headlands 
©   Effectiveness of shoreline stabilization by a group of headland 
©  Cyclic shoreline changes around headland 
(D  Accretion in profile changes around headland 
@  Vertical distribution of depth changes based on bottom soundings 

Numerical Simulation of Nearshore Currents 
Calculation of nearshore currents under the condition observed in 1993 
Trial by both measured and smoothed topographies 
Usage of irregular wave model 
Calibrating wave direction by comparing with observed one 

Fig.1      Outline of this study. 

II.      FIELD OBSERVATION OF NEARSHORE CURRENTS 

2.1    GENERAL 
Figure 2 shows the location of study site. The Kashimanada coast is located 

in the southern part of Ibaraki Prefecture facing the Pacific Ocean, where 
construction of 40 headlands with 1 km intervals is now underway. Construction 
works were begun in 1984, and by 1995, six sets of headlands were completed. 
Figure 3 shows the plane shape of the headland. Headland has an anchor- 
shape, of which offshore length is about 150 m and the head-part length is about 
100 m. The head-part has a semi-circular shape and its offshore slope is as mild 
as 1/3 to reduce wave impact against the structure. The offshore surface of the 
headland is covered by armor units of 4 tons and the main part is built by natural 
stones of 1 ton. Field observations were carried out mainly between No. 10 and 
No. 11 headlands on the Ono-kashima coast located in the middle of the 
Kashimanada coast. The Ono-kashima coast is a sandy beach next to Kashima 
Port and beach slope is about 1/80, and the coastline length is about 12.5 km. 

22   NEARSHORE CURRENT PATTERN AROUND THE COMPLETED HEADLAND 

Photo 2 shows the nearshore current pattern around the completed 
headland measured on Dec. 17th, 1991, © : right after the injection of dyestuffs 
to the foot part of a completed anchor-type headland No. 10, © : 6 minutes after 
the injection, and (3) : oblique aerial photo after ten minutes. In case of a 
anchor-type headland, it is realized from the comparison of successive aerial 
photographs that a nearshore circulation cell was formed on the south side of 
headland because of the wave dissipating effects of head-part. This is 
considered to be effective to contain the nearshore currents between 
headlands. 
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Fig.2      Location of study site. 

100 m 

Fig.3   Plane shape of 
anchor-type headland. 

2.3 NEARSHORE CURRENT PATTERN 
AROUND THE GROIN-TYPE 
HEADLAND 

Photo 3 shows the rip currents 
developed along the groin-type headland 
(No.9) under construction observed on Dec. 
17th, 1991. In this case, dyed water injected 
to the foot of the groin-type headland was 
carried fast along the groin by the rip current. 
Then, dyed water spread out offshoreward 
and was diffused, implying that sand will be 
carried away to downcoast to accelerate the 
beach erosion on upcoast of the headland. 

2.4    RESULT OF NEARSHORE CURRENT OBSERVATIONS IN 1992 

Figure 4 shows the nearshore current field observed on Dec. 15th in 1992 in 
the extensive region covering between No. 10 and No. 11 headlands . The figure 
shows changes in dyestuff clouds, their moving velocity and wave direction, 
which were measured from aerial photographs. Diffusion of injected dyed water 
was traced by the aerial photographing from the helicopter at 15 seconds 
interval, and the diffusion pattern of dyed water is traced at 1 minute interval. 
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(D RIGHT AFTER THE INJECTION OF 
DYESTUFFS TO THE FOOT PART. 

6 MINUTES AFTER THE INJECTION. 

OBLIQUE AERIAL PHOTO 
AFTER 10 MINUTES. 

Photo 2 Advection of dyed 
water around the completed 
headland of anchor-type 
(Dec. 17th, 1991). 

During the observation, significant wave height was 1.3 m, and the period 
was 9.1 s due to the wave record measured off Kashima Port by an ultrasonic 
wave gauge. And also incident wave angle was read to be about 15 degree 
counterclockwise to the normal to the shoreline from the aerial photograph. 

Because of the oblique wave direction, southward longshore currents are 
predominant and the circulation cell is formed on the north side of No.10 
headland. On the other hand, on the north side of No. 11 headland, a rip current 
occurs, which passes over head-part and flows out in the offshore direction. 
Furthermore, a rip current is occurred at a central part of the beach between 
No.10 and 11. The position of the rip current is located approximately 500m 
south of No. 11 headland and is a little south from the center of headlands. 

When mass flux by waves is considered, it is considered that the flux is 
mainly heading shoreward from between No. 11 headland and the position of 
the rip current. And it returns to offshore by this strong rip current at central part 
of the beach. On the contrary, the longshore distance between the rip current in 
the central part and No.10 headland is short, so that the shoreward mass flux in 
this area is considered to be small and therefore the strength of the rip current 
just north of No.10 headland is weak. 
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(T) RIGHT AFTER THE INJECTION OF   (2! 2 MINUTES AFTER THE INJECTION 
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9k                                   •     ,        fiM 
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Photo 3   Advection of dyed water around the groin-type headland 
(Dec. 17th, 1991). 

Diffusion at 1min interval 
^    : injection point 

large number: current velocity (cm/s) 
small number: minutes 

Fig.4   Diffusion of injected dyed water between No.10 and No.11 
headlands ( Dec. 15th, 1992 ). 
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2.5    RESULT OF THE HIGH ALTITUDE PHOTOGRAPHING IN 1993 

Figures 5 and 6 show the diffusion process measured on Dec. 7th in 1993. 
The significant wave height and period were 1.6 m and 7.6 s, and waves were 
incident from clockwise direction in this observation period as shown in the 
figure. The condition of this incident wave angle contrasts to the wave 
characteristics in 1992. 

Diffusion at 1min interval 
^^ : injection point 

Depth contour is obtained by the 
sounding after 9 days from the 
nearshore current observation. 

[ Depth in m ] 
'+3      +2V*        + 2 

0 100(H) 
1 I        I 

Fig.5   Diffusion of injected dyed water between No.10 and No.11 
headlands( Dec. 7th, 1993 ). 

•      : injection point 
<—      : 50 cm/s 

Numbers show the velocity faster than 
50cm/s. 

.54 506381. 

[ Depth in m ] 
0 100(B) 

Fig.6   Velocity field of nearshore current determined from 
advection rate of dyed water front ( Dec. 7th, 1993 ). 
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As a whole, northward longshore currents were induced, and 
counterclockwise circulation cell was observed in the vicinity of the north side of 
No. 10. Furthermore, northward longshore currents developed next to this 
circulation cell. This longshore current is reduced to a rip current at a location of 
300m distant from No. 11 headland. On the south side of No. 11 located on the 
downcoast, an another clockwise circulation cell was formed in the lee side of 
the headland. A part of this current reduces to the rip current and it 
superimposes the main rip current induced in the central part of the beach. In 
addition, about 400m off the shoreline, weak southward longshore currents were 
measured. 

These results mean the formation of a large-scale clockwise circulation cell 
between headlands. Development of this circulation cell is considered to be 
effective to confine sediment between headlands, and to stabilize the sandy 
beach. 

III.      TOPOGRAPHIC CHANGES 

3.1    SHORELINE CHANGE 

Sea bottom surveys and aerial photographing for monitoring shoreline 
changes have been recurrently carried out on this coast. Figures 7 and 8 show 
the shoreline changes around headlands determined from the aerial 
photographs. As shown in Fig.7, the shoreline retreats in the southern part 
between headlands and a stepwise shoreline was formed due to the southerly 
wave incidence, which is the predominant wave direction on this coast. Near the 
headlands as shown in Fig.8, wide foreshore (tombolo ) was formed behind the 
headland. All these show the effectiveness of headland system to contain sand 
between headlands, and to form dynamically stable beach between headlands. 
In this headland system, the interval between them is about 1 km, which is wide 
enough to keep the coastal scenic beauty on the natural sandy beach. 
Detached breakwaters are effective against beach erosion. But they have killed 
scenic beauty of the beach by the dense installation. Usually in Japan, the 
length is 100m and the opening width is 50m. In the headland system, however, 
the number of the headlands per unit distance is much less than that of 
detached breakwaters, thus this system is much more economical. 

With semi-circular head 1986.12 
1989.12 
1993.12 South 

Fig.7 

4       5       6       7       8       9      10 

Longshore distance   (km) 
Changes in foreshore width between 1986 and 1993. 



4008 COASTAL ENGINEERING 1996 

South 

4.5 5 5. 5 6 6.5 
Longshore distance   (km) 

Fig.8     Shoreline changes around completed headlands between 
1986 and 1993. 

Figure 9 shows the temporal shoreline changes from 1986 to 1993 in the 
vicinity of No. 11 headland. Surveys have been carried out in the same month of 
December in each year. In this figure, completion time of groin-part and head- 
part of the headlands are also shown. As shown in this figure, shorelines on the 
south side ( S1~S3 ) of the headland No.11 change with the same phase, 
whereas on the north side ( N2~N3 ) of the headland, the opposite mode of 
shoreline changes occur except the change at N1 located very close to 
headland and at the concave location. After the construction of the head-part in 
1989, shoreline changes turn to the accretion tendency. It is understood that 
cyclic shoreline change occurs because of the seasonal change in wave 
direction in the zone next to the structure obstructing longshore sand movement. 
In short, the north side of headland is eroded and accretion occurs on the south 
side by southerly waves in summer, and then in winter, opposite phenomenon 
appears. Furthermore, it is realized that the accretion effect of headland 
overlaps on the above seasonal changes. 
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Fig.9     Temporal shoreline changes around headland No.11 between 
1986 and 1993. 



HEADLANDS ON THE KASHIMANADA COAST, JAPAN 4009 

3.2    PROFILE CHANGES 

Regarding the accretive effect of headland, it is also investigated by the 
bottom soundings along the survey lines arranged with 25m interval. Figure 10 
shows the typical cross-shore profile changes around No. 10 headland between 
July, 1987 and August, 1993. On the line of CN100, development of bar-trough 
topography was seen before the construction, but since 1992 when the head- 
part had been completed, bar-trough development becomes weak. On CN50 
approaching 50m to headland further, because of the wave sheltering effect of 
the headland, accretion is seen at nearby the shoreline. Then, on CN0 nearest 
to the headland, a large amount of sand is accumulated to form a tombolo. The 
thickness of accreted sand at a distance of 100m offshore reaches to 
approximately 3m. On the other hand, a local scouring is not seen off the head, 
and a gentle slope of approximately 1/100 is formed. Thus, it is confirmed that 
accretive effect of headland is remarkable around No. 10. because of the wave 
sheltering effect by its head. 
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Fig.10   Typical profile changes in a period between July, 1987 and 
August, 1993. 
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3.3    VERTICAL DISTRIBUTION OF DEPTH CHANGES 

On the basis of the sounding data, a vertical distribution of the standard deviation of 
the water depth change was examined. Fig. 11 shows the result. The vertical axis 
indicates the mean depth in meter. They were examined between No. 10 and 11 
headlands from 1987 to 1993.The significant topographic changes is occurred between 
-6m to +3m with Iwo peaks at the shoreline and -3m. The peak of -3m is considered to 
be caused by the changes of bar-trough topography. This distribution shows a range of 
the remarkable topographic change. And the tip depth of the headland is approximately 
3m depth. Therefore, the headland is located at a place which almost contains the 
range of the remarkable topographic change. This fact means the headlands on this 
coast is located at a offshore limit for demonstrating its effect. 
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Fig.11    Vertical distribution of depth change between No.10 and No.11. 

IV.       NUMERICAL SIMULATION OF NEARSHORE CURRENTS 

4.1    NUMERICAL MODEL AND COMPUTATIONAL CONDITION 

Numerical simulation for the nearshore currents was carried out to compare 
field data observed in 1993. Table 1 shows the computational condition. In the 
nearshore current simulation, wave field was first calculated by the irregular 
wave model Then, nearshore current field was calculated on the basis of the 
above wave field and with given some coefficients. On the other hand, regarding 
the sea bottom topography, two cases of the calculations as described in Table 1 
and shown in Figs. 12 (Chart 1) and 13 (Chart 2) were carried out. Chart 1 is the 
original topography data sounded on Dec. 16th, 1993, and Chart 2 is the 
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smoothed one. The reason using also Chart 2 is why the bottom topography 
would be changed by the storm continued during 9 days since the above- 
mentioned nearshore current observation. 

Table 1    Computational conditions. 

Term Condition 
Computation area Longshore 2,000 m  x  Offshore 1,000 m 
Mesh size Ax= Ay = 10m 
Initial topography Chart 1 : Original bathymetric chart ( Dec. 1993 ) 

Chart 2 : Smoothed bathymetric chart 
Structures Present ( headland No. 10 and No. 11 ) 
Sea wave 

conditions 
Height and  Period  :  decided from observation at 

Kashima Port on Dec. 7th, 1993. 
Direction : Trial in the range of observed direction 

Tidal level T.P.+0.806m 
Computation time 1 day 
Irregular wave 

computation 
Dividing number of frequency : 5 
Dividing number of direction :11 
Directional concentration coefficient: Smax = 25 

Nearshore current 
computation 

Friction factor: Cf= 0.01, Lateral eddy viscosity : 25m2/s 
Time step :  A t = 0.5 s, Boundary condition : Open 

•: Selected point 

~ 1000 

0      200     400     600    800    1000'   1200   1400   1600   1800   2000 
Longshore distance (m) 

Fig.12   Original bathymetric chart ( Chart 1 ) and selected point 
for verification of wave direction. 
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Longshore distance (m) 

Fig.13     Smoothed contour chart ( Chart 2 ). 

4.2   VERIFICATION OF WAVE DIRECTION 

First, the wave direction was verified. Table 2 shows the trial cases and 
results. Besides, as a representative point for verification, St.2 in Fig. 12 was 
selected because it is located in the center, and therefore the influence due to 
the structures is small enough. As shown in Table 2, in total 8 cases of trials 
were conducted, and the best fit of the offshore wave direction to reproduce the 
measured wave direction resulted in -25 degree as case 7 or 8. 

Table 2     Measured and calculated wave directions at selected points. 

No. Topography 
Wave conditions Wave directions 

Height 

(m) 

Period Direction Tide level 
(T.P. m) 

St.1 St.2 St3 

1 Chart 1 1.57 7.6 -14.5° 0.806 -1.4° 2.0° -7.4° 

2 a II II -20.0 // -5.1 -2.1 -9.5 

3 n II II -35.0 // -11.6 -8.2 -14.3 

4 n II II -40.0 a -13.7 -9.5 -16.2 

5 Chart 2 II II -20.0 II -11.6 -11.4 -10.5 

6 a II II -30.0 II -15.8 -16.6 -15.4 

7 ii II II -25.0 II -13.4 -13.6 -12.8 

8 a 2.39 II -25.0 II -12.6 -12.8 -11.7 

Mean angle measured -13.7 -13.3 -5.1 
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4.3    RESULTS OF COMPUTATION 
Figure 14 compares calculated current pattern with the observed one. 

Nearshore circulation cell on the downcoast of No. 10, a rip current at the head 
of No.11, and a rip current at a location of longshore distance 900 m agreed 
considerably well. On the other hand, in case of using Chartl, a very strong 
onshore current occurred and discrepancy was large on the shoal located in the 
middle of the sandy beach. 

observed 
:calculated 

50(cm/s) 

Wave direction 
(cr=-25° ) - 

X 

_] ! 1 1 r_ 

1000  1100  1200  1300  1400 
 1 1 1 r- 

600      700      800      900 
Longshore distance (m) 

Fig.14 Comparison of observed and calculated nearshore current field. 

V.     CONCLUSIONS 
Main conclusions in this study are summarized as follows : 

©  Nearshore current field with a longshore stretch of about 800m was 
measured. Development of nearshore circulation cell in the vicinity of headlands 
was confirmed. And, a rip current induced from the shoreward mass flux were 
also confirmed. 
(D Due to the shoreline changes around headlands observed by aerial 
photographs, the shoreline was stabilized to form a step-wise configuration 
responding to the oblique wave incidence. Furthermore, it was found that 
seasonal shoreline variation was superimposed to this shoreline to form 
dynamically stable shoreline. 
® Numerical simulation of wave field and nearshore currents were carried out. 
Results of numerical simulation agreed well with the observed one to show the 
effectiveness of the wave and current model. 
@ This study summarizes field experiences regarding headland system in 
Japan. And this information is thought to be important for further application on 
the other coast in place of the detached breakwater. 
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CHAPTER 310 

NOURISHED BEACH CONTROL BETWEEN 
BALIS AND ARENYS HARBOURS (SPAIN) 

F. Javier Escartin(1), Alfonso Vidaor(2), A.M. Castafieda(3) and Nuria Lupon 

ABSTRACT 

A description of the monitoring works carried out in the Maresme 
beaches between Arenys de Mar and Balis Harbour after the completion 
of the regeneration works consisting on the demolition of the existing 
groins and the execution of an artificial nourishment is presented. 

INTRODUCTION 

Maresme beaches are located close to the city of Barcelona (40 km in the northwest) 
and because of this they are frequently visited all year round. 

The zone was suffering an important regression that couldn't be restrained by any 
attempts of stabilization. So in February of 1992, a regeneration project of this coastal 
zone was carried out as a part of the works that the Spanish Public Works Ministery 
has been doing on the Catalan Coast. 

The nourishment works began in August 1993 and the first phase of the regeneration 
was finished in October of the same year, in March of 1994 the second phase ended. 

Because of the high investment dedicated to this work, an accurate monitoring of the 
beaches was planned in order to obtain a better understanding of the beach behaviour 
with respect to the littoral processes and thus to implement appropiate coastal 
management strategies. 
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The monitoring has been divided in two different parts: 

- A field systematic monitoring of the beaches 
- A shoreline evolution analysis using a numerical model of simulation 

Following the predicted evolution, the possible actions will be analized in order to 
guarantee the adequate maintenance of the desired stability conditions and quality. 

MARESME 

Arenys de Mar 

PROJECT ZONE 

Figure 1: Project location 

HISTORY 

Maresme littoral is a fisiographic unit which is spread out between Tordera River 
mouth and Barcelona Harbour. 

From the littoral dynamics point of view the working scheme of the stretch, is simple: 
This area has a NE-SW orientation with a net littoral transport from east to west, and 
net rates around 40.000 and 100.000 mVyear. 

After Arenys Harbour was built in the late forties, littoral dynamics of the beaches in 
the southwest of the Harbour were strongly modified suffering a regression that could 
not be restrained by any of the attempts of stabilization carried out. Mainly seawalls 
and transversal groins. 

In the closest zone to Arenys Harbour, a seawall about 2 km long was built to protect 
the railway line, and far away to the south, for 2.5 km, a set of eleven transversal 
groins were constructed. 

The nourishment project was designed with the double objective of: 

- obtaining a great stable beach area 
- establishing an important nourishment source for the Maresme beaches in the 

southwest of Arenys Harbour as far as Barcelona. 
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The total length of the regeneration was 4.5 km, with a beach width of 70 to 110 m 
and an elevation of 2.5 m. The mean slope was 1/10. 

The total volume of sand was 3.8 million cubic meter. Ten of the eleven transversal 
groins were demolished. 

MONITORING WORKS 

Monitoring program consists in bathymetric and topographic works which are 
performed every six months with the purpose of identifying areas where accretion and 
erosion occur. 

Bathymetric surveys of the whole area were carried out just after the works were 
completed. 

The field data available for this study were those carried out in: 

July 1993 (before regeneration works) 
October 1993 (at the end of the first phase) 
November 1993 (specific survey for the mouth of Arenys Harbour) 
January 1994 (also in the mouth) 
March 1994 (at the end of the second phase) 

February 1995 (first survey) 
July 1995 (second survey) 

With these data and employing a digital terrain model, comparative shoreline and 
isopaches planes, and comparative diagrams of control profiles are obtained. 

Some of the results of these works are shown in figure 2 where shorelines 
corresponding to every bathimetric survey are drawn. 

Since the nourishment ends until the february of 1995's monitoring survey, shoreline 
stepped back around 30 meters along all the study zone except the both ends, 
westward Balis Harbour and eastward Arenys Harbour. It has been a sediment 
accumulation which means a shoreline advance, in some points a very significant 
advance (70 meters close to Arenys Harbour counterdike). 

It has also been a shoreline advance in the central part of the stretch, downstream of the 
Hotel Colon groin. 

From February to July 1995, shoreline position has hardly modified what indicates a 
relative tendency to stabilization. A light tilting takes place at westward beach of 
Arenys Harbour with an important accretion in the counterdike due to wave diffraction 
effect. 

The control profile analysis also indicates (fig. 3) the local advance and receed of the 
shoreline. Different studied profiles show how the shoreline has receed 30 meter in 
profile 82 or has advanced in the other points. It can be seen in any profile that July 
95's shoreline tilt around February 95 position with 3 meters variation. 
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Figure 2: Shoreline evolution 

PROFILE 82 

COMPARATIVE PLANE 

Bathimetry July 93 
(before works) 

Bathimetry Oct 93 
(works end) 

PROFILE 89 

O Z"> u. -. 

COMPARATIVE PLANE 
Balhimetry Oct 93 

(works end) 

Bathimetry July 93 

(before works) 

PF82 

PF89 

Figure 3: Control profiles evolution 
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NET SEDIMENT TRANSPORT 

A sedimentary budget was done with the purpose of estimating sand volume mobilized 
by wave action since the completion of the works until July 1995. 

Analysing the volumes in the considered cells, the sand quantity lost in this area 
through the SW extreme during this period was 46,923 m3. 

Finally,   from  these   volumes,   estimate   longshore   transport   calculations   were 
made.(Figure 4). At this figure two zones can be clearly distinguished: 

- In the first zone, from Balis Harbour, and for a length of 3,000 meters, the net 
sand transport has the NE-SW direction with a maximum value of 89,307 
mVyear. 

- In the second zone, from this point to Arenys Harbour, the net sand transport 
has the SW-NE direction with a maximum value of 81,190 mVyear. 

In the first zone a relative minimum exists as a consequence of the sand accumulation 
due to the Hotel Colon groin that acts as a partial barrier. 

SHORELINE EVOLUTION NUMERICAL MODELIZATION 

Parallel to the monitoring work performed taking account of the field data, a shoreline 
numerical modelization was executed. 

This study was structured in two different parts: 

- calibration of numerical model employing the first survey data 
In order to obtain good transport coefficients necessary for long term coastal 
evolution prediction, a calibration was carried out. Then a verification of the 
obtained coefficiens was done. 

- simulation of the shoreline behaviour in a 10 year term 

The numerical model used for the simulation was GENESIS by CERC. 

The main variables involved in one-line shoreline evolution model are wave climate, 
sediment characteristics, closure depth, coastal structures and boundary conditions. 

In this work, different sets of wave data were used. Height and period of wave data 
proceeded from Tordera escalar buoy, and directions were obtained from visual data of 
routing ships registered in this sector. With both set of data a continous register for a 
year was built up. 

The selected boundary conditions were: 

- null longitudinal transport in the Arenys Harbour breakwater which means that 
it acts as a total barrier 

- permeable transversal groin in the Balis Harbour breakwater 
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Figure 4: Measured net transport 

Some simulations for the period end of the works - February of 1995 period were 
made, by varying transport parameters kl and k2, in order to obtain a proper 
adjustement between the numerical values of the longitudinal transport and shoreline 
evolution in comparison with the measured values. Values found to agree more 
accurately were k 1=0,8 and k2=0,5. 

The net longshore tranport distribution along shoreline is shown in figure 5, which can 
be compared with that obtained from measured values: Both distributions present 
similar global behaviour with identical peaks of transport. 

Figure 5: Net transport comparison 
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The obtained prediction of shoreline evolution is shown in figure 6. A reasonable 
agreement between measured and predicted shoreline positions can be observed. Both 
lines present identical accumulation and erosion areas. There is a sediment 
accumulation close to Balis Harbour and to Arenys Harbour, and sediment erosion in 
the rest of the stretch, specially downstream of Arenys Harbour. 

.^%r# 
^^^^             J^ 

S*£^ ——  initial shoreline 

^zy _,„  Measured shoreline 
Piln ilitrH ^hnrolinp 

Figure 6: Shoreline prediction 

10 YEAR SHORELINE MODELIZATION 

Afterwards, with parameters obtained previously, a long term simulation was made in 
order to find out the beach evolutive trend for the next ten years. In this case a mean 
climate obtained from visual data is used. Shoreline from July of 1995 is employed as 
initial position. 

Boundary conditions are the same. The existence of a seawall which represents the 
edge of urbanized area, that can not be overpassed by the shoreline regression, is 
considered as well. 

Figure 7 shows the result. It can be observed that since the 7th year, shoreline has 
receeded, in some points, reaching the edge of the urbanized area. The other points 
remain rather stable. 

Points where regression is maximum are situated dowstream of Arenys River Mouth. 
This zone has been traditionally protected by seawalls. 

The most important observations are: 

- Westward of Arenys Harbour, shoreline tends to stability but downstream a 
strong erosion takes place, so after the 6th year less than 10 m of the beach 
width remains. Points were regression is maximum are situated downstream of 
Arenys stream outlet. This zone has been traditionally protected by seawalls. 
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• Hotel Colon Groin doesn't represent, a total barrier to longshore transport and 
its presence has no influence in the beach behaviour. 

• But in the long term, erosive trend of the coast situated downstream of the 
Arenys stream outlet could move downstream, causing the beach to lie in the 
Hotel Colon groin. 

Arenys Harbour 

700 
••-   Initial          Year5 
— Yearl      Years 
— Year 2     Year 7 
— •   Year 3      Year 8 
   Year 4      Year 9 

Balis Harbour 

0 280       560      840      1120    1400 2240    2520    2800    3080    3360    3640    3920    4200    4480 
X  (m) 

Figure 7: 10 year shoreline evolution 

ACTIONS 

To restrain the erosive trend of the stretch, two possible actions have been suggested 
and studied: 

- A periodical beach fill, upstream of the stretch (westward of Arenys Harbour) 
- Construction of a detached breakwater 

Figure 8 shows the first action modelization. As it can be seen in the diagram, an anual 
beach fill of 40,000 m3 of sand, after the third year, produces stability of the entire 
beach. 

Secondly, with a detached breakwater a salient is generated (figure 9), what means an 
important increment in the beach surface in this area. 

Since there is a possibility of an erosion later on in this point, beach fills are also 
studied (figure 10). Subsequently the beach would be totally stabilized. 

Both solutions satisfy the stabilization objective of the regenerated beach. 



4022 COASTAL ENGINEERING 1996 

Arenys Harbour 

700,00 
Initial          Year 5 
YeaM       Years 
Year 2      Year 7 
Year 3      Year 8 
Year 4      Year 9 

Balis Harbour 

0 260      560      840     1120    1400    1 1960    2240    2520    2BO0 
X  (m) 

3360    3640    3920    4200    4480 

Figure 8: Periodical beach fill modelization 
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Figure 9: Detached breakwater modelization 



NOURISHED BEACH CONTROL 4023 

Arenys Harbour 

700 
Initial          Year 5 
Yearl      Year6 
Year 2     Year 7 
Year 3     Year 8 
Year i     Year 9 

Balis Harbour 

0   280  560  840  1120 1400 1680 1960 2240 2520 2800 3060 3360 3640 3920 4200 4460 
X (m) 

Figure 10: Detached breakwater with periodical beach fill modelization 

CONCLUSIONS 

- To guarantee extensive coastal zone regeneration, it is very important to carry 

out monitoring of the shoreline evolution. 

- The monitoring and control processes should be completed with simulation 

models in order to: 

- improve the understanding of littoral processes 

- predict the evolutive trends 

- the necessary actions, their evolution and cuantificatioon could 

therefore be analyzed 

- Monitoring continuity will allow the feed back of the calibration of the model 

and a better adjustment of both, the regenerated beach evolution simulation and 

the effect of the suggested actions. 



CHAPTER 311 

NUMERICAL SIMULATION OF SHORELINE CHANGE 
WITH LONGSHORE SAND WAVES AT GROINS 

Hans Hanson1, M. ASCE, Michelle M. Thevenot2, Nicholas C. Kraus3, M. ASCE 

ABSTRACT: Longshore sand waves (LSWs) are macro-morphologic 
features that maintain form while migrating along the shore with speeds 
on the order of kilometers per year. LSWs can dominate shoreline 
evolution by causing both apparent long-term erosion and accretion 
seemingly unrelated to the calculated or estimated net and gross 
longshore sand transport rates. This paper explores three possible 
mechanisms, wave asymmetry, form advection, and surf-zone 
contraction, hypothesized to maintain and translate LSWs. The 
mechanisms are implemented within the framework of a shoreline 
change numerical model. Simulations implementing the LSW evolution 
mechanisms are tested with observations made of LSWs at Southampton, 
Long Island, New York. Consideration is also given to movement of 
LSWs at and through groins. It is concluded that fundamental questions 
remain on processes governing the behavior of LSWs. 

INTRODUCTION 

Shoreline change can be calculated by one-line numerical simulation models for a wide 
range of coastal structures, beach fills, waves, and boundary conditions. Such models 
are based on the continuity equation and a transport rate formula for the particulate 
movement of sand, such as the CERC formula (SPM 1984). It is well known that the 
one-line model, with a particulate transport rate formula dependent upon the incident 
wave angle, reduces to the diffusion equation.   The result is that perturbations in 
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MS 39180-6199, USA. 

3) Research Physical Scientist, US Army Engineer Waterways Experiment Station, Coastal and 
Hydraulics Laboratory, 3909 Halls Ferry Road, Vicksburg, MS 39180-6199, USA. 
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shoreline position will tend to be smoothed, unless controlled or sustained by a boundary 
condition or another constraint. Particulate transport rate formulas pertain to micro-scale 
or meso-scale motion (minutes to hours or days) and are stepped through time, typically 
at 3- to 6-hr intervals, for calculation cell widths typically on the order of 50 to 500 m. 

Engineers are becoming aware of morphologic features in the nearshore having much 
longer time and space scales that may impact project performance. Such features 
maintain their identities for months to years and move while preserving form. One such 
collective movement (Sonu 1968) of consequence is that of longshore sand waves 
(LSWs) (see Thevenot and Kraus (1995) for a literature review of LSWs), large wave- 
like features that migrate alongshore with a characteristic speed of kilometers per year. 
Verhagen (1989) examined a 100-year record of LSWs present along 20 km of Dutch 
coast and concluded that periodic accretion observed in a groin field coincided with the 
passage of LSWs and not to trapping of littoral (particulate) drift by the groins. LSWs 
have been associated with intermittency in sand supply, such as the discharge of river 
sediments, sediments discharged from inlets, artificial injection of a large quantity of 
sand, and welding of shoals on to the shore. 

Recently, Thevenot and Kraus (1995) presented a one-line model that includes both 
particulate transport and representation of LSWs as a collective motion, and they 
successfully simulated LSW migration observed at Southampton Beach, Long Island, 
New York. The purpose of the present paper is to investigate possible mechanisms that 
maintain and translate LSWs and to extend the one-line model to examine LSW 
movement in groin fields. The model is tested with data from Southampton Beach. 

THEORETICAL CONSIDERATIONS 

Here, we discuss three mechanisms we hypothesize might act singly or jointly in the 
nearshore to preserve LSWs and translate them alongshore. First, basic concepts 
underlying longshore sand transport and shoreline change calculation are introduced. 

General Relations 
Shoreline change models have become a standard technique for calculating the long-term 
evolution of sandy beaches under impressed waves, boundary conditions, and coastal 
engineering activities (Hanson and Kraus 1989). In these models, the longshore sand 
transport rate is usually represented by an expression of the form 

Q = Qo sin2Qb = Qo sin 2| 6   - arctan — 
{ dx (1) 

where Q0 = amplitude of longshore sand transport rate, 6A = angle of breaking wave 
crests relative to the shoreline, 0O = angle of breaking wave crests relative to an axis set 
parallel to the trend of the shoreline, y = shoreline position, x = distance alongshore, and 
dy/dx = local shoreline orientation. For beaches with gentle offshore slopes, it can be 
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assumed that the breaking wave angle, Qh relative to the shoreline and the shoreline 
orientation, dy/dx, are small. For such a situation, if the amplitude of the longshore sand 
transport rate and the incident breaking wave angle are constant (independent of x and 
time t), the equation for the change of shoreline position y reduces to the one- 
dimensional (ID) diffusion equation (Larson et al. (1997) 

By        ffy — = e —i- (2) 
at      a*7 K ' 

in which 

e -•£ & 
where D = sum of depth of profile closure and elevation of the berm. Eq. (2) describes 
diffusion or spreading of perturbations that might be located along the shoreline, the 
diffusion acting to obliterate the distinct and persistent shoreline sand forms which are 
the subject of this study. 

In this study, three possible mechanisms are postulated and investigated, by means of 
a one-line model, which may be responsible for the preservation of the form and 
translation of the center of mass of LSWs. These mechanisms are (1) wave asymmetry, 
(2) form advection, and (3) surf-zone contraction. 

Wave Asymmetry Mechanism 
There are a wide range of expressions for calculating the amplitude of longshore sand 
transport rate Q0. For example, the SPM (1984) gives the relation 

Q    =    Pg  %   C      *  (4) 
16     *    *  (p, -  p)X W 

where Hb = significant breaking wave height, Cgh = wave group velocity at breaking, p 
(pv)= density of water (sediment), g = acceleration due to gravity, K = non-dimensional 
empirical coefficient (approx. 0.5 - 0.8), and X = porosity of sand (approx. 0.4). Eqs. (1) 
and (4) show that breaking wave height and direction are the dominant parameters 
determining the magnitude and direction of the longshore sand transport rate. 

Thevenot and Kraus (1995) postulated that a LSW would refract waves toward it, similar 
to wave convergence at a headland, and this wave asymmetry would tend to "pack" the 
sand in place on the LSW. Their calculations with a simple ID wave model showed this 
phenomenon to be potentially valid. To further evaluate the possible influence of wave 
asymmetry on LSW migration, breaking wave input for the shoreline change model was 
calculated with a full 2-dimensional (2D) wave transformation model (Larson and 
Hanson 1996) that was executed every time step. 
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The mild-slope equation (Berkhoff 1972) is often employed to describe the 
transformation of linear water waves. A simplified form of this equation was used in the 
present study, where diffraction was neglected, but energy dissipation due to depth- 
limited breaking was included. The dissipation was incorporated as a sink term in the 
equation for conservation of wave energy flux, and the magnitude of the dissipation was 
estimated according to the procedure of Dally et al. (1985). The mean water elevation 
was computed from the cross-shore momentum equation. The wave calculations 
involved in these simulations were, therefore, much more rigorous that what is normally 
done for shoreline-change model simulations. A practical limitation in accuracy is the 
finite grid size, as the breaking wave height and angle are calculated at discrete points 
across-shore. 

Advective Form Mechanism 
As shown by Inman (1987) and by Larson and Kraus (1991), the longshore migration 
of LSWs may be incorporated into Eq. (3) by including a morphologic form-advective 
term V(dyldx) to yield the advection-diffusion equation for a conservative substance 

& + Y&- = e^l (5) 

where V= the migration speed of the LSW. Thevenot and Kraus (1995) related Fto a 
longshore water discharge parameter R defined as (Kraus & Dean 1987) 

R = \^bvh (6) 

in which dh = depth at wave breaking, yb = the distance from the shoreline to the break 
point, and vls = mean velocity of the longshore current. The discharge parameter was 
considered as an appropriate means to express the form speed because R is a macro-scale 
quantity, as is V. 

The longshore current velocity may, in turn, be calculated using an accepted empirical 
relation (Komar & Inman 1970) 

l^-yfedbsm(2Qt) (7) 

in which y = ratio of wave height to water depth at breaking. Based on these parameters, 
the volume rate of transport QISW may be calculated as (Thevenot and Kraus 1995) 

GGWU = a(R ~ ^«) (8) 
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where a = empirical proportionality coefficient, and Rcril = threshold value of R. Both of 
these values must be determined from field measurements or from inferences made 
through modeling of shoreline change. On the other hand, based on geometric 
properties, the volume rate of transport may be estimated as 

GGUL = i\*>r (9) 

where r| = amplitude of the LSW measured from the ambient shoreline. Elimination of 
Qu„, between Eqs. (8) and (9) gives an expression for the migration speed of the LSW 
to be substituted in Eq. (5) as: 

V - J_^ (10) 

Contracted Surf Zone Mechanism 
This analysis is based on the assumption that the presence of a LSW does not alter the 
alongshore location of depth contours beyond the depth of closure. Under this 
assumption, because the LSW protrudes seaward from the ambient shoreline, the slope 
of the profile on the LSW must be steeper than that of the adjacent beach. 

The beach profile is assumed to follow a Bruun - Dean equilibrium (y2/1) shape. Along 
the ambient shoreline (unaffected by the LSW), the horizontal distance from the 
shoreline to Dc is the active width of the surf zone yc. The equilibrium shape relation for 
yc may be expressed as 

yc = (DJA)m (11) 

where A = empirical scale parameter. Along sections of shore occupied by a LSW, the 
active width of the surf zone will decrease. If an equilibrium profile is assumed to exist 
along these sections as well, the steeper profile will be characterized by a modified scale 
parameter A* given by 

A' = Dcl{y'cf
n (12) 

where y* is the modified active width, yc - r\ (Fig. 1). Similarly, the surf-zone width, 
defined as the distance yh from the shoreline to the breaker line at depth D,„ may be 
written as 

yb = (Pt/Af» (13) 
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Fig 1. Definition sketch for the contracted surf zone approach. 

along ambient beach sections, whereas along the beach at the LSW, the corresponding 
relation reads: 

y> = (PJA'f (14) 

By expressing the longshore sand transport rate Q as an Inman-Bagnold-type relation 
and applying the continuity equation for the longshore transport of water yields 

Q ~ v„ Hi,      Q" ~vlH"b- 

vh Areab = v„ Areab 

(15) 

where Areah = cross-sectional water area between the shoreline and breaker depth, and 
the superscript * denotes values in the region of the LSW. Based on the unmodified 
longshore sand transport rate distant from the LSW, the corresponding rate along the 
LSW is given by 

fi*     A (y<Y3 

— = —    - (16) e 
A_ 

A' 

CALCULATION RESULTS 

In the following, predictions of the three approaches for maintaining and translating 
LSW are evaluated through numerical simulation. 
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Wave Asymmetry Calculation Approach 
Starting with a representative single LSW with a length of 5.5 km and an amplitude 
of 34.2 m (Fig. 2), a standard shoreline change model (paniculate transport rate only) 
was run for 2,000 hr with constant offshore (20-m depth) wave climate ofH— 1.0 m, 
wave period 7=6 sec, and 9=10 deg. Other parameters in the simulation were time 
step At = 4 hr, cell spacing Ax = 50 m, and K = 0.7. As has been shown previously 

(Hanson and Larson 1987), wave transformation modules run on assumed locally plane 
and parallel contours that are typically included in shoreline change models produce 
wave properties alongshore that results in a high degree of symmetrical transport 
patterns around a protruding symmetric feature such as a LSW. As a result, the LSW 
experiences little advection, although the diffusion is significant (Fig 2). 

In the 2D wave modeling simulations, the number and size of alongshore calculation 
cells were the same as in the ID simulation. The calculation area was divided into 50 
sections, each of 20-m spacing across shore. Time step and duration of the simulation 
were the same as in the ID case. As seen in Fig. 2, the LSW evolution produced by 
the 2D wave modeling displays a much greater degree of asymmetry, but there was no 
significant advective LSW motion, although diffusion was significant. 
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Fig 2. Shoreline change calculated using 1D and 2D wave transformation modeling. 
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Based on this and other calculations, it is concluded that a 2D wave calculation scheme 
as ran in typical engineering studies will not create enough wave- and associated sand- 
transport asymmetry around a LSW to cause the LSW to migrate. 

Advective Form Calculation Approach 
As seen from Eq. (10), the advective speed of any section of a LSW is inversely 
proportional to its displacement from the baseline. Thus, the center of the initially 
symmetric LSW in Fig. 3 moves faster than the flanks, resulting in a flatter up-drift 
plan shape of the LSW and a steeper down-drift flank, in agreement with field 
observations. From a modeling point of view, the advective speed concept offers 
significant flexibility. The migration speed is controlled by a and R,.Ht in Eq. (10), 
whereas the diffusion is controlled by AT in Eq. (4). 

The initial LSW in Fig. 3 is the same as in the previous figure. In this case, the wave 
conditions were H = 1.0 m, T= 8 sec, and 9 = 20 deg, and the simulation duration 720 
days. The LSW migrates with an average speed of 3 km/yr with a decrease in amplitude 
of about 50%. Variation of input wave characteristics in several similar simulations (not 
shown) indicated that the LSW would move in either direction, always migrating in the 
direction of net sand transport, in agreement with field observations. At the same time, 
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Fig 3. Calculated LSW migration using the advective form approach. 
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there was always an increase in length of the calculated LSW with time, while its 
amplitude decreased due to diffusion. Available field observations seem to indicate that 
LSWs have a more stable amplitude and do not increase in length. 

Contracted Surf Zone Calculation Approach 
A simulation was performed with the contracted surf zone approach implemented and 
with identical conditions as in the previous cases. As seen from Fig. 4, the calculated 
LSW does indeed move downdrift, but with considerably less speed and diffusion than 
in the previous case. During the simulated 2 years, the LSW moves with an average 
speed of 0.6 km/yr while maintaining 82% of its amplitude. At this stage, it is not 
possible to determine which of the two very different results is correct, because both are 
reasonable. 

Distinguishing Advection and Diffusion 
One problem both approaches have in common is, however, that any kind of perturbation 
in the shoreline will move downdrift, which is not reasonable. For example, the local 
erosion and accretion associated with the presence of a groin are expected to remain in 
the vicinity of the groin and not to move alongshore as a coherent form. 
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Fig 4. Calculated LSW migration using the contracted surf zone approach. 
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Fig. 5 shows the situation of an initial LSW identical to that in Fig. 3, calculated with 
the advective-form approach. The simulation was driven with a Corps of Engineers 
hindcast wave time series for Southampton Beach, Long Island, New York, that covers 
the period 1956-75. The simulation started on Jan. 1, 1958, and continued for 1,600 
days, chosen to represent a period of unusually strong longshore transport wave 
conditions and a persistent sediment transport to the west (right). With a groin blocking 
the sediment transport, impoundment or accretion are expected on its updrift side and 
corresponding erosion on the opposite side of the structure. However, as these features 
start to develop, they, too, begin to migrate, resulting in the wavy shoreline shape 
downdrift of the groin. This behavior is unrealistic. 

One ad-hoc means of eliminating advection of all perturbations is to a-priori identify 
and specify which features are to migrate. These features will subsequently evolve by 
advection as well as diffusion. Other features that appear spontaneously in response to 
constraints or placement of beach fills, such as shoreline displacements near groins, will 
not be subject to the advective mechanisms and not migrate alongshore. Such an ad-hoc 
specification might be implemented in an engineering application if the results are 
monitored with caution, but it is not satisfactory because it does not address why some 
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Fig 5. Calculated LSW interaction with a groin using the advective form approach. 
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shoreline features move and others do not, that is, the physical processes associated with 
cause and effect of the LSW migration are omitted. 

A result of a simulation with such a distinction between advection and diffusion in the 
advective-form approach is displayed in Fig. 6, representing the same wave conditions 
as in the previous case, but now only run for 1,200 days. With the LSW distinguishing 
capability active, accretion as well as erosion adjacent to the groin develop, as expected. 
With elapsed time, the LSW passes the groin, initially deformed by the presence of the 
groin, but later resumes its shape as it moves away from the structure. 

Application to Southampton Beach 
To validate qualitatively the preliminary approach described here to modeling LSW 
migration, the advective form calculation was applied to the situation at Southampton 
Beach, Long Island, New York. Here, eleven LSWs present in the early 1990s were 
identified from aerial photos (Thevenot and Kraus 1995). The LSWs had an average 
length of 0.75 km, an average amplitude of about 40 m, and an estimated average annual 
migration speed of 0.35 km/yr. Their speed was found to vary seasonally with the 
strength of the inferred longshore discharge parameter calculated from the wave 
hindcast. 
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Fig 6. Calculated LSW interaction with a groin using decoupled advection and diffusion. 
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Available aerial photos dated Sep. 4, 1991, Dec. 20, 1991, and Jan. 2, 1993, served as 
references for the simulations. The simulated shoreline covers 16.9 km, with a spatial 
resolution of 100 m and a time step of 3 hr. Results of the simulation are shown in 
Fig. 7. The same wave hindcast time series as in the above was specified, but now 
starting on Sep. 4, 1956, and ending Jan. 2, 1958, representing the time period Sep. 4, 
1991, to Jan. 2, 1993, because the actual time period of the LSW observation is not 
covered by the hindcast. The hindcast time period was selected to represent typical 
conditions at the site. 

As expected, the LSWs moved to west (to the right in the simulations). However, it was 
noted that during the last two weeks of the simulation period, i.e., the end of 1957 
(representing the end of 1992), the LS Ws moved significantly in the opposite direction, 
ending on the incorrect side of the intermediate LSW positions. This reversal is an 
artifact of the wave time series in the hindcast for 1957. The calculations were therefore 
halted 2 weeks before the end of the simulation period. 

The locations of the calculated LSW are in reasonable agreement with most of the LSWs 
in the photographs. However, representation of the amplitudes is poor. The reason for 
this is, as indicated previously, that the model cannot produce growth in LSW amplitude, 

4,000 8,000 12,000 16,000 
Distance Alongshore (m) 

Fig 7. Measured and calculated LSW movement at Southampton Beach, LI, New York. 
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which appears to be a significant process in the field. It is not known at this point what 
phenomena are acting to produce a substantial increase in amplitude of the LSWs. It is 
possible that varying tide level may have contaminated the dimensions of the LSWs 
measured in the aerial photographs. 

CONCLUDING DISCUSSION 

Longshore sand waves (LSWs) are a large-scale phenomenon of major significance in 
coastal engineering and science. The physical processes governing preservation and 
migration of LSWs have not been firmly identified, no less understood. Predictive 
models describing LSWs are only at the formative stage, and the present paper has 
explored three approaches for describing the evolution of LSWs. The interaction 
between LSWs with groins was also explored. 

Comparisons of calculations with measurements of LSWs at Southampton Beach, Long 
Island, New York, shows that the migration of LSWs may be described by shoreline- 
change model modified to include a form advection term. However, the temporal and 
spatial variation in permanence of form and amplitude of the LSWs were not 
satisfactorily reproduced in the model. Presented results indicate that the advective form 
calculation approach reproduces the LS W migration better than other methods, whereas 
the contracted surf zone calculation approach seem, to be superior in preserving LSW 
amplitude. Further model developments will depend on improved understanding, 
characterization, and conceptualization of the mechanisms controlling the behavior of 
LSWs. 
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CHAPTER 312 

EROSIVE WAVES IN SHORELINE CHANGE DUE TO THE 
REDUCTION OF A RIVER DELTA 

Yoshito Tsuchiya, 1 M. ASCE 

ABSTRACT: Using observations of long-term data of shoreline change during the 
reduction process of a river-mouth delta, space-time shoreline changes and their 
variations are clarified by the moving-average method. There clearly exist two modes of 
shoreline changes due to distinct types of erosive wave. The first mode is defined to be 
an erosive wave propagating down-coast as a diffusion phenomenon. The second was 
estimated from the variation from the erosive wave and defined to be an erosive wave 
propagating down-coast as a wave phenomenon. We suggest new terminology for these 
two kinds of erosive wave. The erosive waves of the first mode are subject to change as 
positive and negative erosive waves due to the initial and boundary conditions at the 
river mouth in relation to the sediment input from the river and local change in the 
submerged river delta. The erosive wave of the second mode propagates down coast 
faster than the first mode erosive wave. We therefore conclude that shoreline change due 
to beach erosion can be described as space-time change propagating down-coast as a 
diffusion phenomenon, upon which shoreline variation propagates as a wave 
phenomenon faster than the shoreline change. Additionally, a theory for the diffusion- 
wave phenomenon of shoreline change is attempted using a set of equations of longshore 
sediment transport rate and continuity of shoreline change to find the dispersion 
relation of erosive waves. 

INTRODUCTION 

In the past, it has been considered that shoreline change is a diffusion process, governed 
by a diffusion-type equation in a one-line theory. It has been observed that, in the 
reduction process of a river delta, severe shoreline change takes place in the vicinity of 
the cause of erosion, sometimes with beach collapse, and that shoreline change 
propagates down-coast like a wave phenomenon. In 1987, Inman defined the 
propagation velocity of an accretion or erosion wave in terms of the longshore sediment 
transport rate. By use of this method, Uda and Yamamoto (1994) recently estimated 
the velocity of a sandy body on the Mihono-matsubara sand spit.  In understanding 
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the shoreline change and establishing methodologies for its control, it is of course 
very important to recognize whether the shoreline change can be described as a diffusion 
or a wave phenomenon, or as a diffusion-wave   phenomenon. 

Recently, Tsuchiya (1995, 1996) studied erosive waves in shoreline change by 
analyzing long-term shoreline change data from the Shizuoka and Shimoniikawa coasts, 
using the method of moving average. 

In this paper, we analyze data of long-term shoreline change along the Shizuoka 
Coast facing Suruga Bay by the method of moving average, to find the space-time change 
of the shoreline and its propagation speed. The narrow, sandy beach was formed on the 
collision coast due to there being a lot of sediment input from the Abe river. Due to a 
rapid decrease in sediment input, severe beach erosion and collapse began to take place 
near the river mouth in 1965. This extends in the direction of longshore sediment 
transport. The beach erosion can therefore be considered as a reduction process of the 
river delta. There clearly exist two modes of shoreline change. The first mode is space- 
time shoreline changes such as positive and negative erosive waves as diffusion 
phenomena. The second mode is an erosive wave propagating faster than the first mode 
shoreline change. We demonstrate that shoreline change due to beach erosion must 
therefore be considered as a diffusion-wave phenomenon. 

Additionally, a theory of shoreline change is proposed from a set of equations for 
longshore sediment transport and continuity of shoreline change. We conclude that the 
shoreline change can be described by a diffusion-wave phenomenon. The dispersion 
relation is obtained, and the resulting propagation speed is discussed. 

THE DATA 

The Shizuoka Coast and Its General Features: Although depth sounding was 
first performed in 1969, regular surveys of shoreline change and soundings on the 

20km 
j 

OmaezakiPoint   ^ , ,    _lo0o s 

Figure 1. Location of Shizuoka coast and wave rose (Modified from Uda,   1994) 
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Shizuoka coast   have   been   carried   out annually   since 1974    by   the   Shizuoka 
Prefectural Government. 

In this paper, the measured data were used. The Shizuoka coast is one of the Pacific 
Ocean coasts of the Japanese islands, facing Suruga bay as shown in Figure 1. This 
coast is a typical collision and mountainous coast according to the coastal classification 
of Inman and Nordstorm (1971). The width of the coast is very narrow. The beach 
profiles are very steep and connect with the steep offshore slopes in Suruga bay. Because 
of the high rate of sediment input from the Abe river, a narrow sandy beach has been 
formed on the coast by typhoon waves from the south to southeast directions. At the 
northeast end of the coast, a sand spit called Mihono-batsubara sand spit is beautifully 
formed by the longshore sediment transport in the northeast direction. Near the sand 
spit, a sea canyon is located into which part of the longshore sediment is deposited. 

Coastal Disasters and the Main Causes of Beach Erosion: Coastal disasters 
occurred due to the Isewan typhoon in 1959 and Typhoon 6626 in 1966, resulting in 

Collapse Collapse     Collapse 

m1981   in 1980       in 1978 Abe River 

Figure 2. Shoreline changes due to beach erosion and collapse in the initial stages of 
beach erosion (Toyoshima.Takahashi & Suzuki, 1981). 

beach collapse in some locations on 
the beach north of the river mouth, 
as shown in Figure 2.  Since then 
sea dikes have been constructed 
along the coast. Because there was 
remarkable beach erosion at that 
time,   soundings   and    shoreline 
surveys   have   been carried  out 
along the coast since 1969. The 
sea      dikes      were    sometimes 
destroyed and   the   eroded area 
extended further along the north- 
east    coast.    Therefore   offshore 
breakwaters   were begun to   be 
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V 
1990 
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Figure 3. Annual change of total volume of concrete 
units used for offshore breakwaters. 
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constructed, and these are now completed along the whole coast. Figure 3 shows the 
total volume of concrete units used for the offshore breakwaters. In the Abe River 
sediment mining had been done widely and severely before 1968 for construction works, 
resulting in severe beach erosion. We therefore conclude that the main cause for beach 
erosion is due to the decrease in sediment input from the Abe River, and that the beach 
erosion can be explained as a reduction process of the river delta. 

THE METHOD OF DATA ANALYSIS 

Purpose of Data Analysis: Shoreline changes are usually measured at intervals of 
100m or 200m. As shown in Figure 2, beach collapse takes place locally over several 
hundred meters, and extends down-coast as it propagates. The spatial magnitude of 
shoreline change due to beach erosion is wider and reaches sometimes a few kilometers. 
Therefore, we have to consider shoreline changes extending from several hundred meters 
up to several kilometers. The shoreline change data include local shoreline changes and 
some errors in the measurements. In order to clarify the shoreline changes more 
naturally than we have understood them, it may be effective to analyze the data using 
spatial smoothing methods. 

Methods of Data Analysis: We have two traditional methods for smoothing 
fluctuating data; 1) the triangle-weighting or uniform-weighting method, and 2) the 
Fourier transform method. Shoreline changes take place not only due to beach erosion, 
but also by beach collapse under the action of wave concentration, and extend widely 
along the coast. In this paper, the uniform-weighting method was used. The number of 
points for weighting was determined by considering whether the phenomena in question 
can be clearly observed in the smoothed data. 11, 13 and 15 points were used for large- 
scale shoreline change as a diffusion phenomenon, and 3 points were used for variations 
from the large-scale shoreline change as a wave phenomenon. The applicability of the 
smoothing method was established by comparing the results from using different 
numbers of smoothing points. We conclude that, in the data measured at intervals of 
100 m, 13 and 15 smoothing points are suitable for large-scale shoreline change, but 3 
points for variations from the shoreline change. 

THE CLASSIFICATION OF EROSIVE WAVES 

Spatial and Temporal Shoreline Changes: Using the 15-point smoothing 
method, smoothed shoreline changes and their variations are shown in Figure 4 at 
intervals of two every years. In the figure there clearly exist two modes of shoreline 
change. The first mode, indicated by the thick solid curves, is the large-scale shoreline 
change. The second mode, indicated by the thin curves with marks, is the variation from 
the first-mode shoreline change. The large-scale shoreline changes show clearly the 
annual change of shoreline in spatial form from the river mouth of the Abe river. The 
shoreline change expands widely down-coast in the north-east direction. This shoreline 
change clearly demonstrates the total shoreline change under the condition of beach 
erosion, which we understand as a diffusion phenomenon. This shoreline change 
propagation may correspond to the accretion or erosion wave proposed by Inman (1987). 
Referring to the cause of beach erosion, which is a decrease in sediment input from the 
Abe river, this total shoreline change can be understood to be a reduction process of 
the river delta. However, the boundary condition for the shoreline change at the river 
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Figure 4. Total shoreline changes with erosive waves (W) down-coast from the river 

mouth. 

mouth will be discussed in relation to the generation of erosive waves, as well as the 
decrease in sediment input from the river. 

Erosive Waves: The thick curves shown in Figure 5 illustrate annual changes in total 
shoreline change, for which I define an erosive wave as a diffusion phenomenon. The 
erosive wave propagates down-coast, reducing in amplitude gradually. In this case, it 
has a wave crest defined by a minimum in the spatial shoreline change, and a trough 
defined by a maximum. Note the fact that the erosive wave is composed of two 
elementary waves such as positive and negative erosive waves. The positive 
erosive wave propagates accompanying the negative erosive wave. Further, note that 
these two waves were generated by different events at the river mouth, probably rapid 
decrease and increase in sediment input from the river, or their resulting local changes 

30 

20 

CO 

I 

-40 

- - - -dy(76)15 
 -O- -dy(76)15+ddy3 

 dy(78)15 

-.-A—dy(78)15+ddy3 

 dy(80)l 5 

 O dy(80)15+ddy3 

 dy(82)15 

D      dy(82)15+ddy3 

03 

vM 
ft 

(a) 1976 to 1982. 



4044 COASTAL ENGINEERING 1996 

T3 
T3 
+ 

if) 

40 

30 

20 

10   - 

c  -10 

-20 

-30 

-40 

  -dy(77)15 

 0 dy(77)1 5+ddy3 

 A- •dy(79)15+ddy3 

  -dy(81)15 
 (-v.. dy(81)15+ddy3 

$&?^ '6     &? „*&> 1\ '.U M) 

/<V>' 

(b) 1977 to 1981. 
Figure 5. Spatial profiles and propagation of erosive waves (DP) and (DN) with erosive 

wave (W) before the construction of offshore breakwaters. 

in the submerged river delta. Therefore, I define the erosive wave propagating as a 
diffusion phenomenon as erosive wave (D), and the positive and negative erosive waves 
as erosive wave (DP) and erosive wave (DN), respectively. 

When the erosive waves are specified at the river mouth as the initial and boundary 
conditions for shoreline change, we may predict the total shoreline change using a 
common shoreline change model. Actually, beach profiles change in relation to shoreline 
changes around the river delta, so that the application of the model may need further 
consideration. The thin curves shown in Figure 6 indicate the variations from the erosive 
wave (D), for which I define an erosive wave as a wave phenomenon. This erosive wave 
propagates down-coast on the erosive wave (D). Thus, I define it as erosive wave (W). 
The crest and trough of the erosive wave (W) are denoted as erosive wave (Wc) and (Wt), 
respectively. 

THE EROSIVE WAVE(D) AND ITS PROPAGATION AS A DIFFUSION 
PHENOMENON 

Spatial Profiles and Propagation of the Erosive Waves (D): As previously 
seen in Figure 5, this erosive wave (D) propagates down-coast accompanying erosive 
waves (DP) and (DN). Note that the spatial profiles of erosive waves (D) have nearly the 
same form, but reduce their amplitude gradually as a diffusion phenomenon, until the 
construction of offshore breakwaters. The erosive waves generated during and after 
the construction are shown in Figure 6, the thick curves with solid marks indicate the 
erosive wave (D), and the thin curves with open marks the erosive wave (W) propagating 
on the erosive wave (D). Note that during this period erosive waves (DN) were 
generated, and then erosive waves (DP) were then generated. Both the erosive waves 
propagate slowly down-coast in the same form, but their amplitudes clearly tend to 
decay down-coast. This fact may be due to the offshore breakwater effect of trapping of 
longshore sediment. 
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(a) 1987 to 1993. 

(b) 1988 to 1994. 
Figure 6. Spatial profiles and propagation of erosive waves (DP) and (DN) with erosive 

wave (W) during and after the construction of offshore breakwaters. 

Propagation Speeds of Erosive Waves (DP) and (DN): The amount of data for 
the erosive waves is limited. Therefore, by use of the successive spatial profiles 
corresponding to the crests of erosive waves (DP) and (DN), the positions of the crests 
can be determined. Figure 7 shows the time-change of the crest positions where the 
straight line with solid diamond and square marks indicate respectively erosive waves 
(DP) generated before and during/after the construction of offshore breakwaters. The 
propagation speeds of erosive waves are obtained from the gradient of the straight lines. 
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Figure 7. Propagation speed of erosive waves (DP) and (DN) before and during/after the 
construction of offshore breakwaters. 

Note that the propagation speed of erosive waves generated during and after is less 
than that before the construction. Further, note that the propagation speed of erosive 
waves (DP) and (DN) are the same. This may explain the fact that the spatial profiles 
shown in Figure 6 are decaying gradually down-coast, but maintain almost the same 
form. If the straight line of erosive wave (DP) is extended, the time when the erosive 
wave was generated is found to be around the year 1972. Alternatively, the times when 
erosive waves (DP) and (DN) were generated during and after the construction are found 
to be around the years  1983 and 1987, respectively. 

Possible reasons for generation of erosive waves (DP) and (DN): As 
previously discussed the main cause of beach erosion is due to the decrease in sediment 
input from the Abe river. Uda, Misawa and Matsui (1996) recently qualified this fact 
considering river bed changes due to mining of sand and gravel in the river. They 
conclude that the river bed had been lowered within the alluvial reach near the river 
mouth during mining until 1968, but changed to deposition of sediment during the 
period between 1970 and 1973. It therefore seems that within the period, there was no 
sediment input into the beach, resulting in either the direct generation of the erosive 
wave(DP) shown in Figure 7, or changing the submerged river delta which may have 
generated erosive waves. They also described that after the generation of the erosive 
wave no remarkable floods have been experienced, but a huge flood occurred in 1982, of 
which the maximum discharge was 3,860 m3/sec. It also seems that the flood 
generated the erosive wave(DN), and that variations in the submerged river-mouth 
delta in relation to floods might generate erosive waves . 
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THE EROSIVE WAVE(W) AND ITS PROPAGATION AS A WAVE 
PHENOMENON 

Erosive Wave (W) and Its Propagation: Figures 8 and 9 show erosive waves (W) 
generated before and during/after the construction of offshore breakwaters respectively. 
A careful inspection shows that the erosive waves (W) propagate down-coast, with some 
exceptions. Note that the wave amplitudes show their maximum values near the river 
mouth, and reach over 30 m. Further, note that they decay in their propagation down- 
coast. It seems that this tendency is the same both before and during/after the 
construction of offshore breakwaters. 

(a) 1975 to 1983. 

(b) 1976 to 1984. 
Figure 8. Erosive waves (W) and their propagation, with wave amplitudes damping 

down-coast, before the construction of offshore breakwaters. 

Wavenumber Spectrum of Erosive Waves (W): The amount of data is not 
sufficient for calculating wave number spectra of erosive waves (W) accurately. There is 
also a decay of their wave amplitudes. These may prevent the spectrum from being 
calculated accurately. However, we tried to estimate them using Mathematica to 
examine whether a peak wavenumber exists. Figure 10 shows some examples of the 
spectra. The spectra are not well formed, but there exists a peak wavenumber. The 
wavelength corresponding to the peak wave number was calculated. Figure 11 shows 
change in the wave length. It is nearly constant, being about 500 m until 1985, and 
thereafter varies and increases. This may be due to the trapping effect of longshore 
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(b) 1988 to 1994. 
Figure 9. Erosive waves (W) and their propagation, with wave amplitudes damping 

down-coast, during and after the construction of offshore breakwaters. 

sediment transport by offshore breakwaters. 

Propagation Speed of Erosive Waves (W): From successive crests of erosive 
waves (W) which were selected from the spatial profiles shown in Figures 8 and 9, the 
positions of the crests were determined. Figure 12 illustrates time changes of the crest 
positions of erosive waves (W) where the straight line with solid circles indicates the 
crest position of erosive wave (DP) and those with open squares and triangles mark the 
crest and trough positions of erosive waves (Wc) and (Wt), respectively. The propagation 
speeds of the crest and trough of erosive wave (W) are nearly same, and faster than 
that of erosive wave (DP). We therefore conclude that the erosive wave (W) propagates 
faster than the erosive wave (DP). This fact may explain why beach collapse or severe 
erosion takes place locally at some locations down-coast with the sandy beach being 
eroded. 



EROSIVE WAVES IN SHORELINE CHANGE 

ddy(78)3s 

4049 

17.5 

15 
ddy(75)3s 

12.5 
1 

10 { 
7.5 A 

5 

hfW 2.5 

'                   ^~^^~N* • '-< 

55 7 

E 

>o c 
So3 

•S i 4 

c 
3 , 

A7" 
- x(peak)(before) 

- x(peak)( after) 

10 20 30 40 

0 

1970 1975      1980 

Figure 10.   Some examples of wave- 
number spectra of erosive waves (W). 

1985  1990 
tyear 

1995  2000 

Figure 11.   Changes   in   wavelength 
corresponding to the peak wavenumber. 

2 6 

o 4 

o 2 

/D/7A 

• Erosive wave(DP) 

D Erosive wave (Wt) 

A Erosive wave (Wc) 

- 

h    A 

1970 1975 tyear 1980 1985 

Figure 12. Propagation speed of erosive wave (W) compared with those of 
erosive waves (DP) and (DN). 



4050 COASTAL ENGINEERING 1996 

Possible Reasons for Generation of Erosive Waves (W): Where there exists a 
wave phenomenon, there must be a generation force to produce the wave. Such 
generation forces do exist, such as incoming waves with some frequency of occurrence, 
but what the restoring forces are should be clarified. As will tentatively be explained 
later, the local change of shoreline may result in changing the total rate of longshore 
sediment transport. This may generally result in restoring the shoreline change. 
Therefore, once a local shoreline change has taken place, the shoreline change 
propagates down-coast, probably decaying in amplitude. 

THE EROSIVE WAVES AS A DIFFUSION-WAVE PHENOMENON AND THEIR 
PROPAGATION 

So far a set of governing equations for shoreline change, composed of the equation of 
continuity for shoreline change, the total rate of longshore sediment transport and the 
geometrical relation of shoreline change has been used to derive a diffusion equation for 
shoreline change. In order to study a natural phenomenon dynamically, a set of both the 
equations of motion and continuity must be established. The equations of longshore 
sediment transport rate and continuity of shoreline change are approximately given by 
(Refaat and Tsuchiya, 1991) 

dQ        df 

— + a — 
dt        dXy fj -*<-*•.->*)-#« 

dt      (l-A)Aj dx ~i) 

where yg is the shoreline position from the datum line,   h^ the breaker depth, h^ the 

threshold depth of sediment movement, g the acceleration of gravity, A the porosity of 
the bottom sediment, and a, b and e are practically constants. The second term in the 
first term on the right side of (1) demonstrates the restoring force of shoreline change in 
the wave phenomenon. The linearization of (1) and (2) results in 

I /AT^O ,<»„    Jib htJ£hbd\_o 
e\ g   dt2      dt     e(l -A)     \      dx2 „, 

which is the linearized wave-diffusion equation for shoreline change. Neglecting the first 
term the second and third terms reduces to the usual diffusion equation of shoreline 
change. The dispersion relation of (3) is given by 

(a/k? _„J      K       I 1 -2b\-  - ,   —   • 
ghb l(l-A)Aj l-^/a2^ 

(4) 

The term g/crh^ in  (4) describes the diffusion term effect on the dispersion. When the 

term vanishes (4) demonstrates the wave celerity in the wave equation which can be 
obtained by neglecting the second term. The wave celerity shows that the wave celerity 
of erosive waves is proportional to the long-wave velocity evaluated from the breaker 
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depth and the square root of the ratio of breaker depth to threshold depth of sediment 
movement. 

CONCLUSION 

By the use of data on long-term shoreline change in the reduction process of the river 
delta on the Shizuoka coast, we found that there exist two modes of shoreline change, 
namely shoreline change as a diffusion phenomenon and variation from shoreline change 
as a wave phenomenon. We name these erosive waves, which are defined respectively as 
erosive wave (D) and erosive wave (W) for the two modes of shoreline change. We 
conclude that the erosive wave (D), the first mode of shoreline change, expands down- 
coast as a diffusion phenomenon; but the erosive wave (W), the second mode of 
shoreline change, propagates down-coast as a wave phenomenon faster than the erosive 
wave (D). The shoreline change in the river delta coast can then be described as a 
diffusion-wave phenomenon. 

The generation of the erosive waves was considered in terms of the sediment input 
from the river and local change in the submerged river-mouth delta. Finally, a theory for 
the diffusion-wave phenomenon of shoreline change was attempted using a set of 
equations of longshore sediment transport rate and continuity of shoreline change. From 
these the dispersion relation of the phenomenon was found. Further theoretical 
investigations are now being made to establish a predictive method for shoreline 
change. 
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CHAPTER 313 

DELILAH, DUCK94 & SandyDuck: Three Nearshore Field Experiments 

William A. Birkemeier, M. ASCE, Charles E. Long and Kent K. Hathaway1 

Abstract 

Two major field experiments have recently been conducted, and a third is being 
planned, at Duck, NC, along the mid-Atlantic coast of the USA, to investigate nearshore 
dynamic processes. Named DELILAH, DUCK94, and SandyDuck, these experiments 
take advantage of logistical efficiency and relatively uncomplicated, open-coast field 
conditions provided by the Field Research Facility of the US Army Engineer Waterways 
Experiment Station. DELILAH occurred in 1990, and emphasized hydrodynamics 
measurements. DUCK94, in 1994, added measurements of sediment transport and 
morphologic evolution, and was planned as a comprehensive pilot study for SandyDuck, 
the most ambitious experiment in the series, scheduled for 1997. Scientific motivation, 
instrumentation plans, participants, and representative climatic conditions of DELILAH 
and DUCK94 are described, as are sources of further information and data. 

Introduction 

Since 1979, the Coastal and Hydraulic Laboratory (formerly the Coastal Engineering 
Research Center) of the US Army Engineer Waterways Experiment Station has hosted 
a series of increasingly complex, multi-investigator, multi-agency nearshore field 
experiments at its Field Research Facility (FRF) located in Duck, North Carolina, USA. 
Two recent experiments, DELILAH and DUCK94, and a planned third experiment, 
SandyDuck, all evolved from scientific and pragmatic successes of prior work at this site, 
and have the basic objectives of improving fundamental understanding and modeling of 
surf zone physics. The emphasis in DELILAH was surf zone hydrodynamics in the presence 
of a changing barred bathymetry. DUCK94 and SandyDuck have added components to 
resolve sediment transport and morphologic evolution at bedform scales from ripples to 
nearshore bars. DUCK94 was designed as a pilot effort to test instruments and procedures 
required for the more comprehensive SandyDuck experiment. The purpose of this paper 
is to summarize the two completed experiments, including participants, environmental 

1) Authors from US Army Engineer Waterways Experiment Station, Coastal and Hydraulic 
Laboratory, Field Research Facility, 1261 Duck Road, Kitty Hawk, NC 27949 
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conditions, data collected, and data availability, and thereby suggest the plan for the future 
experiment. 

DFIJLAH 

The DELILAH (Duck Experiment on Low-frequency and Incident-band Longshore 
andAcross-shore Hydrodynamics) design (Figure 1) was to make surf zone hydrodynamics 
measurements to augment directional wave measurements being made in 8-m water depths 
by the FRF and in 13-m depths during the concurrent SAMSON (Sources of Ambient 
Micro-Seismic Ocean Noise) experiment (Herbers & Guza, 1994; Nye & Yamamoto, 1994). 
By agreement among investigators, DELILAH objectives were: 

To measure the wave- and wind-forced three-dimensional nearshore dynamics 
with specific emphasis on infragravity waves, shear waves, mean circulation, 
set-up, runup, and wave transformation, and to monitor bathymetric response 
to these processes. 

Table 1 lists DELILAH investigators, their organizations at the time of the experiment, 
and general areas of scientific interest. 

The DELILAH array of in situ instruments (Figure 1) consisted of a primary 

Cross-shore Distance, m 

Figure 1. Instrument array locations during the SAMSON & DELILAH experiments 
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Table 1. DELILAH Participants 
US Army Engineer Waterways Experiment Station 

William Birkemeier - morphology 
Kent Hathaway - runup, infragravity waves, morphology, remote 

sensing 
Charles Long - incident and reflected directional wave spectra 
Nicholas Kraus - longshore currents 
Jane Smith - vertical current profile, 2-D circulation 
Todd Walton - runup 
Edward Thompson - surf beat modeling 

Naval Postgraduate School 
Edward Thornton, Katie Scott • 

waves, rip currents 
mean circulation, shear 

Naval Research Laboratory 
Dennis Trizna - radar measurements of waves and 

currents 

Oregon State University 
Rob Holman - morphology, runup, shear waves, 

infragravity waves, video remote sensing 
Peter Howd - infragravity waves, morphology 
Tom Lippmann - morphology, infragravity waves, video 

remote sensing 
Todd Holland (also with the US Geological Survey) - 

runup, cusp formation 

cross-shore array of nine current 
meters to obtain mean and fluc- 
tuating currents, with collocated 
pressure gauges to enable direc- 
tional wave measurements. A 
secondary cross-shore array of 
three current meters provided 
long-shore redundancy. Long- 
shore coverage was provided by 
an array of six current meters in 
the nearshore trough, and a sec- 
ond array of five current meters 
located just seaward of the inner 
bar crest. Instruments were 
provided by the Naval Postgrad- 
uate School (NPS), Scripps 
Institution of Oceanography 
(SIO), and the FRF. The 
DELILAH array was designed 
by E. B. Thornton, J. M. 
Oltman-Shay, and P. A. Howd, 
with Dr. Thornton having pri- 
mary responsibility for data 
collection. 

Additional instruments aug- 
mented information from the 
stationary, in situ array. A mo- 
bile sled equipped with a verti- 
cal array of five current meters, a pressure gauge, and a surface-piercing wave staff was 
deployed by J. M. Smith and K. K. Hathaway. Seven video cameras operated by R. A. 
Holman recorded swash and ocean surface images in the surf zone. D. B. Trizna used five 
Naval Research Laboratory (NRL) radar systems for remote sensing of waves, currents, 
and bathymetry. Bathymetric changes were measured daily by the FRF in the 550-m by 
400-m minigrid area (Figure 1) using the Coastal Research Amphibious Buggy (CRAB). 

A wide range of conditions were encountered during the 21 days of data collection 
(Figure 2). A short-duration wave event on 1-2 October was followed by several days of 
low waves (FL^ < 1 m). On 9-12 October, a "southeaster" built waves of about 2-m height, 
and induced north-flowing longshore currents that peaked near 1.5 m/s. Passage of 
Hurricane Lili well offshore on 12-14 October resulted in 2.5-m swell under low-wind 
conditions. Following Lili, moderately energetic waves and currents continued until the 
end of the experiment. 

Scripps Institution of Oceanography 
Robert Guza - cross-shore and longshore currents, 

infragravity waves, wave transformation, (also 
SAMSON PI) 

Northwest Research Associates 
Joan Oltman-Shay - shear waves, infragravity waves 
(also SAMSON PI) 

Washington State University 
Steve Elgar - incident and reflected directional wave 

spectra (also SAMSON PI) 

In the above conditions, nearshore bathymetry underwent significant changes. Figure 3 
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Figure 2. Conditions during DELILAH 
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Figure 3. Profile change adjacent to the DELILAH cross-shore array 

shows bathymetric profiles along the primary cross-shore array at five times during the 
experiment, illustrating the offshore migration of the nearshore bar, and notably the 
extensive deepening of the nearshore trough on 10-13 October. The CRAB surveys also 
revealed the presence of megaripples in the nearshore trough and on the seaward bar flank. 
Figure 4 illustrates four of the 20 minigrid surveys. Vertical lines in this figure indicate 
current meter locations. Bar topography undulated rhythmically in the alongshore direction 
until 9 October, when it began to assume a more uniform, linear shape. It reached 
maximum uniformity by 11 October, and retained this shape through the end of the 
experiment. Well correlated with shoal parts of the nearshore bathymetry in Figure 4 are 
time exposures of breaking waves patterns shown in Figure 5. Such remote images are 
used to extend spatial and temporal coverage provided by measured bathymetry. 

DTJCK94 

Success of DELILAH, and the evident need for more detailed information about 
sediment transport and morphologic evolution that results from hydrodynamic forcing, 
initiated interest in further field work to be supported by the US Army Corps of Engineers, 
ONR, and the US Geological Survey. A plan for two additional field experiments 
developed. The first, DUCK94, was intended as a test run for new instrumentation, a more 
formal experiment organization, and more complicated logistics in preparation for 
SandyDuck, the second experiment. DUCK94 was scheduled for August and October 
1994 to take advantage of the synergy offered by the National Science Foundation's Coastal 
Ocean Processes (CoOP) experiment (Butman, 1994), being conducted at the FRF during 
that time. The following focus topics were established as fundamental to improved 
understanding of surf zone sediment transport: 
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1 October 1990 9 October 1990 

Figure 4. Minigrid evolution during DELILAH 

!'J Octoper 1990, 0900 ES" •b CcroDe-1990 '300 ES" 
Figure 5. Time-exposure video images showing DELILAH morphology. 
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a. small and medium scale sediment transport and morphology; 
b. wave shoaling, wave breaking, and nearshore circulation; 
c. swash processes including sediment motion. 

Considerable interest was expressed for DUCK94. Table 2 lists the 19 organizations 
that conducted 31 experiments involving more than 100 scientists, students, and technicians. 
Instrument measurements were complemented by observations from ground- and 
aircraft-based radar and video systems. Table 3 lists the 31 basic studies, along with the 
principal investigators, their primary focus areas, and experiment durations. The extensive 
instrumentation resulted from consideration of relevant measurement scales required to 
address SandyDuck science objectives. Guidance was provided by using measured velocity 
data from DELILAH and sediment transport modeling. Based on this analysis, a general 
nearshore instrumentation array was designed (Birkemeier & Thornton, 1994). The full 
array, shown in 
Figure 6, was used 
during the October 
phase of DUCK94. 
An abbreviated 
form of this array 
was used in the 
August segment of 
the experiment. 
Formal dates for 
DUCK94 were 
8-24 August and 
1-24 October, 
though some in- 
vestigations (Table 
3) of various dura- 
tions were under- 
way between June 
and November. 

Table 2. DUCK94 Participating Organizations 
Agencies 1 

2 
3 
4 
5 

US Army Engineer Waterways Experiment Station 
United States Geological Survey 
Office of Naval Research 
Naval Research Laboratory 
Naval Postgraduate School 

Universities 6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 

Dalhousie University (Canadian) 
Duke University 
Oregon State University 
North Carolina State University 
Memorial University of Newfoundland (Canadian) 
Scripps Institution of Oceanography 
University of Delaware 
University of East-Anglia (United Kingdom) 
University of Florida 
University of Miami 
University of Washington 
Washington State University 

Companies 18 
19 

Arete Associates 
Neptune Sciences, Inc. 

A wide variety of instrumentation was used in DUCK94. Conventional total-station 
surveying techniques were used in subaerial morphology studies (29, referring to 
investigations by experiment number in Table 3), minigrid surveys (15), and positioning 
of all stationary instruments. Central to the main layout were cross-shore arrays of 
instrument clusters (11), each containing an electromagnetic current meter, a pressure gauge, 
an acoustic altimeter, and a thermometer (Fedderson, et al.,1997). The altimeters permitted 
the first comprehensive real-time measurements of bottom changes (8) (Gallagher, Elgar 
& Guza, 1997). A large number of suspended sediment concentration gauges were 
deployed, including optical backscattering sensors (16,22,26,30), and less intrusive fiber- 
optic backscattering sensors (1). The Coherent Acoustic Sediment Probe (Stanton & 
Thornton, 1997) was mounted on a mobile sled along with current meters, pressure gauges, 
scanning sonars, and void fraction sensors (20, 25, 26). The Sensor Insertion System, 
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Table 3. DUCK94 Experiments 
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No. Investigators   |             Experiment Title 
1 Beach(8), Holman, 

Sternberg 
Sediment dynamics in the nearshore 
environment 

Aug.Oct X X X 

3 Church(4), Elgar, 
Guza 

Mine scour, burial, and migration as a 
function of wave and current forcing 

Sep X 

4 Drake(9), Smith Nearshore sedimentary structures Aug.Oct X 
5 Dugan(l7) Airborne remote sensing of the environment 

in the littoral zone 
Oct X X 

6 Ear1e(18) Real-time buoy directional wave 
measurements for driving surf zone 
numerical models 

Aug.Oct X 

7 Earie(18), Walsh, 
Boyd 

Scanning radar altimeter sea surface 
topography & high resolution directional 
wave measurements 

Oct X 

8 Elgar(16) Temporal and spatial variability of the 
bathymetry of a natural beach 

Aug.Oct X 

10 Graber(14), Shay, 
Haus 

An investigation of surface currents and 
internal waves over the inner and mid-shelf 

Oct X X 

11 Herbers(5), Elgar, 
Guza, O'Reilly 

Surface gravity waves and nearshore 
circulation 

Aug.Oct X X 

12 Haines(2), 
Gelfenbaum 

Vertical structure of mean currents & 
turbulent stresses in the nearshore boundary 
layer 

Aug.Oct X X 

13 Hanes(13), Vincent Near bed intermittent suspension Aug.Oct X X 

14 Hanes(13) Remote video measurement of mesoscale 
nearshore processes 

Aug.Oct X X 

15 Hathaway(1), Leffler Rip current mapping and minigrid surveys Aug.Oct X X 

16 Hay(6), Bowen Sediment suspension, local morphology, and 
bubbles 

Oct X X X X 

17 Holman(8), Holland, 
Plant 

Foreshore dynamics Aug.Oct X 

18 Howd(7), Hathaway Processes of shoreface profile adjustment Aug.Oct X X 

19 Jensen(1) Evolution of wave spectra in shallow water Aug.Oct X 

20 Lippmann(11), 
Thornton, Stanton, 
Su 

Spatial distribution of wave breaking and 
turbulence 

Aug.Oct X X X 

21 Long(1) Wind wave frequency-direction spectral 
measurements 

Aug.Oct X 

22 Miller(1) Longshore sediment transport during storms Aug.Oct X 

23 Fabre(19), Wilson, 
Earle 

Wave and surf generated ambient noise 
measurements 

Aug.Oct X 

24 Stauble(1), Smith, 
Birkemeier 

Sediment dynamics and profile interactions 
sampling experiment 

Aug.Oct X 

25 Thornton(5), Dingier Small-scale morphology in the nearshore Aug.Oct X X 

26 Thornton(5), Stanton Suspended and bedload sediment transport Aug.Oct X X 

27 Trizna(4) Radar remote sensing of nearshore 
processes:   bar morphology, directional 
wave spectra, infragravity waves, wave 
breaking 

Aug.Oct X X X 

28 Walker(4) Hyperspectral optical characterization of surf 
zone bottom/resuspended sediment 

Aug X X 

29 Werner(10), Elgar Swash zone morphology: field manipulation 
and simulation 

Jun.Sep X X 

30 White(l) Field tests of sediment transport theories Aug.Oct X X 

31 Livingston (3), Wolf, 
Pasewark 

Wave and surf noise measurements: 
supplementation 

Oct X 



4060 COASTAL ENGINEERING 1996 

Figure 6. DUCK94 Instrument layout identified by investigator 

located on the FRF pier, provided a stable, mobile platform for sediment transport 
measurements during high-energy conditions (1, 22). In situ (16) and CRAB-mounted 
(25) side-scan sonars provided observations of bottom bedforms, including megaripples. 
Most array positions included one or more current meters (1, 3, 11,12,13,15,16,18,22, 
26, 30). Incident wave conditions were monitored with directional wave buoys (6, 19), 
and a direction-sensing array of pressure gauges (21). 

Dynamics measurements were complemented by a series of geologic studies that 
included surface sediment samples (24) (Stauble & Cialone, 1997), short cores, box cores, 
and vibracores (4). Several remote sensing systems were used. Surf zone and swash 
processes were observed with tower-mounted video systems (14, 17, 20). Observations 
were also made with land-based marine radar systems (27), coherent radar systems (10), 
airborne synthetic aperture radar, topographic lidar, visible and hyperspectral light imaging, 
and scanning radar altimetry (5, 7, 28). Three studies examined fundamental nearshore 
acoustic behavior (16, 23, 31). 

Environmental conditions during the October phase of DUCK94 are illustrated in 
Figure 7. Two high-wave events occurred. The first was on 2-4 October, wherein wave 
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heights exceeded 2.5 m. Wave heights reached 4.5 m during the second storm, an eight-day 
event beginning on 10 October. During the larger storm, large bottom changes were 
accompanied by a complex nearshore circulation pattern wherein wave-driven currents 
in the surf zone were opposed by strong wind-driven longshore flows offshore. As shown 
in Figure 7, currents in the nearshore trough changed from about 1 m/s to the south at the 
beginning of the storm on 10 October to about 1 m/s to the north just prior to the peak of 
the storm on 15 October. 

Figure 8 illustrates four of the 12 minigrid surveys collected during October. Following 
a pattern similar to that observed in DELILAH, the bar moved offshore and became more 
linear in the initial part of the 10 October storm. High waves prevented daily surveys until 
21 October, when the survey revealed that a very large rip channel had developed. 
Evolution of this channel is evident in video time exposure images depicted in Figure 9. 
Sequences of profile data through the region of the rip are shown in Figure 10, where it 
is seen that the bar crest moved 100 m seaward, causing 1.2 m of deposition at its most 
seaward observed location on 18 October. By 21 October, the bar crest had begun migrating 
landward. 

DUCK94 data are being analyzed, and research results are beginning to appear in the 
literature. Preliminary findings were discussed at a post-experiment meeting (summarized 
by Long & Sallenger, 1995), where adequacy of the DUCK94 experiment plan was also 
evaluated in preparation for SandyDuck. 

Sandy Duck 

SandyDuck will take place from 22 September to 31 October 1997. Most of the core 
DUCK94 experiments are being repeated, with improvements based on experience gained 
in DUCK94, both in keeping with the basic tenets of physics research, and to take advantage 
of two major improvements in the basic experiment design. DUCK94 revealed that 
nearshore dynamics is far less uniform alongshore than had previously been assumed. 
Consequently, instruments will be added to expand longshore coverage of currents, bottom 
changes, and sediment transport. Missing from all Duck experiments has been accurate, 
spatially detailed measurements of sea surface elevation, the gradient of which is an 0(1) 
force in the surf zone. As the second change in the experiment plan, new instruments will 
be deployed to resolve this very important component of nearshore dynamics. 

Further Information and Data Availability 

More information about these experiments can be found on the World Wide Web 
at http://frf.wes.army.mil under the heading "projects." Summary data and statistics from 
DELILAH are available through the above web site, or via anonymous FTP at 
ftp://frf.wes.army.mil/pub/delilah. A DELILAH summary report will be published in 1997 
by the US Army Engineer Waterways Experiment Station, Vicksburg, MS. 
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4 October 1994 10 October 1994 

Figure 8. Minigrid evolution during DUCK94 

Figure 9. Time-exposure images showing DUCK94 morphology 
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Figure 10. Profile change along the Elgar & Guza cross-shore array during DUCK94 

Data from DUCK94 are not yet generally available. The investigators have agreed 
on a data sharing policy that offers protection of data by collecting investigators, encourages 
collaboration, and provides for eventual public release. This policy is: 

a. global release of all data three years after the experiment; 
b. responsible investigators will be identified when data sets are used by others; 
c. prior to three-years, data shared by agreement between individual investigators; 
d. any manuscript based on shared data must be approved by all responsible 

investigators prior to submission; 
e. no third-party data dissemination; 
/ principal investigators control use of their data. 

An extensive discussion of the DUCK94 experiments, including tables listing sensors, 
data sets, and a summary of results, findings and publications, is available through the above 
web site. It is anticipated that DUCK94 data will become generally available late in 1998, 
and that Sandy Duck data will be released near the turn of the century. 
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CHAPTER 314 

EULERIAN MEAN VELOCITIES UNDER 
NON-BREAKING WAVES ON 

HORIZONTAL BOTTOMS 

Peter Nielsen1 & Zai-Jin You2 

Abstract 
A model is presented for the Eulerian time-mean velocities in combined wave-current 
flows. The typical, measured profiles of weak currents are well modelled. This 
includes the "toe" of forward drift in the wave boundary layer and the very flat (as 
opposed to the parabolic shape of laminar models) current profile between the bottom 
boundary layer and the wave trough. The model relies on a local force balance like 
Longuet-Higgirts' (1953) diffusion solution rather than on advective influence from 
the end conditions. This seems justified by experiments, probably because a sufficient 
amount of turbulent diffusivity is present even for very weak currents. In its present 
form the model can only handle currents which are so weak that their influence on the 
wave motion is negligible. However, agreement with measurements of stronger 
currents can be obtained by modification of the wave Reynolds stress to account the 
influence of the current on the wave motion. Application to surf zone conditions also 
require modifications, but the essential structure of the model is globally applicable. 

Introduction 
Several authors eg. van Doom & Godefroy (1978), van Doom (1981), Kemp & 
Simons (1982), Kaaij & Nieuwjaar (1987), Kampen & Nap (1988), Heiboer (1988), 
Villaret & Perrier (1992) and Klopman (1994) have found that Eulerian mean 
velocities under progressive, non breaking waves show different distributions from 
what has been expected. Following currents reach a maximum value and 
subsequently decrease towards the surface. See Figure 1. The trend is found for all 
current strengths as long as the time averaged bed shear stress is in the direction of 

wave propagation [du I dz > 0 for z —> 0+ ) but is not found for currents in the 
opposite direction. Opposing currents show the oppostive anomaly. That is, compared 
with a logarithmic profile, the opposing current grows more rapidly towards the 
surface. 

1 Reader, Department of Civil Engineering, University of Queensland AUSTRALIA 
4072, Fax +617 3365 4599,2 Victorian Institute of Marine and Freshwater Resources. 
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Thus, observations of both following and opposing currents contrast with the 
existing simple wave current boundary layer models, e g, Grant and Madsen (1979), 
Fredsoe (1984), Coffey & Nielsen (1986) or You (1994) which all predict logarithmic, 
i e, monotonically increasing current velocities above the wave boundary layer. 

It is obvious from Figure 1 that the depth averaged current velocity < u > may 
be significantly overpredicted by the old type of models for following currents. The 
elevation at which the current maximum occurs depends on the relative strength of the 
current. For very weak currents, eg. flume experiments with zero net flow, it occurs 
very close to the bed, i e, below or near the top of the wave boundary layer. For 
stronger currents, it occurs closer to the mean water surface. This trend was clearly 
shown by the measurements of Kemp and Simons (1982). The data in Figure 1 were 
obtained over a fixed bed but numerous profiles over sand beds, measured by 
Heijboer (1988) and Villaret & Perrier (1992) show the same trends. 
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Figure 1: Eulerian mean velocities measured under non breaking waves, van Doom (1981) 
test VOO, V10, V20. In all tests the wave parametres were (D,T,H,)=(0.3m, 2.0s, 0.12m), and 

the bed roughness was artificial ripples with Nikuradse roughness r = 2.1cm. 

The current maximum is not seen in velocity profiles from U-tube experiments 
like those of van Doom (1983). It was therefore suggested by Nielsen (1992) that the 
profile type in Figure 1 can be understood in terms of the wave Reynolds stress 
— puw which exist under a progressive wave with a bottom boundary layer but not in 
the U-tubes. The tilde indicates periodic components with zero mean, corresponding 
to the definition u(t) = u + u{t) + u'{t). 

Figure 2 shows corresponding examples of following and opposing currents 
superimposed on the same waves (same period and same wave height) measured by 
Klopman (1994). Klopman's data show very clearly the difference in profile shape 
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caused by the wave Reynolds stress - pw w. Wave basin measurements by Havinga 

(1992) with angles of 60°, 90° and 120° between current and wave propagation show 
intermediate stages of this phenomenon. 

The following outlines a model of current profiles in the presence of waves 

which takes -puw into account explicitly in order to explain the shape of the 

velocity profiles in Figures 1 and 2. The model can successfully predict the 
distributions of weak currents as in a flume with no recirculation. For strong currents 

adjustments are needed to the distribution of - puw which are as yet not understood. 

They are most likely due to non linear wave current interaction. 
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Figure    2: Current 
profiles in the presence 
of no waves (+), 
following waves (o) and 
opposing waves 
(triangle) of the same 
size. Depth D = 0.5m, 
wave period T= 1.4s and 
wave height H = 0.12m. 
After Klopman (1994). 
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Shear Stresses and Shear 
In the following the notation of Nielsen (1992) will be followed. Thus, the symbol ? 
represents the total shearing force per unit area of a cross section or the total transfer 
of x-momentum in the z direction. Hence, in a two dimensional flow with steady, 

periodic and random velocity components (u,w)=(u +u +u',w + w+ w') in the x 

and z directions we have 
du      — du —       

;pv 
dz 

-puw = pv——-pu w • 
dz 

•puw — pu w (1) 

where, as usual, v is the kinematic viscosity and p is the fluid density. The total 
normal stress (positive as tension) or horizontal transfer of x-momentum is 
corresponding given by 

du        _      _,     —      —— du 
G=-p-pu +pV— = -p-pu- 

ax 
-pu  —pu + pvYx (2) 
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and these two satisfy 
dx    da 

dz     dx 
in a steady, two dimensional flow, i e, 

d_ 

dz 

du 
>  

dz 
•uw —uw-u w 

d_ 

dx 
— + u2 +u2 +u'2 -v 

du_ 
dx 

(3) 

(4) 

Here we assume, for the situation of waves and a weak current, that the second 
term on the left can be neglected and that the first and the third term are dominant on 
the right hand side so that we have 

d_ 

dz 

du    — 
V—— -uw- 

dz 
u w 

d_ 
dx p 

(5) 

£+¥ 

which is integrated with the bottom boundary condition T(0) 

du    —   -r-t    x„    \ d 
v—— uw-uw =—+ I — 

dz p    ;« 

Here we may write the first and third terms on the left in terms of a current 
eddy viscosity vc and solve for the current gradient 

= xo to give 

dz (6) 

du 

37 
1 Mf p     J dx \ r        o .p 

dz + uw (7) 
J 

This equation will then directly give the current distribution by integrating 
with the boundary condition «(0) = 0. 

If the main emphasis is on the flow near the bed, it is justified to assume that 
the mean pressure is hydrostatic. However, in order to get a good representation of the 

flow closer to the surface it is necessary to use p = pg(r\-z)-pw2 in which case 

Equation (7) can be written. 

du 
3z p        dx 

dz + uw 
J 

1 

PVC 
^-J 

do_ 
dx 

dz+ uw (8) 

This general expression explains qualitatively the shape of the current profiles 
in Figure 1. For all three cases, x„ is positive and hence the current gradient is 
positive at the bed where the other terms are zero. Those terms will however grow in 
magnitude with increasing z and they are all initially negative for non-breaking waves 
over a horizontal bed. Thus, the right hand side and hence the current gradient will 
change sign at a certain level and the current velocity shows a maximum, see Figure 3. 

The mean bed shear stress 
The bed shear stress X0 = x(0) can be determined from 

M    dS. 
X   = T .pgD~- 

dx (9) 

where Tw is the time averaged wind stress, D is the local mean depth, X] is the mean 

surface elevation and 5„ is the wave radiation stress in the direction of wave 
propagation calculated from a suitable wave theory. 
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The radiation stress term 
Assuming linear wave theory, the radiation stress term of Equation (8) is evaluated as 

\iw-^-\ iiL 
2dx 

nH    ) 

Tsinh kd 
[cosh2 fe-sinh2 kz] dz 

= H 
dH 
dx T2 sinh2 kd 

(10) 

In general the wave height may also vary due to breaking, refraction, 
diffraction and shoaling, but if only bottom friction is important, the wave height 
gradient is given by 

.dH        8     fe(Aaf 
H- (11) 

dx       3ng cgr+ < u > 

where fe is the energy dissipation factor (=/«,), cgit is the wave group velocity relative 
to the current and < u > is the depth averaged current velocity. See e g Nielsen (1992) 
p 77. By inserting into (10) we obtain 

J W-*) dz = - 
•871 fM°>Y (12) 

3gT2 sinh2 kd cgr+<u > 

Hence, the radiation stress contribution to the current shear in Equation (8) has 
the same form as the surface slope term, i e, both grow linearly in magnitude with 
distance from the bed. Consequently, the general picture which determines the level of 

du 
the current maximum (— = 0) is as shown in Figure 3. The current maximum occurs 

az 

where the terms due to — and x,, are balanced by the wave Reynolds stress. 
dx 

MWS 

dz 
 P'uw'6 ° 

Figure 3: The current shear and the terms that generate it, cf Equation (8), for a typical 
situation of following current ( x„ > 0 ). The (lowest) current maximum will occur close to 
the bed for small T„ and closer to the MWS for larger z0, cf the measurements in Figure 1. 
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The wave Reynolds stress 

The wave Reynolds stress - pff vv may be seen as consisting of three components as 
shown by Bijker et al (1974). One due to the phase shifting of velocities in the 
boundary layer, one due to wave height decay and one due to bed slope. 

Longuet-Higgins (1956) derived an expression for the first one for boundary 
layers with constant eddy viscosity. It varies through the wave boundary layer as 

-pMvv = p-(Aco)2/t8[l-c-,;(2cos;-e-?+2^sinC)] (13) 

where 

^rv^ (14) 
Its asymptotic value above the boundary layer (z » 8) is 

-p(uw\=-phs (Aco)2 (15) 

which can be written in terms of the friction factor as 

-p(^)5=p^=fcA3co2/„ (16) 

cf Nielsen (1992). The wave friction factor may be determined from 
\0.2 

fw = eXP 

as suggested by Nielsen (1992). 

5.51-^1    -6.3 forr/A<l (17) 

Estimation of - puw in and above a turbulent boundary layer 

The expression (13) was derived for wave boundary layers that are laminar or which 
are turbulent with constant eddy viscosity. For turbulent wave boundary layers with 
moderate relative roughness: r/A < 0.06 it is however necessary to adopt a different 
description, cf Nielsen 1992, p 47. At present we shall adopt the simple, boundary 
layer model of Nielsen (1985) by which the horizontal velocity under a decaying sine 
wave can be written as 

w(z,0= Aco coshkz-e      yz' e.l—o, (lg) 

Provided the boundary layer is thin: lfe/1 « 1. The wave decay is described by the 
imaginary part of the wave number k = k,+iki. We note that the wave decay is not 
exactly exponential for a turbulent boundary layer, but we have approximately 

*,.l^..w_ *E! _,. (19) 
'     H dx 3gTj(cgr+<u>)sinh3kd   e 

cf Nielsen (1992), p 78. Ta is the period seen by a fixed observer. 
The boundary layer parameters zi    and p may, for hydraulically rough 

(roughness r) conditions, be found from the following formulae from Nielsen (1985) 
z1 = 0.09JrA (20) 
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p = 059exp 059 
l-(A/38r) 1.8 \ 

(21) 
l + (A/38r)' 

This model is likely to be satisfactory for all wave boundary layers in the 
relative roughness range which has so far been observed with beds of loose sand 
(0.015 < r/A < 1) as discussed by Nielsen (1992). For very rough beds, p->\, this 
model corresponds to constant eddy viscosity. 

In order to find the wave reynolds stress -puw we first find the vertical 
velocity that corresponds to (18) from the continuity principle: 

du z   -(l+.'X—)' 

W = \~dz = Acoe'^'^[isinhkz-ik\e       "   dz] 
dx 

(22) 

where sinh fa = sinh krz + i ktz cosh krz  for k\ z « 1 so that 
•(1+iX-)' 

w « Acoe'(*J'~fa:) [-/t,zcosh/trz + ismhkrz-ikje       z'   dz] (23) 

Similarly the expression (18) for the horizontal velocity can be simplified to 

u = Aco e'^-^ [coshkrz + ikiZsmhkrz -e   +' Z|   ] (24) 
Inside the boundary layer where kxz « ktz « 1 these expressions lead to an analogous 
(but very complicated) expression corresponding to (13). For the sake of brevity, we 
shall use (13) combined with (16) and with C, replaced by ^ = (z / z, )p, i e, 

(0fi)BL <= j=krA
3co2/„coshA:rz[l-e"4(2cos^-e"5+2^sin^)] (25) 

where the subscript BL refers to this term being analogous to the boundary layer term 
considered by Longuet-Higgins (1956). The cosh factor only makes a difference far 
above the boundary layer where i;» 1. 

If we neglect the boundary layer terms (the last terms) in (22) and (23) we get 
the contribution due to wave decay: 

(uw)DECAr = —(Aco)2&,z(cosh2krz + sinh2 krz) =—(Aco)2fc,.zcosh2fcrz (26) 

Figure 4 shows the two uw -contributions, evaluated for Klopman's (1994) tests. 

0.5- 

Figure 4: Wave 
Reynolds stress 
contributions for 
{h,T,H,r) = (0.5m, 
1.4s, 0.12m, 
0.0012m). The units 
are nvVs^lO'5. 
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The eddy viscosity distribution 
In order to find the u -distribution from Equation (8) we must specify the eddy 
viscosity vc(z) felt by the current. We use the distribution suggeted by Nielsen 
(1992) which consists of a parabolic/constant part based on the current friction 

velocity u,=^i0lp with a square toe added due to wave boundary layer mixing: 

vc(z) = Max 
2<az} 

0.4dl--W<D/2, O.lu.D for z>DI 2 (27) 

Discharge considerations 
Calculation of the total discharge presents a problem because it must include the 
discharge which occurs above the wave trough where the velocities are not obtained 
by integration of Equation (8) as they are for the lower part of the flow. One estimate 
of the net flow between the wave trough and the crest can be obtained from linear 
wave theory namely 

Q.c=^sH2 (28) 

where c is the wave speed, see eg. Dean & Dalrymple (1991). It is however not 
obvious how this irrotational result can be combined with an integral over the lower 
flow domain (z<D-H/2) of the velocities obtained from Equation (8). 

Identification QK [mVs] based 
on Eq (28) 

Measured 
D-HIZ 

)UdZ [m2/s] 
o 

Measured 
total Q [m2/s] 

Total Q  [m2/s] 
based    on    Eq 
(29) 

Klopman 1994 0.010 -0.012 0 -0.06 
"  -  ": monocrom, 
following 

0.010 0.057 0.080 0.080 

"  -   ": monocrom, 
opposing 

0.010 -0.071 -0.080 -0.091 

van     Doom     & 
Godefroy, smooth 

0.011 -0.0042 0 0.005 

van     Doom     & 
Godefroy, rough 

0.011 -0.0062 0 0.001 

van Doom V00 0.011 -0.0073 0 0.0004 
van Doom V10 0.011 0.020 0.030 0.041 
van Doom V20 0.011 0.051 0.060 0.087 

Table 1 

We shall adopt the approach which is illustrated in Figure 5. That is, velocities 
below the wave trough are found from integration of Equation (8). Above the trough a 
parabolic velocity distribution corresponding to the flow rate given by Equation (28) 
is added to the velocity ulr at the trough level. The total flow rate is then 

D-HI2 „2         

0=   \udz + ^r-+u,rH (29) 
8c 
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Some comparison between this approach and measurements is afforded by 
Table 1. There is obviously some scope for improvement but the message from this 
limited data set is not very clear. 

The surface slope 
The surface slope dr\/dx, albeit very small influences the current distribution and 
hence the net flow rate per unit width Q. Hence, it is not possible to achieve 
agreement with experiments if the surface slope is assumed to be zero. Not even for a 
"no current situation". 

In practical applications it is some times Q which is specified while df\ I dx is 
not. In such cases the model is easiest applied by trial and error. That is, 

1. A reasonable value of dx\ I dx is guessed 
2. Q is found by integrating Equation (8) and applying (29) to find Q. 
3. An improved value of dr\/dx is adopted. 

The "necessary" surface slopes to match the usual wave flume conditions with 
horizontal beds are usually inside the range ±5xlO"5. They are thus hardly 
measureable. 

Comparison with experiments 
A comparison of the model above with the "monocromatic waves, no current" 
experiment of Klopman (1994) is shown in Figure 5. 

0.6T 

-0.04    -0.02 0 0.12 0.02     0.04     0.06      0.08      0.1 
mean velocity [cm/s] 

Figure 5: Model comparison with Klopmans data, Monocromatic waves, Z?=0.5m, 
7"= 1.4s, W=0.12m, g=0m2/s. The flume bed was covered with a single layer of 2mm 
sand giving a Nikuradse roughness of r= 1.2mm. In order to achieve zero nett flow 
with the model, a surface slope of 0.0000017 must be assumed. 
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Figure 5 shows some discrepancy between the model and the measurements 
below z = 6mm. Part of this might be corrected by making adjustments to the eddy 
viscosity distribution in this area. However, the existing detailed data sets: van Doom 
& Godefroy (1978), van Doom (1981), Swan (1990) and Klopman (1994) show quite 
some variation. In particular, the negative velocities measured by Klopman at z < 
lmm are not parallelled by the other experiments. At any rate, comparison is very 
great detail is not warranted at levels smaller than the roughness height between this 
model, which is horizontally uniform, and measurements which, at this level, will 
depend upon the horizontal position of the probe. Measurements may show horizontal 
variation both on the scale of individual roughness elements and on the scale of the 
wave length if some reflection and/or circulation cells occur in the flume. 

While the agreement between the model and experiments with weak currents 
is good as shown by Figure 5, adjustments are necessary in order to model stronger 
currents. In general the data show a stronger deviation from the logarithmic profile 
than the model predicts. See Figure 6. 

c o 
to 
M 

-0.05 

Figure 6: Comparison between the model and the "monocromatic waves, following 
current" experiment of Klopman (1994). £>=0.5m, T=1.4s, H=0.\2m, g=008m2/s, 
n=1.2mm. Surface slope -0.00000145. 

Figure 6 shows a clear discrepancy between the model described above and 
Klopman's "following current" experiment. The reason is believed to be that this 
rather strong current (< u >= 0.92Aco) changes the wave motion and hence uw in the 

upper part of the flow. An indication of this change can also be found the direct uw - 
measurements of Supharatid et al (1992). 
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1 + 100—— (30) 

Figure 7 shows an improved model performance obtained by enhancing the 
wave Reynolds stress component (u w )BL (Equation 25) by the empirical factor 

u.   z 
Aca D 

while (u w )DECAY is kept unchanged. 
This is a purely empirical adjustment but it is thought to mimic changes to uw 

in the upper part of the flow due to extra vorticity of the wave motion caused by 
interaction with the strong current. There is little reason to believe that uw is changed 
appreciably inside the wave boundary layer by the current, cf the data Supharatid et al 
(1992) and Nielsen (1985, 1992). It is noted, however, that the same empirical 
adjustment would also improve the agreement with the zero-net-flow-data in Figure 5. 

Figure 7: Comparison of the model with empirically enhanced wave Reynolds stress 
to the same data as in Figure 6.   Surface slope -0.000021.   The curve on the left 
shows the enhance distribution of uw given by Equations (25), (26) and (30). 

Discussion 
The magnitude of the eddy viscosity and its capacity to transfer vorticity upwards 
from the bed influences the nature of the solution as discussed by Longuet-Higgins 
(1953). If the eddy viscosity is small, the u -profile would be strongly influenced by 
the end conditions through horizontal advection. In that case it would not be 
determined from the local force balance which leads to Equation (8). However 
Euation (35) leads to eddy viscosities which are very much larger than the laminar 
viscosity even in the "no current situations" corresponding to Figure la and Figure 4. 
Thus, in Klopman's "no current" experiment Equation (9) gives a bed shear stress of 
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0.015N/m corresponding to an eddy viscosity at mid depth of 0.00039m2/s, about 
four hundred times the laminar viscosity. This is probably the reason why "no current" 
experiments quite consistently show u -profiles like to ones in Figure la and Figure 5 
even thogh they may have different end conditions. 

In other words, it appears that under conditions like those of van Doom (1981) 
and Klopman (1994) and even the smooth bed experiments of van Doom & Godefroy 
(1978) (D.T.H) = (0.3m, 2s, 0.12m) the eddy viscosity is strong enough that the net 
flow is governed by the local conditions as expressed by Equation (8). The 
experimental conditions of Swan (1990), smooth bed and (D,T,H) = 
(0.369m, 0.893s, 0.06m) are probably close to the limit although he did show (his 

Figure 5a) a u -profile which is qualitatively similar to those observed under more 
vigorous flow conditions by can Doom & Godefroy (1978), can Doom (1981) and by 
Klopman (1994). 

These observations seem to justify the use of Equation (8) as the basis of 
modelling currents in the presence of waves under field conditions and in most 
laboratory situations. 

The present version of the model is open to a number of refinements. First of 
all with respect to the treatment of the flow above the wave trough. Secondly, the 
enhancement of the wave Reynolds stress in the presence of a stronger current should 
be investigated theoretically. 

Application of the model above model to surf zone conditions may require 
adjustments in three areas: 
1. An additional term due to bottom slope may need to be added to u w, 
2. A different expression for the flow above the wave trough, e g, a roller model 

may be needed The eddy viscosity must be enhanced in the upper part of the flow. 
Guidance in these respects may be found in the measuremetns of Nadaoka & 
Kondoh (1982) and Cox et al (1995). 

The strength of the present model compared with previous ones is that a 
detailed description is achieved at the bottom at the same time as a reasonable overall 
water balance. This is of course necessary in order to model natural situations with 
movable beds. 
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CHAPTER 315 

REYNOLDS STRESS AND SMALL-SCALE MORPHOLOGY 
MEASUREMENTS DURING DUCK94 
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Abstract 
A recently developed Coherent Acoustic Sediment Probe (CASP) was deployed from 

an instrumented sled during the Duck94 nearshore experiment at Duck, North Carolina, in 
October 1994. The CASP measured acoustic backscatter profiles and three component velocity 
vectors in an 0(1 cm3) volume 25cm in front of the downward-looking instrument package. 
The CASP was remotely positioned to selected heights to form profiles of velocity and 
sediment concentration through the bottom boundary layer. A vertical stack of 8, two-axis 
electromagnetic current meters extended the horizontal measurements to the surface. A co- 
located scanning pencil-beam sonar and tilt sensors were used to map the small-scale 
morphology across a lm by 4m area centered on the CASP measurements, quantitifying the 
local roughness and slope elements down to 4cm scales under low acoustic clutter conditions. 
It is shown that the stress measured near the bed in a gravity oriented vertical reference system 
is associated with both the turbulent Reynolds' stresses and a wave stress due the vertical 
velocity induced by the horizontal wave velocity acting on the sloping bottom being correlated 
with the horizontal velocity. The wave stress is largest at the bed and decreases towards the 
surface and can be larger than the turbulent Reynolds' stresses. 

DUCK94 Experiment 

The data presented herein were obtained during the comprehensive nearshore DUCK94 
experiment conducted in October 1994 at the U. S. Army Corps of Engineers Field Research 
Facility (FRF), Duck, North Carolina. The FRF beach usually is a two-bar system composed 
of a dynamic inner bar (30-120 m offshore) and a secondary bar of lower amplitude (300-400 
m offshore). The mean foreshore slope of the beach is approximately 0.08 (1:12) and the mean 
slope offshore of the bars is approximately 0.006 (1:170) (Lippmann et al., 1993). Sediments 
have a wide range of coarse sediment size on the beach and foreshore and fine, well sorted sand 
within the trough and seaward (mean grain diameter ~ 0.2 mm) (Stauble, 1992). The mean tidal 
range is approximately 1 m. 

Boundary layer stress and velocity profile measurements from 11 October have been 
chosen to show the structure of the bottom boundary layer under strong wave forcing conditions. 
Storm waves with significant wave heights of 2m approaching at 16° (in 8m depth) produced 

4079 
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mean longshore currents of 1 ms"' in the surf zone. The resulting bottom boundary layer was 
composed of both the steady longshore flow and 0(1 ms"') magnitude cross shore oscillatory 
flow due to the incoming waves. 

Wave, velocity and sediment flux data were acquired using an instrumented sled. A 
Coherent Acoustic Sediment Probe (CASP) was mounted on a moveable boom (with elevation 
controlled from shore) deployed from the sled. The CASP measured acoustic backscatter 
profiles and three-component velocity vectors in an 0(1 cm3) volume 25cm in front of the 
downward-looking instrument package, as it was remotely positioned to selected heights to form 
profiles of velocity and sediment concentration through the bottom boundary layer. A co- 
located scanning pencil-beam sonar and tilt sensors were used to map the small-scale 
morphology across a lm by 4m area centered on the CASP measurements, quantitifying the 
local roughness and slope elements down to 4cm scales under low acoustic clutter conditions 

Additional instrumentation on the sled included a vertical stack of eight Marsh- 
McBirney two-component electromagnetic current meters mounted on a 2.5 m mast to measure 
vertical profiles of longshore and cross-shore currents. The sled was oriented with the vertical 
stack of current meters placed on the up-current side to prevent the sled structure from 
contaminating flow measurements. Surface elevations were measured using an array of five 
pressure sensors configured in a 3 m square with sensors at the corners and one at the center. 
For data collection, the sled was towed by the CRAB to its furthest position offshore, dependent 
upon wave conditions, for the first data run. The sled was tethered to the shore with a chain. A 
forklift on the beach pulled the sled shoreward approximately 10 to 30 m for each subsequent 
run. Data were acquired at each location for approximately one hour at four to eight locations. 
Data were digitized on the sled and transmitted to shore via an armored fibre optic cable married 
to the chain tether. 

Additionally, directional wave spectra were acquired using a linear array of 10 pressure 
sensors in 8 m depth offshore of the survey area. A fixed current meter in the trough at line 820 
m was used to measure longshore currents continuously. 

Vertical profiles of the mean longshore currents at various cross-shore location 
superposed on the bottom profile measured on 11 October are shown in Figure 1. The longshore 
currents were relatively strong on this day with mean currents exceeding 1 m/s. The bottom 
profile is barred. The small-scale morphology is near planar on the seaward side and atop the 
bar and on the foreshore, with well-developed mega-ripples within the trough. 

Theory and Analysis 

Linear wave theory over a horizontal bed predicts that the horizontal and vertical wave 
induced velocities are in quadrature, and therefore do not contribute to the Reynolds' stresses. 
However, for a sloping bottom in a gravity oriented vertical reference system, a vertical velocity 
is induced at the bed by the horizontal velocity acting on the sloping bottom 

w = u tanp (1) 

where u,w are the horizontal and vertical velocities and tan B is the bottom slope. The vertical 
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DUCK 94 - Longshore current - Oct 11 

140 180 220 260 300 

Figure 1. Measured longshore current vertical profiles (*) at various cross-shore locations 
compared with logarithmic profile (solid line) superposed on the bottom profile. 

velocity near the bed will be in-phase with the horizontal velocity, resulting in a contribution 
to the co-spectrum, <uw>, which is proportional to the Reynolds' stress. The total stress is 
composed of an induced wave stress plus the stress due to the friction velocity defined as 

—   =   K, 

P 
<uw> 2 2 

(2) 

It is hypothesized that the appropriate coordinates to measure the Reynold's stresses near the bed 
are oriented normal to the bottom. However, the bed has a broad range of scales in the near 
shore (Thornton, et al 1997) ranging from the general bottom profile with horizontal scales 
O(10m) to mega-ripples and ripples with horizontal scales O(lm). A question then arises as to 
what is the corresponding scale over which to measure the bottom slope? Instead of trying to 
measure the appropriate bottom slope, we will use hydrodynamic measures to establish the 
coordinate system. Hydrodynamically, the velocity normal to the bed goes to zero at the bed. 
Therefore, the bottom slope in (1) is determined three different ways by minimizing the 
measured near-bed quantities of covariance between horizontal and vertical velocity, <uw>, 
mean vertical velocity, W, and vertical velocity variance, <w2>. 
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Results and Conclusions 

Direct estimates of the Reynolds stress components <uw, vw> and mean velocity <U, V> 
were formed at each measurement height with averaging times between 4 and 10 minutes. As 
a vertical profile of these quantities is formed over approximately 1 hour, measurement stations 
were selected where the mean currents and wave conditions were relatively constant during this 
time. Profiles of (U,V) vectors, orbital displacement standard deviations in the x,y directions, 
the friction velocity vector (u*,v*), and the friction velocity magnitude for station 1 (see Figure 
1) are shown in Figure 2. The instrument coordinate velocity vector time series was rotated into 
a vertically orientated coordinate system to a precision of ± 0.2° before the mean velocity and 
stress estimates were made. Therefore the true vertical (rather than bed normal) stresses are 
shown here. Height above the bed was determined to ±1.6 cm by using the acoustic backscatter 
profiles. The velocity coordinate system in these plots is v+ offshore and u+ toward the south, 
and w+ upwards. At both sites, the U/V profiles, which span the lower 0.5m of the bottom 
boundary layer, show strong offshore and long-shore mean currents decaying toward the bed. 
The upper CASP-measured mean velocities matched the em-current meter profiles, which 
extend to the surface (not shown). In the absence of an oscillatory flow component, the stress 
vectors would be expected to be aligned with the mean current direction within the inner "wall" 
boundary layer established by the mean flow. However, the mean vertical stress vector has a 
strong cross-shore wave stress component, increasing toward the bed, which rotates the stress 
vectors toward the offshore direction (Figure 2). This cross-shore stress is attributed to the wave 
stress component arising from the shoaling waves interacting with the bottom slope, producing 
a linearly decreasing wave stress toward the surface (Rivero and Arcilla, 1995). The slight 
increase in stress in the first 20cm above the bed seen in most of the profiles is likely due to the 
rotational stress components of the wave boundary layer arising from the strong oscillatory flow 
and the local bed roughness elements. 

An example of the co- and quadrature spectra measured in gravity oriented coordinates 
at an elevation of 27 cm above the bed is shown in Figure 3. In the gravity oriented vertical 
reference coordinates, there is a large contribution to both the co- and quadrature spectra (vw, 
uw) at the wind-wave band of frequencies (0.1 - 0.5 Hz). The co-spectrum is minimized by 
rotating the coordinates about the x,y axis in 0.1° increments (Figure 4). A definite minimum 
is found, indicating a mean cross-shore slope of 4.3° and an alongshore slope of 1.6°. The 
minimized cross-spectra are shown in Figure 5. The co-spectra are greatly reduced, whereas the 
quadrature spectra are virtually the same, indicating the co-spectral contributions are bottom 
slope induced, and should not be attributed to turbulent Reynold's stress contributions. 

The mean  and vertical velocities  variance  were  similarly minimized  and the 
corresponding calculated bottom slopes were essentially the same as calculated from the 
minimization of the co-spectra. Therefore, the coordinate rotations are based on the 
minimization of the co-spectra. 

The friction velocities calculated at various elevations over the vertical before and after 
rotations of the coordinates and the cross-shore tilt calculated from the minimization of the co- 
spectra indicative of the bottom slope are shown for locations offshore the bar and within the 
trough (Figures 6 and 7). The measured cross-shore bottom slope (averaged over 5m) is also 
indicated. On the near planar, smooth slope on the seaward side of the bar the calculated slope 
from the co-spectral minimization corresponds to the bottom slope (averaged over 5m) as the 
bottom is approached; this indicates that the additional stress is associated with the sloping 
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Figure 2. (U,V) mean velocity, orbital displacement magnitudes for x,y components, u*,v* 
friction velocity vector and friction velocity magnitude profiles from 0 to 0.5m above the bed 
for the offshore station 1 on October 11. 
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Figure 3. Co-spectra (upper panel) and Quadrature-spectra (lower panel) of uw (o) and vw (-) 
(m2-sec) in gravity vertical coordinates, Station 1 at elevation 27cm off the bottom. 
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Figure 4. Co-spectra calculated at 0.1 degree rotations in x,y showing minimum, Station 1. 
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Figure 5. Co-spectra (upper panel) and Quadrature-spectra (lower panel) of uw (o) and vw (-) 
in rotated coordinates minimizing the co-spectra, Station 1. 
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Figure 6. Vertical profiles of cross-shore (x) rotation angles to minimize co-spectra (*) compared 
with average slope over 5m (-) (upper panel), and total friction velocity (o) and friction velocity 
in bed normal coordinates (lower panel), Station 1. 
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bottom. However, within the trough where mega-ripples are prevalent, just the opposite effect 
is seen where the calculated slope from the minimization of the co-spectra and the bottom slope 
measure over 5m do not converge until almost 40cm off the bed. The total near bed shear 
velocities are large. After subtracting u2,Wave from the total shear velocity, the residual friction 
velocities are essential constant over the vertical. The detailed bottom profile at station 5 shows 
the bottom is composed of mega-ripples with heights of approximately 15cm and wave lengths 
of about lm (Figure 7). The location of the CASP is at the vertical dotted line and unfortunately 
information right beneath the CASP is not available. The mean slope is indicated and it can be 
seen that is can be quite different that the local slope near the bed as indicated by the tilt values 
calculated in Figure 6. 

Conclusions 

The total near-bed friction velocity is viewed as the sum of the friction velocity 
associated with the turbulent Reynolds' stress and a wave friction velocity induced by the 
sloping bed. The friction velocity is calculated by minimizing the co-spectra to eliminate the 
contribution by the horizontal wave velocity acting on the bed to induce an in-phase vertical 
velocity which contributes to the co-spectrum. The horizontal scale of the bed slope which 
induces the near-bed vertical velocity due to the waves appears to be related to the distance from 
the bed. Where a multitude of scales exist very close to the bed, such as when mega-ripples are 
present, the local bed slope (horizontal scale < lm) appears to dominate, whereas away from the 
bed the corresponding bed slope can be much larger. For a smooth, near-planar bed, all 
horizontal scales have essentially the same slope. 

The wave-induced friction velocity is largest near the bed and decreases toward the 
surface, which agrees with the theoretical work of Rivero and Arcilla (1995). The wave-induced 
velocity near the bed can be much larger than the turbulent Reynolds' stresses. 
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CHAPTER 316 

Studies on the Suspended Concentration in the Surf Zone 

Ching-Her Hwang1    Li-Hung Tsai2   Po-ChingLin2   Chin-Chi Tsai3 

Abstract 

This study is to carry out the field measurements of the suspended 
concentration by using MTB-16K turbidity records in the surf zone of mild sloping 
beach (1/144). Then the vertical concentration distributions of the suspended 
sediment at different water depth d/L0 and the longitudal concentration distributions 
of the suspended sediment across the surf zone are analyzed and discussed 
respectively in this paper. 

Indroduction 

In order to understand the phenomena of sediment transport in the near shore, 
it is necessary to investigate the problems of the sediment suspension mechanism 
induced by waves. Earlier there are many scholars and experts, such as Farichild 
(1959), Homa and Horikawa (1962), Noda (1967) etc., who had been studied this 
problems by using siphon, pumped sampler and suspend sampler respectively. In 
fact, it is difficult to obtain the exact records of suspended sediment variations. 
Lately there are other researchers such as Homa (1965), Sleath (1974, 1982), Wrigh 
(1982), Deigaard (1986), Makoto Ifuku (1988), Gotoh (1994), Nielson (1994), 
Ono (1994) and authors (1993-1995) etc. had also been studied this problems in the 
laboratory and in the field respectively. And this study is to carry out field 
measurement of the suspended concentration in the surf zone of mild sloping beach 
(S=l/144) located at the mid-west coast of Taiwan, R.O.C. under the sponsor of 
the National Science Council for the integrated research program "Coastal Space 
Utilities". 

1 Chief, the Coastal Engineering Division, Institute of Harbor & Marine Technology, 
No.83, Lin-Hai Rd., Wuchi, Taichung District, Taiwan, R.O.C. 

2 Assistant researcher, the Coastal Engineering Division, IHMT. 
3 Assist, the Coastal Engineering Division, IHMT. 
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Field Measurement 

Four sets of memory MTB-16K turbidity recorder which set up above the 
sea-bed 6.5cm, 22cm, 35cm and 76cm etc. near the low water level at the tidal zone 
are used to measure the vertical concentration distribution of the suspended 
sediment. Also there are three sets of memory MTB-16K turbidity recorder which 
set up at a distance of 50m each other and above the sea-bed 6.5cm are used to 
measure the longitudinal concentration distribution of the suspended sediment 
across the surf zone. The maximum tidal range is about 5m in this area, hence their 
concentration distributions of the suspended sediment at different water depth can 
be measured by the tidal variations. Concurrently a DNW-5M pressure sensor and a 
UCM 40 Type MKII were also set up respectively near the sea-bed around the low 
water level and a waverider was set up outside the surf zone to record the 
oceanography conditions. The schematic diagrams are shown as Fig. 1. 
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Figure 1    The schematic diagrams of parameters and 
memory MTB-16K recorders mounted on sea-bed 

Field data of wave, water level and suspended concentration are recorded 
respectively every one hour interval by using the DNW-5M pressure sensor and the 
MTB-16K turbidity recorder from PM 7, 14 March, 1995 to AM 7, 16 March, 1995. 
The recorded periods of field data are continuous 10 minutes every times and data is 
adopted by one second interval. 

Data Analysis and Discussions 

3.1 The distributions of wave height across the surf zone 
Figure 2 shows the parts of time histogram of the wave height and water level 

field measured data taken from the DNW-5M pressure sensor in the near shore on 
14 March, 1995. 
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Figure 2    Time series of wave height and water level in the near shore 

And the coresponding time series of wave height and wave period taken from 
the waverider at -20m water depth outside the surf zone are shown as Figure 3. 

15 16 
Date (1995/03) 

15 16 
Date (1995/03) 

Figure 3    Time series of wave period and wave height at -20m water depth 

Results indicate that the distributions of wave height are gradually decreasing 
from the largest H0=2.2m occurred at AM 6, 14 March to the smallest H0=0.20m 
occurred at AM 7, 16 March and its corresponding distributions of wave period are 
decreasing from 6-7 sees to 3~4 sees during wholly observing periods. 

Figure 4 shows the relationship diagram between the local wave height H and 
its corresponding water depth d by analyzing the field measured data in the surf 
zone. Various legends such as "D" and "+" etc. represent the results in the flood or 
in the ebb. Results also indicate that the local wave height is linearly decreasing with 
water depth when the H/d value is equal to 0.4. If we convert this relationship with 
the form H=r(d+H), then the empirical constant is r = 0.3. This means that the 
distribution of wave height can be expressed as the following empirical form in the 
surf zone. 
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Figure 4    The relationship diagram between wave height 

and water depth in the surf zone 

3.2 The distributions of suspended concentration in the surf zone 

3.2.1 The vertical distributions of suspended concentration 

Parts of the time series of suspended concentration measured at various 
positions and its corresponding water level are shown as Figure 5 and Figure 6 
respectively. 
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Figure 5    Time series of suspended concentration at various position 
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Figure 6    Time series of the water level and 
its corresponding suspended concentration 

Results indicate that the tendency of suspended concentration is decreasing 
with increasing the water depth. And the higher water depth is, the discrepancy of 
suspended concentration measured at different height is smaller. 

By using the concept of Figure 1 schematic diagram, the concentration 
distributions of the suspended sediment at different relative water depth d/Lo can be 
measured by the tidal variations. Figure 7(a)~(d) shows the vertical distributions of 
suspended concentration at different relative water depth d/L0. The dots and solid 
line in the Figure 7 represent respectively the field measured data and a regressive 
curve in this study. Results indicate that the vertical distribution of suspended 
concentration is more uniform for the smaller relative water depth d/Lo. 

And results also show that the maximum suspended concentration mostly 
occurs at the bottom for different relative water depth under the same wave 
conditions. Figure 8(a)~(d) shows the dimensionless relationship between measured 
relative suspended concentration (C/Cmax) and different relative water depth d/Lo. 

Then, we can summarize the analyzed results in different way to express the 
vertical distributions of suspended concentration under various relative water depth 
d/Lo as shown in Figure 9. 

Moreover, the relationship diagram between the vertical suspended 
concentration at any relative depth y/d and the relative water depth d/L0 can be also 
shown as Figure 10(a)~(c). 
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It means if the water depth d is given, then the suspended concentration at any 
depth y can be obtained by following regressive formulus. 

C = 1920-e -»«<^w 
(2) 

where     d : water depth 
y : height from the seabed 
C •  suspended concentration, its unit is ppm 

3.2.2 Suspended concentration near the seabed across the surf zone 

Figure ll(a)~(d) shows the concentration distributions measured near the 
seabed across the surf zone under various wave steepness Ho/L0. The definitions of 
parameter X and Xb are shown as Figure 1. The width of the surf zone, Xb, is 
computed by wave theory here. In general, results indicate the maximum values of 
suspended concentration usually occur around the breaking point for the same wave 
condition. 
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Figure 11    The distributions of concentration near the seabed across the surf zone 
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We can also summarize above results as Figure 12 under various wave 
steepness Ho/L0. It means that the suspended concentration near the seabed will be 
decreasing with decreasing the depth. But it will be increasing when the incident 
wave steepness H0/Lo is increasing for the same depth. 
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Figure 12   The concentration distributions near the seabed across the surf zone 

Conclusions 

Summarize above field data analysis and discussions, we can obtain some 
conclusions as following : 

1. All measured field data can be provided as the quantitative basis of the numerical 
analysis in this study. 

2. The local wave height H will be linearly decreasing onshore with depth d when 
the incoming wave is broken. Its relationship can be expressed as H=r(d+H) 
when the beach is a mild slop S=l/144 and incident wave height Ho is smaller 
than 2.2m, then the coefficient is r =? 0.3. 

3. The vertical distribution of the suspended concentration C can be computed by 

equation C= 1920- e      K   ' w "'   if depth d is known. 

4. The distributions of the suspended concentration across the surf zone are related 
with the incoming wave steepness H0/L0. In general, its maximum value usually 
occurs around the breaking point. 
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CHAPTER 317 

Suspended sediment mixing in the surf zone 

Jose A. Jimenez, Francisco J. Rivero, Agustm Sanchez-Arcilla, 
Vicente Gracia and Andres Rodriguez1 

Abstract 

The vertical distribution of suspended sediment in the surf zone is analysed by 
using field measurements. The analysis focuses in the description of the shape of 
the profile, i.e. mixing coefficient, and to do this, several approaches have been 
followed: pure diffusion, pure convection and combined diffusion-convection. The 
obtained results show a strong dependence of the sediment diffusion coefficient 
with the sediment grain size whereas the convective length scale presented a 
smaller grain-size influence. 

Introduction 

The vertical distribution of suspended sediment inside the surf zone may be generally 
considered as a combination of convective and diffusive processes. The distinction 
between both can be done in terms of mixing lengths, which in turn depend on the 
hydrodynamics acting on the sediment. According to Nielsen (1991, 1992), this can be 
mathematically described in a time averaged form by the convection-diffusion equation 

wfc + e — -pF(z) = 0 (1) 
dz 

where wf is the fall velocity of the sediment, c is the time averaged suspended sediment 
concentration, z is the elevation above the bottom, e is the sediment diffusivity, p is the 
pick-up function and F(z) is the convective entrainment function. 

1 Laboratori d'Enginyeria Man'tima (LIM), Catalonia University of Technology (UPC), c/Gran 
Capita s/n, 08034 Barcelona, Spain (jimenez@etseccpb.upc.es). 
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Equation (1) is generally truncated being the pure diffusive description the most 
common approach (see e.g. van de Graff and Roelvink, 1988 among others). In spite of 
this, the approach may be accurate enough to describe the suspended sediment 
distribution if sediment is characterised by a mean grain size (without considering the 
grain size distribution). However, when this distribution is taken into account, a 
dependence of diffusivity or mixed length with grain size can be often observed (see e.g. 
Nielsen, 1983, van de Graaf and Roelvink, 1988, van Rijn, 1993). Strictly speaking, 
although a slight variation of the diffusivity of a solid particle (the sediment) with respect 
to the one of the fluid should be expected (see e.g. van Rijn, 1984), large deviations 
between the sediment diffusivity and the fluid eddy viscosity should indicate that other 
mechanisms are affecting the sediment mixing. 

In this work, the vertical suspended sediment distribution in the surf zone is analysed 
using field measurements. The analysis focuses on the shape of the distribution from the 
pure diffusive and/or convective approaches and, an attempt to use the combined 
diffusion-convection solution is also presented. This last point was introduced due to the 
observed dependence of the mixing coefficients with sediment characteristics. 

Experimental data 

The used data were acquired in a field campaign (DELTA' 93) carried out in the 
Trabucador Bar (Ebro delta, Spanish Mediterranean coast). The measured field data 
included bathymetry, waves outside and inside the surf zone, mean water levels across the 
surf zone, velocity field (both horizontal and vertical structure) by means of an 
instrumented sledge equipped with 6 electromagnetic currentmeters and a step wave 
gauge (see Rodriguez et al. 1995a for a full description of hydrodynamic measurements) 
and measurements of longshore suspended sediment transport across the surf zone. 

Longshore suspended sediment transport were measured by means of portable 
sediment traps (hereinafter PST) similar to that described in Rosati and Kraus (1989). 
Each PST was composed by a vertical array of 5 to 6 traps, each one of the cube-type 
with a nozzle of 5.5x5.5 cm and with a streamer (collection bag) made with a mesh of 
100 (im (Ortiz, 1995). 

Measurements were taken in the inner part (inside the surf zone in all the cases) of a 
barred profile under wave conditions characterised by Hrms ranging between 0.4 and 0.6 
m at 7.5 m depth and with peak periods, Tp, from 5 to 6 sec. Spilling breaking waves 
were representative of surf zone conditions during all the experiments, with induced 
longshore currents up to 0.7 m/s. 

Figure 1 shows some measured vertical profiles of the longshore current, where it can 
be seen that for relative depths, z/d ^0.1, current velocity shows small changes in vertical, 
i.e. is nearly constant in vertical. 

Longshore suspended sediment transport measurements were taken in three profiles 
across the surf zone, with 4 to 5 positions each. In each position, PST were operating 
during a time period of 2 to 5 min. After that time, PST are carried to shore and collected 
sand is stored in bags to be weighted and sieved at the laboratory. 
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Figure 1. Typical vertical profiles of longshore currents measured during the experiments. 

Vertical distribution of suspended sediment concentration 

In order to obtain the vertical distribution, the first working hypothesis was that 
because measurements were acquired inside the surf zone, where a well mixed water 
column can be assumed, a constant in vertical mixing coefficient was considered. 

Figure 2 shows the vertical distribution of the vertical eddy viscosity obtained from 
time series of velocity measurements inside the surf zone (see Rodriguez et al. 1995 for 
further details in the calculation of diffusivity). It can be observed that for relative depths 
^ 0.6 the calculated diffusivity can be considered as constant in vertical, whereas in the 
upper part of the water column values increase, due to the generation of horizontal 
turbulent-momentum flux during breaking (Rodriguez et al. 1995). 

This assumption of a constant in vertical diffusivity leads to an exponential 
concentration distribution (when a pure diffusive process is considered) given by 

C(z)=Co e 
vf zle. 

where Co is the reference concentration at the bottom, w, is the fall velocity of the 
sediment, z is the elevation above the bottom and e diffusion coefficient. 

Or in another form (assuming a pure convective process with an exponential function 
to describe convection, Nielsen, 992) as 

C(z)=Co e~zlL 

where L is the mixing or length scale. 
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Figure 2. Vertical distribution of eddy viscosity obtained during the experiments. 

When experimental profiles were fitted to a vertical distribution given by expressions 
(2) or (3), a good agreement was obtained. From 15 cases, covering three lines across the 
surf zone, the mean r2 value of all the fits was 0.952, with a minimum r2 value of 0.90 and 
a maximum of 0.995. 

Figure 3 shows an example of the obtained normalised time averaged concentration 
profiles at different locations across the surf zone with the corresponding exponential fit 
for one of the monitored cross-shore profiles. 

These results indicate that at least during the conditions prevailing during the field 
experiments, and for measurements taken inside the surf zone, the classical exponential 
profile describes well the time averaged concentration profiles. In this case, the averaging 
was done over a relatively long time period (from 20 to 50 waves) and because of this, 
these results cannot be considered in contradiction to those obtained by Mocke and Smith 
(1992) since the time scale of their analysis differs. 

Across-shore distribution of mixing coefficient 

When the cross-shore distribution of the mixing coefficient was analysed, an increasing 
diffusivity from the shoreline towards the breaking point was observed for all the analysed 
cases (as expected). Fig. 4 shows the cross-shore distribution of the mixing length, L, for 
one of the control lines, where it can be clearly this increase in mixing towards the 
breakers where reaches the largest value. 

Nielsen (1984) analysing the mixing length -L- under non-breaking waves found that it 
was closely related to the bed ripple height. However, when the surf zone is considered a 
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different "physical entity" of L should be expected, since the mechanism inducing 
convection is clearly different. 
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Figure 3. Normalised time averaged concentration profiles at different location across the surf zone. 

In this case, it was found that this length scale for convection was closely related to the 
local Hrms (see Figure 4). This fact can be used to validate the assumption of that, inside 
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the surf zone the sediment is picked-up from the bottom and put in suspension at an 
elevation above the bottom proportional to the wave height (Dean, 1973). 

Thus, for the range of measured conditions and under spilling breakers, the local value 
ofHrms was found to be a good predictor of the magnitude of the convective length scale, 
L. 

40 90 50 60 70 80 
cross-shore distance (m) 

Figure 4. Cross-shore distribution of the mixing length -L- and Hrms. 

100 

When the cross-shore distribution of the mixing coefficient is put in terms of sediment 
diffusion coefficient, e, the same pattern than before is observed (Fig. 5). This was due to 
that from equations (2) and (3) L = £ / wt, and no significant across-shore variations in 
sediment grain size was found. 

Assuming that this sediment diffusion coefficient must be closely related to the fluid 
diffusion coefficient, their values should be equivalent to the vertical eddy viscosity for the 
fluid. 

Fig. 5 shows the cross-shore distribution of the eddy viscosity for horizontal mixing 
using a k-model with production of turbulent energy according to Battjes (1975). It can 
be seen that both distributions (horizontal and vertical mixing) are qualitatively similar, 



4104 COASTAL ENGINEERING 1996 

although the horizontal mixing coefficient is about two order of magnitude larger than the 
vertical one (see e.g. deVriend and Kitou, 1990). A detailed analysis of this discrepancy 
may be found in Svendsen and Putrevu (1994). 

0.02 

40 50 60 70 80 90 
cross-shore distance (m) 

Figure 5. Cross-shore distribution of the sediment diffusion 
coefficient, e, and calculated horizontal eddy viscosity v. 

100 

Effects of the grain size 

Once the vertical suspended sediment distributions (assuming pure diffusion and 
convection) were analysed, the effects of the grain size on the sediment mixing was 
investigated. To do this, each sample was sieved into a series of fractions and, vertical 
distributions for each fraction were built. Once these classified vertical profiles were 
obtained, the same analysis than before was applied, i.e. fit to equations (2) and (3) to 
obtain the corresponding mixing coefficients for each fraction.. 

Figure 6 shows the obtained sediment diffusion coefficients, £, for the same cases than 
the ones presented in Fig. 3 but considering different fractions. It can be clearly seen that 
diffusion coefficient is far from constant for the analysed range. 
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Focusing on the range of fractions characterised by a sediment fall velocity between 
0.02 m/s and 0.06 m/s (out of this range some of the fractions were not statistically 
representative to build a "classified profile"), a linear relationship between the diffusion 
coefficient and the fall velocity was found: the larger the fall velocity is, the larger the 
coefficient will be. Similar results have been obtained for non-breaking waves by van de 
Graaf and Roelvink (1984) among others (see also Nielsen, 1992). 

This result should indicate that for constant fluid diffusion coefficient, the sediment 
mixing will increase as coarser the sediment is. This discrepancy has been usually 
explained in terms of a greater influence of the centrifugal forces on the sediment particles 
with respect to the fluid in a turbulent flow. This would lead to an increase in the effective 
mixing length and diffusion rate for the sediment (see e.g. van Rijn, 1984). 

However, although a small change in diffusivity between solid particles and fluid can 
be expected, the variations shown in figure 6 seems too high to assume that they are due 
to the above mentioned effect. 
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Figure 6. Variation of the diffusion coefficient Es VS fall velocity of the sediment for different locations 
across the surf zone. Grey rectangle indicates the range of fall velocities considered in the fit. 

In fact, if the variations in diffusivity are measured as 

Ae = £(w=006)   £(w=002)100 (4) 
(totalsample) 

a mean value of 138% is obtained (considering the four locations across the surf zone). 
From figure 6, it seems that the diffusivity dependence with grain size increases from 

shoreline (pst-9) towards the breaker point (pst-12). Although this is true in absolute 
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terms, when this variation is measured in relative terms (e.g. according to eq. 4), they are 
almost uniform, i.e. it seems to be constant across the surf zone. 

Thus, the observed variations in the diffusion coefficient for the sediment mixing due 
to variations in grain size, introduce an uncertainty about the validity of the pure diffusion 
model to describe the vertical distribution of suspended sediment inside the surf zone. 

Applying the same analysis to the case of pure convection model, i.e. looking to the 
variations in L when the different fractions are considered, the results depicted in Figure 7 
are obtained. 

In this case, although a variation in L is also observed, the direction of such variation is 
opposite to the above described one. Thus, assuming a pure convective process, as 
coarser the sediment is, smaller the mixing length will be. In other words, for coarser 
sediments, the mixing will be smaller. 

This can be explained assuming that sediment response to convective process induced 
by wave breaking will be influenced by the sediment "weight". For heavier sediments 
(coarser), the theoretical distance from the bottom where they will be put in suspension 
(entrainment level) will be shortened as coarser the sediment is. 
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Figure 7. Variation of the length scale, L, vs fall velocity of the sediment for different locations across the 
surf zone. Grey rectangle indicates the range of fall velocities considered in the fit and grid lines represent 
largest value of L for each location (equal to the local depth). 



SUSPENDED SEDIMENT MIXING 4107 

Measuring the variations in the convective length scale, L, according to the equation 4, 
a mean value of 10% is obtained. The relative variations across the surf zone are also 
constant as it was for the previous case. 

The main difference between the variations for diffusive and convective mixing lengths 
is that the former presented a larger variation than the convective one. In other words, the 
use of equation (3) to describe the vertical distribution of suspended sediment in the surf 
zone (assuming a pure convective process) is more "stable" in function of the sediment 
grain size than the use of a diffusive process. In spite of this, a small variation in the length 
scale was also found. 

If the dominance of the process controlling the vertical distribution is measured in 
terms of its "stability", the convection process should be dominant under the monitored 
conditions. 

Combined diffusion-convection process 

Additionally to the above mentioned effect (variation in mixing coefficients for varying 
grain sizes), when the profiles for the different fractions were analysed, a change in the 
shape of the profile was also found. Thus, slight convex upward profiles were found to 
describe the fine fractions, whereas the coarser ones showed a slight concave upward 
shape. This change in shape was also explained by Nielsen (1992) as an indication of the 
presence of a combined diffusion-convection process controlling the sediment suspension. 

In order to make a first attempt to describe the obtained suspended sediment profiles 
by using the combined diffusion-convection approach, a full solution of equation (1) was 
used. 

In this attempt, a constant in vertical diffusion coefficient and a convective function 
given by an exponential law was selected (see e.g. Nielsen, 1992). Although this solution 
has not to be the best one, it was selected due to its simplicity, although presently other 
combined solutions are being analysed. 

The integration of equation (1) with the selected description of diffusion-convection 
process leads to (Nielsen, 1992) 

C = Co  e-z,L+(l —)e" 
F F 

wfL wL 

(5) 

By using the equation (5), the profiles for the different fractions presented in figure 8 
were obtained. The main problem to apply this approach is that both diffusion coefficient 
as well as convective length scale has to be estimated. In this case, it was firstly selected 
the value of the diffusion coefficient by using the one corresponding to the finest fraction, 
and afterwards, the convective length was selected by fitting the predicted distribution to 
the measured profiles. In all the cases, the fitted values of convective length were in a 
range of 30%-40% of the obtained using a pure convective model. 
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Figure 8. Use of the combined diffusion-convection approach (according to equation 5) to describe the 
vertical distribution of the different sediment fractions across the surf zone. 

Conclusions 

For the analysed conditions, several conclusions can be obtained. 

• During the measured conditions, the simple exponential profile describes well the 
time-averaged vertical distribution of suspended sediment in the surf zone. 

• The length scale, L, of the distribution can be well represented by the local value of 
H,ms inside the surf zone. 

• The eddy viscosity v( for horizontal mixing (obtained using a K-model with production 
of turbulent energy according to Battjes (1975)) shows a cross-shore distribution 
similar to the vertical mixing coefficient obtained from sediment data, es. Obtained 
values of vtare two orders of magnitude higher than es. 
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• For the analysed field data, the mixing coefficient es depends on sediment 
characteristics, i.e. wf. In the range of wt- = 0.02-0.06 m/s, a linear relationship 
between es and wf. was found. Larger the fall velocity is, larger the diffusion will be. 

• Assuming that the vertical distribution can be described by the length scale, L, a linear 
dependency with wf was also found. 

• The magnitude of the measured variation of £s with wf was one order of magnitude 
larger than the obtained for L. 

• These last two conclusions lead to argue the validity of the pure diffusion model to be 
used in the surf zone. 

A first attempt to improve the description of the vertical distribution of suspended 
sediment considering the different grain has been done. To do this, the approach of 
Nielsen (1991, 1992) was followed by using a combined solution including diffusion and 
convection. First results are promising although further works have to be done, specially 
in the description of the "convective" function. 

The generalisation of the obtained conclusions should require additional field data 
under different energetic conditions. This additional "field effort" is being carried out in 
the framework of an EU funded Research Project. 
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CHAPTER 318 

Sand Suspension Events and Intermittence of Turbulence in the Surf Zone. 

R.D. Kos'yan1, H. Kunz2, S.Yu. Kuznetsov*, N.V. Pykhov*, M.V. Krylenko1 

Abstract 

The results of the joint field experiment Norderney-94 demonstrates the 
excellent coincide of fluctuations of suspended sand concentration and kinetic 
turbulent energy in the nearbottom region of the surf zone. Turbulent 
fluctuations were separated from the wave induced fluctuations as a part of the 
motions that are incoherent to the free surface elevation. The time and spatial 
scales of macroturbulent vortexes had been estimated and discussed. 

Introduction 

For the prediction of sediment transport in the breaking zone it is 
necessary to know the distribution of the suspended sediment concentration, of 
the water velocity and of the cross-correlation between them in the whole 
frequency spectrum of irregular waves. The analysis of modern approaches to 
the solutions of this problem published in literature and discussed at the 
international conferences during the last years (Coastal Dynamics 94, 
Barcelona/Spain, 1994; 24th Coastal Engineering Conference, Kobe/Japan, 
1994; Coastal Dynamics 95, Gdynia/Poland, 1995; MAST 2 - Overall Meeting, 
Gdynia/Poland, 1995) shows that the most perspective ones are the models 
based on Boussinesq and Serra equations that afford to adapt these parameters 
to the time scales of approaching waves and k-e models. But the latter models 
today allow only to assess mean-time profiles of the suspended sediment 
concentration in the breaking zone. The possibility to use k-e model for the 
calculation of the suspended sand fluctuations in time is restricted by the 
absence of precise descriptions of the physical mechanisms of sediment 

1 The Southern Branch of the P.P.Shirshov Institute ofOceanology, Russian Academy of 
Sciences. Gelendzhik-7, 353470 Russia. E-mail: kosyan@sdios.sea.ru; 
2 Coastal Research Station. NLOE-Forschungsstelle Kueste. An der Muehle 5, D-26548, 
Norderney, Germany. E-mail: kunz.crs@t-online.de 
3 P.P.Shirshov Institute ofOceanology, Russian Academy of Science, 23, Krasikov str., 
Moscow, 117851, Russia. E-mail: sergey@shelf.msk.ru;pykhov@coast.msk.ru 
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suspension above the bottom, it's distribution in the water column within the 
breaking zone and by the absence of quantitative correlation between the 
suspended sediment concentration and parameters of the turbulence for field 
conditions. 

From the physical point of view the presence of instantaneous water 
flows from the bottom with a velocity that exceeds the sand particle settling 
velocity is a necessary condition for the occurrence of sediment suspension. In 
the wave breaking zone such water motions are forced, most probably, by 
macroturbulent vortexes. Two basic mechanisms of such vortexes formation 
are possible: 

1. Vortexes formation near the water surface under the crests of the 
breaking waves and its penetration to the bottom. Such a mechanism was 
observed in laboratory experiments with monochromatic waves above a hard 
and a movable bottom (Nadaoka, Kondoh, 1989; Zhang et al., 1994). By these 
experiments it was determined that vortexes were formed as well with 
horizontal axis as with inclined vertical axis depending on the wave parameters, 
on the type of their breaking and on the bottom slope. When reaching the 
bottom, such vortexes, like a tornado, can capture sand from the bottom and 
suspend it in the flow. The dominant action of this turbulence for sediment 
suspension is verified by Sato et al. (1990) in a wave flume. 

2. Vortexes formation in the bottom boundary layer due to the shear 
instability of water flow above a plane rough bottom. In this case an explosive 
character of the generation of turbulent energy and formation of coherent 
vortexes takes place. Those vortexes are forced from the bottom to the water 
column. The possibility of realization of such a mechanism has been shown in 
laboratory experiments (Hino et al., 1983), and its responsibility for the sand 
suspension is indirectly confirmed in the papers of Foster et al. (1994) and of 
Pykhovetal. (1995). 

The reality of the existence of the first mechanism under field conditions 
is confirmed by some (not numerous for the present) measurements of the 
macroturbulence in the surf zone (George et al., 1990; Rodriguez et al., 1995). 
The results of this research only give a possibility to assess a time-mean value 
of the turbulent energy, the integral length scale, the turbulent viscosity. But 
they do not afford to trace the temporal variability of these parameters, which 
is necessary for the analysis of time fluctuations of the suspended sediment 
concentration. In spite of the fact that the hypothesis about sediment 
suspension by such vortexes is shared by the majority of investigators, till now 
there is no confirmation by direct field measurements. 

The aim of our paper based on the data of field measurements is to 
confirm the existence of turbulent mechanisms of sand suspending by the 
determination of the scales of fluctuations of turbulent kinetic energy and 
suspended sand concentration and by ascertaining dependencies between these 
fluctuations. 
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Figure 1. Site of the field experiment. 

Experiment 

Field experiment was 
carried out on a beach 
section of Norderney Island, 
North Sea in October 1994 
(Fig. 1). 

A joint German- 
Russian team of scientists 
carried out multipurpose 
survey at an especially 
equipped testing site, which 
is located on the north- 
western side of the island. In 
this paper the results of 
measurements in one point 
(10 centimeters and more 
above    the    bottom)    are 
presented and discussed (Fig. 2). The suspended sand concentration, the free 
surface elevation and the two horizontal components of water velocity were 
measured synchronously by optical turbidimeter, pressure gauge and two- 
component electromagnetic current meter at sampling rate of 18.2 Hz over 20 
minutes. 

The turbidimeter measures the light beam attenuation at a distance of 6 
centimeters that then is recalculated into the suspended sand concentration 
(Kos'yan et al., 1994). Two-component electromagnetic current meter and 

pressure sensors (Type NSW) 
had been used for measuring. 
Their linear calibration 
characteristics are in the band 
of frequency from 0 to 20 Hz. 
The diameter of the measuring 
head of the currentmeter is 6 
centimeters. 

The bed consists of sand 
with a mean diameter of 
approximately 0.2 mm. The 
tidal range of about 2.4 m 
afforded to produce the 
measurements at a depth 
range from 0.5 to 2.5 m.. The 
measurements were carried 
out in the inner and middle 
parts of the surf zone under 
the wind wave and swell 
conditions. The 25 series of 
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Figure 2. Bottom profile and point of 
measurements. 
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recording were obtained during the 
whole experiment. 

Separation of turbulence 

We consider the turbulence as a 
part of water particle fluctuations, 
which is incoherent to the elevations 
of the free surface. Spectral and 
mutual spectral analysis of fluid 
velocities and free surface elevations 
show the turbulent fluctuations of the 
cross- and the long-shore velocities at 
the frequencies f> 0.8 Hz. This is 
conformed by the absence of the 
coherence between cross-shore 
velocity {u(t)) and free surface 
elevations (H(t)) at the frequencies / 
> 0.8 Hz and by the change the 
velocity spectra (Su(f)) gradient from 
~ f-4 to ~ f-2 at /= 0.8 Hz (Fig. 3). 
Turbulent components of the cross- 
shore   n, (t)   and   long-shore   v,(t) 
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Figure 3. Determination of boundary 
frequency between waves and 
turbulence. /j=0.8 Hz. Record 5a. 
HS=IM m, 7>=8.7 s, h = l.53 m, Sp. 
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Figure 4. Example of single suspending 
event. Record 6a. _ 
Hs=1.07 m, 7>=8.7s, A = 1.53 m, Sp. 

velocities were obtained by digital 
filtering. 

Examples of events 

Analyses of the records show a 
rapid appearance and disappearance 
of suspended sand events, which are 
well coincided with the appearance 
and disappearance of turbulent 
fluctuations of the cross- and long- 
shore velocities. 

A typical example for a single 
suspending event is given by Figure 
4. Recorded are wind waves with a 
significant height Hs=l.07 m, mean 
period 7}>=8.7 s, breaking by spilling 
at the depth h =2.36 m. H(t) is the 
free surface elevation, u(t) and u'(i) 
are the cross-shore velocity and its 
turbulent component, v(t) and v'(i) 
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are the long-shore velocity and its 
turbulent component, C(t) is the 
suspended sand concentration. The 
splash of turbulent velocity 
fluctuations and the splash of 
concentration between 697 to 700 s 
may be explained by horizontal 
advection of turbulent vortexes 
with trapped sand at the sensor 
array. 

Figure 5 shows the two 
consecutive events of sand 
suspending for a more intensive 
wave regime (#5=0.90 m, 7>=8.7 
s, A = 1.62 m, breaking type is 
between spilling and plunging). 
The change of the amplitude of the 
turbulent fluctuation coincides well 
in time with the splash of 
concentration. 

Figure 6 demonstrates the 
intermittence of turbulence and the 
corresponded    events    of    sand 
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Figure 5. Example of two consecutive 
events of sand suspending. Record 7f. 
#s=0.90 m, 7>=8.7 s, h = 1.62 m. Sp-Pl. 

suspending events during the 500 s 
for the same record as shown on 
Figure 5. The fluctuation of 
turbulent kinetic energy (E(t)) 
coincides well with the fluctuation 
of suspended sand concentration. 
Turbulent kinetic energy was 
calculated as the sum of the 
squared turbulent velocity 
components: E{i) = u'2(t) +v'2(t) 

Time scales of the turbulence 

° ^yJLM^^ 
1111 j 1111; 111111111111111 

0 100 200 300 400 500 

time, s 
Figure 6. 8-minutes fragment of 
suspending events. Record 7f. 
#s=0.90 m, 7>=8.7 s, h = 1.62 m. Sp-Pl. 

The upper parts of Figure 7 
show the typical spectra describing 
the concentration fluctuations 
Sc(f) and the kinetic turbulent 
energy variations SE(f) as 
function of frequency. Both spectra 
coincide with increasing frequency. 
The concentration spectrum has a 
feebly marked peak at the main 
wave frequency. Turbulent energy 
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spectrum is decreasing monotonously with increasing frequency except the 
peak at the frequency of 1.6 Hz, which is called forth by the method of the 
turbulence selection, i.e. by the filtering with a boundary frequency of 0.8 Hz, 
and therefore it has no physical sense (when squaring (E(t) = u'2(t) +v'2(f)) the 
frequencies are doubled). 

The lower left part of Figure 7 displays the squared coherence function 
GCE(f). Significant values of the coherence GCE at the frequencies/< 0.05 Hz 
afford to say, that the low frequency suspended sand fluctuations are 
determined by the bursts of the turbulent velocity fluctuations. 

The lower right part of Figure 7 shows for low-frequencies (f < 0.05 Hz) 
the relation between the related components of concentration (Gow) and of 
kinetic turbulent 
energy (E iow). It 
demonstrates that 
the deviations from 
the linear 
connection are not 
caused by the 
nonlinearity, but by 
random reasons. 
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Let 
consider 
regularities 
turbulent 
fluctuations 

us 
the 
of 

within 
suspension 

the 
of 8E-3 

one 
event. 

Figure 
presents 
chronograms 
turbulent 
components of 
velocities and their 
hodograf for a 
single    suspending 
event, which was demonstrated at Fig. 4. The hodograf shows, how that the 
end of the vector of turbulent velocity component runs two full circles during 
one second. This may correspond to the passing of a series of four vortexes, as 
principally shown in the lower right part of Figure 8. Neighboring vortexes 
must rotate in opposite directions. 

4E-3 
Elow ,mV2 

Figure 7. Connection between suspended sand 
concentration and turbulent energy. Record 5a. 
#5=1.07 m, 7>=8.7 s, £=2.33 m. Sp. 
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An assumption 
about the passing of a 
series of several 
consecutive vortexes is 
confirmed by results of 
laboratory investigations 
presented at the 
conference Coastal 
Dynamics'94 by Zang et 
al. who presented the 
nomogram of the type and 
number of turbulent 
vortexes that are formed 
in the moments of wave 
breaking depending on 
Reynolds number and 
breaker-type index given 
by Galvin. The nomogram 
shows that all our 
recorded wave regimes 
occurred in the region of formation of triple oblique vortexes. 
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Figure 8. Time scales of turbulent vortexes. 

Spatial scales of turbulence 

To assess spatial scales of turbulence the chronograms of the turbulent 
velocity fluctuations were recalculated into series of fluctuations along 
trajectories of the vortex movement according to Tailor's hypothesis "about 
frozen turbulence". Wave components (f < 0.8 Hz) were used as carrier 
velocities. The obtained series of spatial distribution of turbulent velocity 
fluctuations are presented as stick diagrams, an example is presented on Figure 
9. The zero point of the spatial coordinate has been fixed arbitrarily. 

The obtained stick diagrams show that turbulent vortexes are grouped in 
large structures. The passing of these vortex-structures across the point of 
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• H — ••—x H ^-*x~ 

0.5 1.0 1.5 

distance, m 
2.5 

Figure 9. Example of stick-diagram. Record 5a. 
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measurements coincides with the sand suspending events. The spatial 
boundaries of such structures were determined visually by using the velocity 
value of 0.1 m/s as a boundary between the vortex structure and the 
background turbulence. The length of such structures was varied from 1 to 10 
m. Linear scales of vortexes in the recorded structures varied from 0.3 to 1.5 m 
and there were the vortexes of different size in one structure. There were also 
the structures of different size in one series of measurements. Since we had only 
one velocity gauge in operation, we could not determine whether the central or 
the outline part of turbulent vortex had been recorded. It was a reason of 
definite incoherence between wave flow dimensions and vortex size. But if we 
will consider only the largest vortexes in the structures, such correlation 
becomes obvious. 

The dependency between the largest vortex size in a series and a water 
depth is presented  in 
Figure 10. It 
demonstrates how the 
diameter 
increases 
This 
confirms 
idea 
proportionality 
between sizes 
vortexes and flow. 

To improve 
accuracy of 
assessment for 
turbulent vortex 
the next series 
experiments 
operate several gauges 
simultaneously, which 
were be placed at a 
distance about one 
meter. 
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Figure 10. Spatial scales of vortexes. 

2.5 

Conclusions 

Our results demonstrate that suspension events in the middle and inner 
parts of a surf zone are determined by macro-turbulent vortexes and that the 
intermittence of turbulence determines the low-frequency fluctuations of 
suspended sand concentration. In our future investigations we will investigate 
the connections between intermittence of turbulence and wave parameters and 
the correlation between parameters of turbulence and the suspended sand 
concentration. 
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CHAPTER 319 

MECHANISMS OF BEACH GROUND WATER AND SWASH 
INTERACTION 

Andrew J. Baird1, Travis E. Mason2, and Diane P. Horn3 

ABSTRACT 
Previous studies of swash-ground water interactions have given prominance to 
infiltration of swash and backwash into unsaturated sand as the principal mechanism 
explaining sedimentation patterns in the inter-tidal zone. Here we consider the role of 
fluidisation in explaining such sedimentation patterns. It appears that fluidisation due to 
general ground water outflow from a beach is insufficient to induce fluidisation of 
surface sand. We propose a different mechanism for explaining fluidisation whereby 
very small amounts of swash infiltration into the seepage face cause rapid increases in 
pore water pressure below the beach surface. During the backwash, pressure unloading 
on the surface causes rapid ground water outflow from the surface sediment. The rate 
of this outflow is shown, using a simple model, to be sufficient to induce fluidisation. 
We also consider a model of general beach ground water behaviour and conclude that 
it can be satisfactorily used to provide boundary conditions for smaller scale models of 
fluidisation under swash. 

1) INTRODUCTION 
Grant (1946, 1948) was among the first to suggest a link between beach ground water 
behaviour and swash zone sediment transport. He proposed that a "dry" beach (one 
with a low water table, which he equated with unsaturated conditions below the beach 
surface) allows swash to infiltrate. The reduction in swash depth due to infiltration 
reduces swash velocity allowing sediment deposition. Therefore, a dry beach promotes 
accretion. Conversely, on a "wet" beach (one in which the water table is at or near the 
beach surface) the swash and backwash retain their depth because infiltration is limited. 
Backwash flows may be augmented by ground water outflow from the beach. Grant 
(1948) further suggested that the seepage force due to ground water outflow may 

' Lecturer, Dept. of Geography, University of Sheffield, Sheffield S10 2TN, UK. 
2 Postgraduate research student, Dept. of Oceanography, Southampton Oceanography Centre, 
Southampton SO 14 3ZH, UK. 
3 Lecturer, Dept. of Geography, Birkbeck College, University of London, London W1P 2LL, UK. 
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cause fluidisation of the sediment at the beach surface and enhance entrainment and 
sediment transport by backwash. 

Infiltration 
The logic of Grant's conceptual model has led many researchers to concentrate on the 
effects of infiltration losses on beach accretion and erosion (e.g. Emery and Foster, 
1948; Emery and Gale, 1951; Isaacs and Bascom, 1949; Longuet-Higgins and Parkin, 
1962; Duncan, 1964; Strahler, 1966; Harrison 1969,1972; Waddell, 1976; Chappell et 
al., 1979; Heathershaw, et al. 1981; Lanyon et al., 1982; Carter and Orford, 1993; and 
Turner 1993). Most of these authors have suggested that infiltration losses during 
swash provide the main mechanism by which beach accretion occurs above the still 
water level. However, despite the early suggestion of the importance of infiltration in 
the swash zone, few attempts have been made to model swash and backwash 
infiltration. Packwood (1983) developed a numerical model predicting runup due to a 
single bore incident on an initially dry beach. His justification for the development of 
this model was based on the assumption that infiltration is the mechanism that controls 
sediment transport on the beach face. Packwood (1983) argued that, as an incoming 
tide rises above the water table, the runup advances over dry sand and a proportion of 
the water mass is lost into the beach. Packwood's results showed that for fine sand 
(with a porosity, n, of 0.3, and a hydraulic conductivity, K, of 0.01 cm s_1), very little 
water percolates into the beach. Packwood (1983) found that runup on fine sand and 
on an impermeable roughened slope are almost the same. In contrast, for medium sand 
(« = 0.3, K = 0.1 cm s_1), although the maximum runup is reduced very little, the 
backwash is signficantly reduced in depth. This thin backwash layer drains rapidly into 
the sand, which will have a significant effect on the bed shear stress and the ability of 
the flow to transport sediment. Packwood (1983) concluded that the effect of a porous 
bed is seen much more in the backwash than in the swash. However, he did not 
consider the effect of a water table nearer to the beach surface on the infiltration 
process. 

Fluidisation 
In his 1948 paper Grant appears to suggest that the mechanism for fluidisation of sand 
grains on the beach surface is due to general ground water outflow from the beach 
associated with a high water table. A number of researchers have considered this effect 
but none have found convincing evidence of its importance in sand transport. For 
example, Oh and Dean (1994) used laboratory experiments and numerical modelling to 
investigate the influence of the beach water table on profile change and concluded that 
the effect of the upward flow on sediment transport appeared to be small compared 
with the effects of a steep slope. It seems likely that ground, water outflow from a 
beach in response to a falling tide alone is insufficient to induce fluidisation, since 
hydraulic gradients under the beach surface will tend to be relatively small. It is 
proposed here that fluidisation is only generally possible in the presence of swash and 
that it occurs over relatively short timescales. As a swash flow advances over the 
saturated beach surface, there will be a relatively rapid increase in pore water pressures 
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below the beach surface. When under swash flow, the beach sediment behaves like a 
confined aquifer. The sediment is saturated and movement of water into the beach is 
extremely limited, since changes in porosity due to expansion and contraction of the 
mineral 'skeleton' will be minimal. However, because of this limited potential for 
infiltration, water pressures will propagate rapidly through the sediment. The 
characteristic time of propagation of any diffusion process is given by 

t = — (1) 
D 

where x is distance (L) and D is the diffusivity (L2 T_1), given by the ratio of hydraulic 
conductivity, ^f (LT"1), to specific storage, s (L_1). In a sand in the unconfined case, the 
specific storage multiplied by depth is called the specific yield and typically has values 
of between 0.1 and 0.3 per unit depth. In the confined case, which is effectively the 
case for sand under a swash lens, the specific storage is much lower and a value of the 
order of 0.002 is more realistic. The hydraulic conductivity of beach sands can be 
expected to be in the range 0.01 to 0.5 cm s_1 (Packwood and Peregrine, 1980). For all 
of the values in this range, the small value of specific storage will give relatively large 
values of D and small times of propagation, so that the pressure acting on the sand 
surface under advancing swash will propagate at least into the surface layers of the 
beach sediment. As the swash retreats there will be a release of pressure on the beach, 
giving large hydraulic gradients acting vertically upwards immediately below the 
surface. The resultant seepage force associated with rapid ground water outflow could 
be sufficient to induce fluidisation of the sand grains at the beach surface. This may 
occur during the latter stages of backwash and will provide readily entrainable material 
that can be carried seaward by the backwash flow. To our knowledge this mechanism 
has not been previously identified and no attempt has been made at modelling it. Later 
in this paper, we consider in detail how the propagation of pressure through the beach 
sediment can be modelled. However, whether infiltration into unsaturated or saturated 
sand is being considered, a first stage in any modelling exercise is the accurate 
prediction of the position of the seepage face together with predictions of more general 
ground water flows and pore water pressures within the beach, since these will act as 
boundary and initial conditions for infiltration and pressure propagation models. Below 
we consider how the general ground water behaviour of a beach can be modelled. 

2) MODELLING BEACH GROUND WATER BEHAVIOUR 

Theory 

Recently, we have developed a model capable of predicting water table elevations in, 
and the extent of the seepage face on, sandy beaches. The model, called GRIST 
(GRound water Interaction with Swash and Tides), has been developed as a modular 
package and is described in Baird and Horn (1996) and Baird et al. (in review). Two 
approaches, both based on Darcy's Law and the continuity equation, have been used 
for modelling water table behaviour in response to tidal forcing in sandy beaches in the 
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GRIST package. The first approach uses the one-dimensional form of the Boussinesq 
equation given by 

dt      s dx\  dxj ft) 

where h is the elevation of the water table (L), t is time (T), K is the hydraulic 
conductivity of the beach sediment (LT_1), s is the specific yield or drainable porosity 
(dimensionless), and x is horizontal distance (L). The main assumption in using this 
equation is that ground water flow in a shallow aquifer can be described using the 
Dupuit-Forchheimer (D-F) approximation. D-F theory states that in a system of 
shallow gravity flow to a shallow sink when the flow is approximately horizontal, the 
lines of equal hydraulic head or potential are vertical, and the gradient of hydraulic head 
is given by the slope of the water table. Using D-F theory, two-dimensional flow to a 
sink can be approximated as one-dimensional flow, and the resulting differential 
equation (equation (2)) is more readily solved. In beaches which are underlain by 
relatively impermeable solid rock or clay deposits it is likely that D-F theory will 
provide adequate descriptions of ground water flow. The second approach used in the 
GRIST model considers the beach as a two-dimensional flow system in which the 
water table is a free surface or flow line. The advantage of the second approach is that 
it can be used to predict radial flow towards the seepage face if such an approach is 
necessary; for example, in cases where the flow field in the beach suddenly narrows 
forcing water to the surface. 

Both equations have been solved in the GRIST package using standard finite- 
difFerence methods and are described in detail in Baird et al. (in review). In the ID 
model, a block-centred finite-difference scheme is used and tide-water table decoupling 
is assumed to occur if 

k,+ 
(q-a.OAQ 

(3) 
where Qi is the rate of ground water discharge (L3 T_1) (in a seaward direction) into 
cell i during At (from cell i-1), Q,*i is the rate of discharge out of cell;' during At, and e 
is the cell height (L). Further details of the model can be found in Baird and Horn 
(1996). 

Field testing of the ID model 

The predictions of the ID version of the model have been tested against field 
measurements which are described in detail in Baird et al. (in review). The field 
measurements were made on a microtidal beach at Canford Cliffs, Poole, Dorset, 
England. Canford Cliffs beach is a groyned beach and is backed by a sea wall. It has a 
mean slope of 3.2° (tan /?= 0.056) on the upper foreshore and a mean slope of 1.5° 
(tan P = 0.026) on the lower foreshore. The tidal range at Canford Cliffs varies 
between 0.2 and 1.8 m on neap and spring tides respectively. The field measurements 
which are reported here were taken between the 21st and 28th October 1995 in a 
period leading from a neap to a spring tide, with a tidal range varying from 0.9 to 1.7 
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m. The significant wave height (Hs) varied from 0.35 to 0.76 m, while Hms (root mean 
square wave height) varied between 0.25 and 0.53 m. Zero-crossing period varied 
between 5.2 and 6 s, and the peak spectral period varied between 5.6 and 9.8 s. 

Water table elevations were measured with pressure transducers in ten screened 
wells placed at distances of 1.9, 3.8, 5.8, 7.8, 9.3, 10.8, 13.1, 15.6, 18.7, and 21.7 m 
seawards from the sea wall. Wave and tidal frequencies and amplitudes were measured 
with a seabed-mounted pressure transducer located at the low water mark. All 
instruments were logged using a PC at the top of the beach and were calibrated before 
and after the deployment. Beach profiles and instrument locations were measured using 
a total station. Sediment samples were collected at 0.5 m intervals along a cross-shore 
transect from the surface of the beach and at a depth of 20 cm for estimation of particle 
size parameters. Twelve sediment cores were also collected along the cross-shore 
transect for laboratory determinations of K using a constant head permeameter. 

Results 
The mean grain diameter of the surface sediments was approximately 0.24 mm (2.06 
<|>), the mean sorting was 0.44 4> and the mean skewness was -0.71. Results from 20 cm 
depth were very similar with a mean grain diameter of 0.22mm (2.17 ((>), a mean 
sorting of 0.36 <j> and a mean skewness of-0.64. The mean K of the sediment cores was 
0.225 cm s"1, with a range from 0.036 to 1.179 cm s"1, and a coefficient of variation of 
143 per cent which is typical for this parameter. 

The ID model was run for Canford Cliffs using 40 computational cells with a width 
of 1 m. Measured values of tidal elevation were used in the simulation. The inland 
boundary was a no-flow condition at the sea wall. The bottom boundary was a no-flow 
condition given by the position of an impermeable barrier located 50 cm below 
Ordnance Datum. The seaward cell was assumed to be permanently saturated; that is, 
the water table was assumed to be always at the cell surface. A value of K/s of 0.75 cm 
s"1 was used in the model simulation. This value was calculated using the arithmetic 
mean of the permeameter measurements of A- (0.225 cm s"1) and an assumed value of s 
of0.3. 

The predictions of the ID model are shown for each of the wells in Baird et al (in 
review). Here we show only two examples of the model's predictions, for wells 6 and 
10 (9.3 and 1.9 m seaward of the seawall, respectively). In both cases the remarkably 
good agreement between modelled and observed water table elevations can be seen. 
The agreement was similarly good for all ten wells. Thus the model was able to predict 
with some accuracy water table rise and fall at different positions in the beach, giving a 
good representation of changes in the shore-normal water table profile over time. For 
most of the wells the model very accurately describes the lag and asymmetry of water 
table response. The predictions of lag and asymmetry are less good for wells 8 to 10, 
with the model predicting a later and steeper rise than was observed. The earlier rise of 
the observed water table may be due to setup and runup above the shoreline causing a 
greater flow of water into the beach than would occur due to tidal rise alone (see 
below). This point is discussed in more detail in Baird et al. (in review). It is also 
possible that the K of the sediment at the back of the beach was lower than that more 
seaward, giving greater lags than predicted by the model which uses a single value of 
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K. However, such a pattern of variation in K was not evident from the hydraulic 
conductivity data although it is recognised that surface sand samples may not be 
representative of sand at depth. 

20000 40000 60000 

time (s) 

80000       100000      120000 

Figure 1. Measured and modelled water table elevations at well 6 (9.3 m seaward of 
sea wall). Open squares - observed; medium solid line - simulated; thick solid line - 
observed tide. Elevations given above a datum which represents the position of the 
impermeable barrier below the beach surface. Time is from 20.00 GMT on 22nd 
October 1995. 
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Figure 2. Measured and modelled water table elevations at well 10 (1.9 m seaward of 
sea wall). Open squares - observed; medium solid line - simulated; thick solid line - 
observed tide. Elevations given above a datum which represents the position of the 
impermeable barrier below the beach surface. Time is from 20.00 GMT on 22nd 
October 1995. 

The agreement between observed and simulated water tables is better before high 
water at 40000 s than after. This is probably due to the fact that wave heights and 
swash excursions were greater after this time. The wave record shows that through the 
period of measurement Hs increased from 0.35 to 0.76 m. Setup and swash excursion 
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can be expected to give higher water tables than would be expected due to the tide 
alone and this is indeed the case with the observed water tables, with levels in well 6 in 
particular rising above high tide levels (Figure 1). A water table elevation above the 
high tide elevation is only possible if an additional source of water, such as rainfall, is 
entering the beach, or if setup and runup raise the mean water surface causing greater 
rates of flow into the beach. Greater setup due to the larger wave heights at high tide 
will increase the elevation of the shoreline. This, in turn, will give rise to greater 
amounts of seepage into the beach than would occur if the free surface on the beach 
face were at the tide level. Runup will increase water table levels via vertical infiltration 
and downward movement of water through the unsaturated zone. No rainfall was 
recorded during the measurement period reported here, so the source of additional 
water is most likely to be setup and runup. It is also possible that the increased 
departure between modelled and observed is due to accumulated error in model 
predictions since a small error in water table predictions will feed into later predictions. 
However, error propagation will tend to be cumulative whereas the figures clearly 
show that the discrepancy between observed and predicted occurs more as a step 
change during the second high water. Thus setup and runup are the more likely 
explanation for most of the discrepancy between observed and predicted. 

The model based on equation (2) provides a good description of water table 
dynamics in response to tidal forcing although an allowance should be made in fiiture 
versions of the model for the effects of setup. We suggest, therefore, that the model 
can be used to provide satisfactory boundary conditions for swash infiltration and 
pressure propagation models. 

3) THE POSITION OF THE WATER TABLE RELATIVE TO THE BEACH 
SURFACE 
Figure 3 shows the measured position of the water table relative to the sand surface for 
two positions of the tide, low water at 22800 s and high water at 40000 s. At low 
water the water table intersected the beach face at a distance of about 32 m from the 
sea wall (the tide was below the level of the beach shown on the diagram) and tended 
to approach the beach face at a tangent as suggested by Bear (1972). The water table in 
wells 1 and 2 fell little during the period between low water and subsequent immersion 
by the rising tide. Thus during the advance of the tide over the seepage face and later 
across the zone between 18 and 32 m from the sea wall, where the water table 
remained close to the beach surface, there would have been little opportunity for 
significant swash infiltration. Any infiltration that did occur is unlikely to have had an 
effect on swash and backwash dynamics during these conditions because the beach 
would have behaved like the impermeable case analysed by Packwood (1983). The 
water table at high water shows a pronounced landward slope and a superelevation of 
the water table in wells 6 and 7. This superelevation can be attributed to setup and 
runup as discussed above, and indicates that infiltration into this part of the beach may 
have the potential to affect swash and backwash hydraulics in the way described by 
Packwood (1983) for a permeable beach. 

It would appear from the above reasoning that swash and backwash infiltration are 
only likely to be important in affecting swash/backwash hydraulics on a beach such as 
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Canford Cliffs during the latter part of the rising tide when some swash and backwash 
move over an unsaturated beach. However, it is important to stress that even small 
amounts of swash infiltration into the seepage face followed by rapid ground water 
outflow could induce fluidisation on middle and lower parts of the beach, and that the 
interaction between beach ground water behaviour and sediment dynamics may be 
more subtle than suggested by existing swash/backwash infiltration models such as that 
of Packwood (1983). 

250 x 

hiah water 

20 

distance (m) 

Figure 3. Measured water table elevations along the shore-normal profile at low water 
after an elapsed time of 22800 s (closed squares), and high water at 40000 s (closed 
circles). 

4) MODELLING FLUIDISATION UNDER SWASH 
It was noted earlier that when a swash runs over a saturated beach there will be a 
relatively rapid increase in pore pressure below the beach surface, and that the pressure 
release associated with backwash could induce fluidisation of the beach surface. The 
equation governing water movement through an isotropic and homogeneous saturated 
beach sediment is 

d2h d2h   d2h 
(4) 

dxz    dy2     dz2     Kdt 
where here h is now the hydraulic head (L), and s is the specific .storage (L"1). For most 
purposes this equation can be simplified to its two-dimensional form. 
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Figure 4. Finite difference grid for the simulation of pressure propagation into a sand 
bed under swash. © and ® are boundaries where the head is given. © is a no-flow 
boundary. 

The requirements of a two-dimensional model of ground water flow, and 
therefore pressure propagation, through beach sediment under advancing swash and 
retreating backwash are shown in Figure 4. The diagram shows a finite-difference, 
mesh-centred grid representing the body of sand beneath and landward of swash. For 
the upper boundary condition the model requires a time series of swash depths for that 
part of the beach face which becomes inundated. It is assumed that the pressure acting 
on the beach surface at the base of the swash is equivalent to the swash depth; that is, 
the pressure is hydrostatic. It is this hydrostatic pressure that provides an upper 
boundary condition to the model. The lower part of the model is assumed to be a no- 
flow boundary (von Neuman condition) which can be simulated using a set of fictitious 
nodes shown by open circles. The boundary condition dh/dz = 0 translates in finite- 
difference form to h\t j_i = h\t j+i assuming an indexing notation whereby j represents 
row number (z axis - positive upwards) and i column number (x axis - positive to the 
right of the diagram). The impermeable barrier is given by j so that j-1 represents the 
fictitious nodes. The inland boundary condition is a prescribed head condition (Dirichlet 
condition) which can be provided either from field measurements or, as noted above, 
from a larger scale beach ground water model such as GRIST. In Figure 4 it is shown 
as the column of nodes below the exit point. The position of the exit point can also be 
provided from measurements or modelling. The seaward boundary condition is given 
by prescribed heads at the nodes. This distribution of heads can be assumed to be 
hydrostatic and equal to wave height at this point. The initial condition for the internal 
nodes can be estimated from field measurements or can be assumed to be a hydrostatic 
distribution of hydraulic heads. 

Figure 4 represents an ideal solution to the problem of fluidisation under swash 
and backwash. In the absence of detailed information on the two-dimensional structure 
of swash, which we are currently measuring using capacitance probes and video 
techniques, we consider below the effect of water loading and unloading on a one- 
dimensional column of saturated sand. A simple explicit finite-difference method was 
used to solve the one-dimensional form of equation (4). The solution is given by 



BEACH GROUND WATER AND SWASH INTERACTION 4129 

(Az)2 At 
(5) 

where the superscript n refers to time. 
Five cases of inundation were considered in the model simulations. In all model 

runs the initial distribution of hydraulic heads below the surface was assumed to be 
hydrostatic. Nodes were spaced 2 cm apart and the total column length was 60 cm. The 
base of the column was a no-flow boundary. The cases were: 
Case 1. Step increase in pressure on the upper boundary equivalent to a water depth of 
10 cm followed by a step return to a condition of no excess pressure on the surface. 
The pressure loading lasts for 3 seconds and the simulation lasts for 6 s. K = 0.1 cm s_1; 
s = 0.002 cm-1. 
Case 2. As for Case 1 except that s = 0.004 cm-1. 
Case 3. Step increase in pressure on the upper boundary equivalent to a water depth of 
5 cm followed by a step return to a condition of no excess pressure. The pressure 
loading lasts for 3 seconds and the simulation lasts for 6 s. K = 0.025 cm s"1; s - 0.002 
cm-1. 
Case 4. For a more realistic loading and unloading of water on the upper boundary we 
used Hughes' (1992) measurements of swash on beaches in Sydney, Australia (case 'a' 
from Figure 7a of Hughes, 1992). The actual swash depths were approximated using a 
ramp addition lasting for 2 s and a ramp loss of water lasting for 6.5 s, with a maximum 
water depth of 20 cm and a total period of inundation of 8.5 s. K 
0.002 cm-1. 
Case 5. As for Case 4 but with £=0.02 cm s_1. 

0.05 cm s s = 

time (s) 

Figure 5. Variations in v/K over time for Case 1 (see text for details). 
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time (s) 

Figure 6. Variations in v/K over time for Case 2 (see text for details). 
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Figure 7. Variations in v/K over time for Case 3 (see text for details). 

time (s) 

Figure 8. Variations in v/K over time for Case 4 (see text for details). Note the 
change in axes scales. 
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Figure 9. Variations in v/K over time for Case 5 (see text for details). 

Cases 1 to 5 are illustrated in Figures 5 to 9, respectively. In each figure, v/K is 
plotted against time, where v is the specific discharge (cm s_1) through the sand. v/K is 
equivalent to the hydraulic gradient. Two time series are shown. That with the open 
squares represents the hydraulic gradient acting between the node 2 cm below the 
surface and the node representing the beach surface. The closed circles represent the 
hydraulic gradient between the nodes 4 and 2 cm below the surface. A positive gradient 
indicates flow downwards into the sand, a negative gradient upward flow. The values 
of K and s used in Cases 1 to 5 are all within the range of what might be expected for 
fine to medium sand (see Packwood and Peregrine 1980). 

Packwood and Peregrine (1980) noted that for most sands and fine gravels, 
fluidisation occurs when v/K < -0.7 (using the sign convention above). (See also Bear, 
1972, pp. 184-189). Fluidisation occurs when the effective stress becomes zero. It 
should also be noted that downward seepage has the effect of increasing the effective 
stress and increasing the stability of the sediment. Cases 1 to 3 show that there is an 
initially large hydraulic gradient associated with the addition of water to the sand 
surface which declines in an approximately exponential fashion with time. After the 
removal of the ponded water there is a sudden reversal in the direction of the hydraulic 
gradient. In all three cases fluidisation can be expected to occur since v/K is less than 
-0.7. The period of potential fluidisation lasts for approximately 0.4 to 0.6 s. It is 
interesting to note that large values of v/K are only present in the uppermost layer of 
sand. 

Under real swash, step loading and unloading is unlikely to occur, with the addition 
and removal of water being more gradual. As noted above, we used the measurements 
made by Hughes (1992) as a first approximation to loading and unloading under real 
swash. In Case 4 fluidisation is not predicted by the model. However, a reduction in the 
ratio of K/s, as shown in Figure 9 (Case 5), does give predicted fluidisation for 
approximately the last second of the backwash. Much more information is needed on 
swash and backwash velocities and shear stresses on the bed to understand the 
implications of this for sediment movement in the swash zone. However, the simple 
model is revealing in that it suggests that fluidisation of the bed occurs before the beach 
surface is exposed so that the entrainment and seaward transport of sediment in the 
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latter stages of backwash is enhanced. This is consistent with qualitative observations 
of backwash by Hughes (1992) who, with other workers, notes that as the swash lens 
thins during backwash it develops into a slurry of fluid and sediment. The one- 
dimensional model is obviously an over-simplification of pressure propagation through 
a sand bed under swash, as is the assumption of a single swash passing over the bed in 
which the initial condition is a hydrostatic distribution of hydraulic head. However, the 
model does suggest a mechanism for fluidisation in the swash zone apparently not 
previously considered by other workers, and one that may exe'rt a greater control on 
sediment movement in the swash zone than infiltration of swash into the unsaturated 
part of the beach. It is important to stress that, although the mechanism described here 
involves infiltration into the sand bed, the amount of water lost from swash and 
backwash is negligible since the specific storage of saturated sand is so low. Thus it 
appears that infiltration sensu Grant (that is, infiltration into unsaturated sand above the 
water table) is not needed for ground water to have a significant impact on swash 
sediment dynamics. The mechanism of fluidisation given here is certainly worthy of 
further investigation, and to elucidate the processes involved we are engaged in 
measurements of swash/backwash flows and pressure propagation in both the 
laboratory and the field site at Canford Cliffs. Results from these studies will be 
reported in due course. 
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CHAPTER 320 

The equations for integral and mean flow properties in the swash 
zone 

M. Brocchinit and D.H. Peregrine * 

Abstract 
The swash zone is the area of a beach where the waves move the instantaneous 
shoreline back and forth. This zone is modelled using the nonlinear shallow- 
water equations (NLSWE) as equations of motion, as is appropriate for gently 
sloping beaches. Integrated swash zone boundary conditions are derived for 
wave resolving models: their use gives considerable numerical advantages. Wave- 
averaged and swash-zone integrated boundary conditions have also been derived. 
They include numerous terms for which closures are to be found. 

Euations and an analytic swash zone solution 
In this section we introduce the basic equations used to describe the flow dy- 
namics near the shore. We choose the still water level to be z = 0, and define 

d{x,t)=h{x)+r){x,t) (1) 

where d is the total water depth, z = —h{x) is the seabed, z = r\ is the position 
of the free surface (see figure 1). 

For a plane beach with h{x) = ax the inviscid equations are 

d*t, + (d*u*)x, + {d*v*)y,   =   0 

u*t. + u*u*x, + v*u*r + gd*x,   =   -ga (2) 

v*t, + u*v*x, + v*v*y, + gd*y.   =   0. 

They can be put in a simple dimensionless form with no explicit dependence on 
the beach slope a (Meyer & Taylor 1972). 

The dimensionless variables which eliminate the beach slope a from the equa- 
tions are: 

d* u* v* 
u=— ,      v = — ,      u0 = (gka)1'2 (3) 
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-   X 

Figure 1: Flow definition in the vicinity of the swash zone. 

where l0 is a reference length which can be specified according to the particular 
problem under investigation. The equations become: 

dt + (du)x + (dv)y   =   0 
ut + uux + v uy + dx   —   —1 
vt + uvx + vvy + dy   =   0. 

(5) 

For simplicity, friction terms are not included in this analysis and in most of the 
numerical modelling. Even at laboratory scale they are of secondary importance 
if beach slope is not too small. Watson et al. (1994) give a quantitative estim- 
ate of their importance. On the other hand, the energy dissipation of bores is 
included in the modelling as discontinuities in the solution. 

Equations (5) can be further simplified by approximating for regular waves 
incident at small angle 6 to the beach normal (Ryrie, 1983). We introduce a 
pseudotime t and a small parameter e such that: 

t — t — ey (6) 

gives the only y dependence. It implies that the wave pattern is moving along 
the shore with phase velocity of 1/e. For example, this can occur for a regular 
train of waves incident towards the shore at a small angle 6 to the shore normal, 
with an alongshore velocity c/ sin 6. 

For a weakly three-dimensional flow the following scaling: 

y =ey v/e (7) 

on substitution into the NLSWE (5), neglecting 0{e2) terms and dropping primes, 
gives the equations: 

dt + (du)x   =   0 
ut + uux + dx   =   -1 
vt + uvx - dt   =   0. 

(8) 
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The last of the above set of hyperbolic equations is now decoupled from the first 
two. The v component of the velocity does not appear in the first two equa- 
tions of (8) ('onshore problem') and a solution for the third equation ('longshore 
problem') is found once d and u are known. Characteristic directions in the 
(x, t) plane for the system (8) are given for the onshore and longshore problem 
respectively by: 

—-=u±c     and    •—= u. 9) 
dt dt w 

Equations (8) can be expressed in characteristic form: 

at + (u + c)ax = 0 ,   fit + (u - c)(3x = 0 ,   7t + ujx = 0 (10) 

where the Riemann invariants are defined as follows: 

a = 2c + u + t,      (i = 2c — u — t,      7 = v - \u2 — d - x. (11) 

Carrier & Greenspan (1958) used a hodograph transformation (velocities are 
used as coordinates) in solving the onshore problem: 

\ = a-P = 2(u + t) ,        o = a + (3 = 4c,        u(a,A) = fa/a. (12) 

The characteristic coordinates (a, A) are particularly effective for the moving 
shoreline since the a — 0 contour maps the moving shoreline: d = c — 0. We 
note that a is a space-like coordinate and A is a time-like coordinate (e.g. see 
figure 2(d)). Combining the equations for the onshore problem gives a linear 
equation in 0: 

{pfa)a - afax = 0. (13) 

The simplest periodic solution is that of Carrier and Greenspan (1958): 

rj(a, A) = {fa - \u2 ,   x(a, A) = \fa - ^a2 - \u2 ,   t(a, \) = %\-u     (14) 

where 
0(CT,A) = A/0(cr)sin(A) , (15) 

Jo is the Bessel function of the first kind. Not all the solutions can be transferred 
back to the (x,t) plane. This occurs for A > 1, i.e. when the Jacobian of the 
transformation vanishes. 

Since the equation for the longshore problem is decoupled we can formally 
integrate this equation (10c): 

It + wyx = vxxa - v^xx + u(vatx ~ v\ta) - (r]Xxa - r]axx) = 0.        (16) 

After some algebra the equation can be rearranged to give a solution valid for 
any </>: 

v = 3<AA + const. (17) 
and setting const. = 0 we get 

v = \AJ0(o) cos X. (18) 

Details on some complicated multi-modal solutions are given in Brocchini & 
Peregrine (1996). 
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Figure 2: Contour lines for the dimensionless Carrier & Greenspan (1958) solution: (a) the 
free surface elevation 77, (b) the onshore velocity u and (c) the longshore velocity, v, of the 
weakly three dimensional solution, for the case A = 1. Note that the dimensional longshore 
velocity is a factor e smaller than the dimensionless quantity, (d) shows the (a, A) coordinates 
in the (x, t) plane. Lines of constant A run from left to right whilst lines of constant a run 
from top to bottom. 

Contour plots of the free surface elevation and velocity components help visu- 
alise the behaviour of the solution, see figure 2. For all the flow properties shown 
in figure 2 there is a structured pattern of cells. Cells are confined by isolines 
of zero surface displacement. They also have different sizes and shapes. For all 
variables the largest values are reached within the most onshore cell. The partic- 
ular characteristic of the contour structure for u is that it has an antisymmetric 
cellular pattern within the period. We can therefore state o priori that its mean 
value over a wave period is zero at each x — const, position. This is not true 
for both the free surface elevation and the longshore velocity. They have similar 
cell patterns and for both of them, time averaging over a wave period results in 
a non-zero contribution. 

Time averaging of flow properties is rather involved for the Carrier & Green- 
span solution because of difficulties in relating (x,t) and (a, A). Let 

(G(x, t)) = \jT G(x, t)dt=j; lim H(x, t) (19) 
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be the time average of G(x, t) — g(a, A) where 

H(x,t)= I G{x,s)ds. 
Jo 

(20) 

To evaluate this type of average which is based on time integration on curves of 
x = const we solve the following partial differential equation along the curves 
x = const in the (a, A) plane: 

dB_ 
dt 

But for constant x we have 

dH_ 
dX 

= G(x,t)=g(o-,\). 

dH fdtda     dt_ 
~~dt  \da"dX + dX 

(21) 

(22) 

Finally a set of two o.d.e.s for (G(x,t)} and a is obtained: 

~dt_ (   dx 
dX\   dX 

dx   I dx 
"dX / da' 

T t-yT *y        ' dX 
idx_ 
da 

dt_ 
da 

da 
dX 

(23) 

The first equation is the total derivative of (G(x,t)) in terms of G{x,t) while 
the second states that we are integrating along curves where x — const. This 
method is used to compute the time average of velocities and mass fluxes. 
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Figure 3:   (a) Mean longshore velocity in the swash zone and (b) mean longshore mass flux 
inside and near to the swash zone for A = 1, A = 0.5 and A = 0.1. 

A mean drift is associated with the swash zone width while the average is 
identically zero outside the swash zone (see figure 3(a)). This closely resembles 
what happens for the Stokes' drift for 2-D water waves where a mass flux is 
associated with the motion of the free surface, with zero mass flux below the 
trough level, and hence is expected. However a more interesting result relates to 
the mean longshore mass flux (see figure 3(b)). Correlation between solution for 
the total water depth and the longshore velocity is such that the mean longshore 
mass flux is non-zero for a wide range of the solution domain. 

A more detailed analysis on swash zone mean flow properties is given in 
Brocchini & Peregrine (1995; 1996). 
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The model equations for integrated flow properties 

In order to average flow properties in the swash zone and to deal with the moving 
free surface we investigate a model with a boundary chosen at the lower limit of 
the swash zone. 

The swash zone limits are xi , £/,, the seaward (lower) and shoreward (higher) 
limits of the swash zone respectively. The seaward boundary may for example 
be, the lowest limit Xi of the moving shoreline in a group of waves. Integral 
properties of the water shoreward of that point are considered. 

We integrate the basic flow equations across the swash zone. In the following 
we adopt Einstein's summation convention and use Greek suffices for the two 
dimensional horizontal flow properties. The general set of equations (5) and the 
related energy equation are put in conservation form: 

dt + (ud)x + (vd)y = 0 

(ud)t + (u2d + \d*)   + [uvd)y + d + n = 0 

(vd)t + (uvd)x + (v2d + y2)   + r2 = 0 (24) 

\ \d(u2 + v2) + d2]  + (\v?d + \v2ud + ud2) 

+ (^v3d+^u2vd + vd2^   +u(d + Ti)+vT2 - 0. 

where a dimensionless bed friction r = (TI,T2) is included. 
We also assume the wave motion as occurring at a 'fast time scale' t while 

the swash zone boundaries x^ (run-up) and xi (run-down) are supposed to vary 
(if varying in time) on a 'slow time scale' T such as t = eT. We do not use this 
notation since the separation of the two scales is generally quite clear. Equations 
(24) are integrated over the swash zone width, with constant xi, to give: 

dV       fxh dP2 
-m=L   dtdx-QMU- — 

^ = f\ud)t dx = Sn(t)\xi - V(t) ~d~L- Ti(t) 

dPo       rxh dMoo 
^ = £  (vd)t dx = 512(t)|x, - -~- - T2(t) (25) 

^ = £hlUu2 + v2)d + d2]tdx 

= ^(*)Qi(*)U, - Pi(t) -Q-J   F^ dx - rW- 

This introduces a number of new flow properties and flow properties integ- 
rated over the swash zone. These are listed in table 1 where u = (1*1,^2) is the 
horizontal velocity vector. 

The set of equations (25) for the fully three-dimensional motion can be re- 
duced by Ryrie's approximation to a simpler set of equations valid for weakly 
three-dimensional motion. Second order terms are neglected after the formal 
substitution (7) is made.  Then, at the leading order the set of equations (25) 
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Name Explicit expression Flow property 

Q„ u^d Local mass flow 

bfu/ u^d + S^d2 Local momentum flux tensor 

F \n2 + d Local energy density 

V Qddx Volume of water in swash zone 

P, I^Q.dx Momentum of water in swash zone 

M„v Jxi   ^/iv ""X Integrated momentum flux tensor 

E rx*{Wd+d2)dx Energy of water in swash zone 

T /*? T* dx Friction force in swash zone 

r L? u^u. dx Work done by friction in swash zone 

Table 1: Definition of the flow properties adopted in equations (25). 

becomes: 

dt 
=       dtdx   =   Qi(t)\Xl 

JXl 

dPi ^ = fX\ud)t dx   =   Sll(t)\x, - V(t) - T1(t) 
Ot Jxi 

8E 

m 
dt 
rXh 

/    {vd)t dx   =   S12(t)\Xl + 
Jxi 

dM2; 
T2(t) (26) 

^ = j\\u2d + d2)tdx   =   F(t)Ql(t)\Xl-P1(t)~f(t). 

Table 2 lists definitions which, because of the approximation, differ from those 
of table 1. We distinguish newly defined flow properties by using overbars in 
equations (26) and table 2. 

Name Explicit expression Flow property 

F 

E 

f 

\u\ + d 

rj\{u\d+d?)dX 

L? uin dx 

Local energy density 

Energy of water in swash zone 

Work done by friction in swash zone 

Table 2: Definition of some flow properties adopted in equations (26). 

In the idealized case of no dissipation (Ti = T2 = F = 0) the set of partial 
differential equations (26) is such that it can be recursively solved for the integral 
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flow properties in the swashzone (i.e. V, Pi, P2 and E) once the local flow 
properties Qi, Su, S\2 and F are known at the seaward boundary of the swash 
zone. The result of the equation for the water volume only depends on the known 
variable Qi • Once this equation is solved for V the result can be substituted into 
the second equation and so on. 

We believe that equations (25) can be used as swash zone boundary condi- 
tions for wave resolving models. Use of integrated swash zone properties gives 
considerable numerical advantage, since adequate modelling of the details of the 
swash zone flows requires small time steps. 

The swash zone boundary conditions for wave-averaged models 
A natural extension to averaging the swash zone is to seek appropriate boundary 
conditions at the seaward swash zone limit for wave-averaged models of the 
incident motions (both long and short period motions). This requires definition 
of the contributions to the motion of the boundary x = x\ from both long-period 
motions (e.g. low frequency waves, currents, etc..) and averaged short-period 
motions. The problem here is that there is no definitive model for the waves 
approaching the swash zone, especially for the most usual case where waves 
are already breaking. The following discussion develops swash-zone boundary 
conditions by assuming that appropriate short-wave properties are known. 

To obtain dynamic equations for wave-averaged flow properites we start with 
the equations of motion and divide the basic flow properties u, v and d into 
long-period motions and the short-period wave contributions: 

u = (u) + u ,    v = (v) + v ,    d = (d) + d ,       (u) = (v) = (d) = 0.      (27) 

Contributions to (u), (v) and (d) come from all motions whose typical time 
scale is significantly longer than the typical short-wave period. These can be for 
example either bound long waves associated with the set-down occurring under 
a group of short-period waves or free long waves caused by a time-varying break- 
point or any sort of current. On the other hand pure short-period contributions 
appear as correlations of wave-type terms (e.g. (ud), (uv), etc.). 

By substituting in the shallow water equations (24) in this way for each flow 
variable and by phase averaging we obtain a set of equations for the long-period 
flow properties (u) , (v) and (d): 

^ + §y [<«><<0 + <&>] + ^ [<«><<*> + <&>] = 0     (28) 

I [(u)(d) + <&)] + ^ [(d) ((uf + (u2) + Ud)) + 2<«)(Qi) + (5U>]      (29) 

d + 
dy 

[(d) ((«>(«) + (uv)) + (u)(Q2) + (v)(Qx) + <5i2>] + (d)=0 

I [(v)(d) + (Q2)} + ^ [(d) {(vf + (v*) + Ud)) + 2(v)(Q2) + (S22)\      (30) 

where (QM) = (u^d) is the mass flow due to wave motion while the contribution 
of the momentum flux due to wave motion is given by the radiation stress term 
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The above set can be also written in matrix form in order to clarify the 
forcing action of the short-period contributions. The set of equations can, thus, 
be rewritten as: 

AUt + BUX + CUy + VU = £ 

where 

U and     £ = — 
(Qi)x + <Q2)y 

<Qi>, + (Sn)x + <512>„ + (d) 
(Q2)( + (5i2)x + (522)y 

(31) 

(32) 

are respectively the column vector of the unknown variables and the purely short- 
wave forcing. 

This set of equations is not 'closed' unless a particular wave theory for the 
short-period wave field is adopted to compute terms like the mass flow and 
the radiation stress. For instance, it is common practice to use linear wave 
theory while dissipation effects induced by wave-breaking are parameterized in 
the solution. 

However linear wave theory is not a good representation for the wave field 
near the shore. The Carrier & Greenspan (1958) solutions and their extension 
described above can be more appropriate. To help crystallise ideas we note 
that one approach to this problem would be to extend the Carrier & Greenspan 
solution to A > 1 by computing the surf and swash zone behaviour for waves 
which have incoming Riemann invariants as for the Carrier & Greenspan solution 
with A > 1. The reflection, mass flow, radiation stress and the averaged swash 
zone properties, V, P and E could be tabulated as functions of the short-wave 
parameters. We assume that if a suitable model is found for the short-wave 
motion this can be described in terms of only an amplitude A a frequency u> and 
a wave number k once the mean depth and mean flow velocity are given. 

t 
c-, a 

Unknown 

Known 

X       %wall 

%wall 

Figure 4: Schematic of: (a) the 'physical' (x,z) plane and (b) the 'characteristic' (x,t) plane 
for the rigid wall problem. 

In order to obtain suitable boundary conditions for wave-averaged models we 
need to clarify what sort of information is available and what are the unknowns. 
To achieve this we first use a simple model of a moving boundary that is a rigid 
wall moving at velocity U(t)i which varies on a sufficiently slow time scale that 
its acceleration is unimportant (see figure 4). The flow is one dimensional and 
the medium is assumed uniform so that A,w and k do not depend on (x,t). 
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A simple exercise of bookkeeping shows what are known and unknown para- 
meters for both long and short wave motions (see table 3 and figure 4). 

Natural boundary conditions for this flow are: 

<<*>!« const , 
dt 

(u) = U(t) (33) 

Consequently it is possible to explicitly compute the long-period motion variable 
/? (i.e. the outgoing Riemann invariant) from the known incoming variable a 

a = 2(c) + (u) ,   P = 2(c) - (u) P = a-2U. (34) 

The incoming waves of amplitude Ain, wavenumber kin frequency w,„ may 
be perfectly reflected at the wall, but to determine the outgoing values of A, k 
and u the local behaviour at the moving wall must be considered. 

In a frame of reference moving with the wall, the waves have an unchanging 
intrinsic frequency a which is readily found from the Doppler shift: 

Win = o + Ulki, (35) 

If the waves are perfectly reflected then the outward propagating wave has Aout = 
Ain and kout = -(kin-i)i + (kin-j)j giving: 

Uout = o + Ui-Kut = a - Ui-kin = ujt, 2Ui-ki, (36) 

Long-period Short-period 

Known 

Unknown 

a = a((u), (d)) ,   (d)\Xl 

P = (3((u),(d)),   Xl(t) ••-out i     Ldout i     K-out 

Table 3: Known and unknown flow variables for the rigid wall problem. 

In comparing the moving swash zone boundary with the above simple bound- 
ary, we note that it is necessary to model the swash zone boundary as a 'leaky 
wall' such that fluxes of mass and momentum are allowed across x = xwau which 
for the 'leaky' case may be identified with x = X[. We also note that: 

1. sufficient information must be available to determine the motion of the 
swash zone boundary, xi(t), as well as to determine /?; 

2. as above, a local wave model is needed to determine the properties of the 
outgoing wave, if any. 

We concentrate on the first of these, and look at integration of swash-zone equa- 
tions similar to (25), or (26), to provide the necessary information. It is clear 
that in addition to the kinematic type of boundary conditions that occur on the 
rigid wall (equations 33) a third condition is necessary for the longshore flow in 
the swash zone. 

There is now an important choice to be made: how much of the swash motion, 
if any, should be assigned to the long time scales? Consideration of the moving 
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rigid wall example leads us to consider all motion relative to the point x — xi(y, t) 
to be short wave motion and xi(y,t) to be 'driven' by the long-period motions. 
As a result, we consider all the quantities defined in tables 1 and 2 to be denned 
with velocities relative to Xi and also to be considered as known once incident 
short-wave parameters Ain, k„ and a are known. 

Inside the swash zone most the short-wave quantities averaged over the short 
wave motion, such as (V), (P) etc., are to be determined from a short-wave 
model of the swash. There are exceptions for the longshore current quantities 
P-i, M^2 which are not entirely dependent on the local waves. When a bore, or 
flow which was near a bore, enters the swash zone it makes a large contribution 
to the longshore velocity, which often may only respond to bed friction on the 
longer time scale, e.g. see Ryrie (1983). This means that a decomposition of 
long-wave and short-wave contributions is also necessary within the swash zone. 

We achieve this decomposition by assuming that swash motion is almost 
entirely assigned to short-wave contributions and that the only long-wave con- 
tribution, other than the motion of xi, comes from parameterising the longshore 
drift due to wave-breaking by a longshore current velocity W = W(y, t). In sim- 
ilar fashion to equation (27), which applies outside the swash zone, we separate 
short-wave from long-wave contribution for the flow properties inside the swash 
zone: 

dxi 
d = d,    u= —- + u ,    v = W + v , (37) 

where a short-wave property inside the swash zone is defined as G rather than G 
which pertains to short-wave contributions outside the swash zone. This decom- 
position permits the integrated terms depending on the longshore velocity to be 
divided between long and short waves: 

(P2) = (WV) + (P2) , (38) 

(M12) = (WPX) + (M12) + ^ ((WV) + (A))  , (39) 

(M22) = (W2V) + 2(WP2) + (M22). (40) 

All the integral properties which are to be considered as short-wave terms have 
a hat symbol. In principle it is possible to choose a different short-wave solution 
for the two regions separated by x = xi also on many sandy beaches there is a 
strong difference in the character of the bed in the swash zone compared with 
the bed just outside the swash zone. 

In order to avoid greater complexity, the longshore variation of Xi has been 
assumed to be negligible in the above derivation. This is essentially a geomet- 
rical matter, and the above boundary conditions can be interpretated as being 
applicable when the x direction is normal to the mean lowest boundary of the 
swash. 

To obtain explicit expression of the first boundary condition we consider the 
flow of mass into the swash zone relative to x — x%. Average of equation (25) is: 

dt   + ~dy~ ~ (Ql)U< (41) 

where now the right hand side contains the relative flow velocity [u - dxi/dt). 
The left hand side is also rewritten in terms of the local variables inside the 
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swash zone and then after using (38) for (P2), after integration across the swash 
zone width and averaging over the short waves we obtain 

d(V)     0(WV)     d(P2) 
dt 

+ 
dy dy 

=      w- 
dxi 
dt 

d = (u)(d) + (ud)-^(d).    (42) 

The first term on the left hand side of this equation is the rate of change of the 
total volume of water in the swash zone; the second and third terms are the 
change in volume due to the lateral variation of longshore currents respectively 
associated with the longshore velocity inside the swash zone W and with the 
wave contribution (P2). The right hand side of (42) is the increase of water 
in the swash zone through its lower boundary. The right hand side of (42) is 
evaluated at x = xi using outer variables. 

A similar derivation for the average balance of onshore momentum in the 
swash zone gives 

d_ 
dt 

<A) + f(l>> + d{WPx)     d(M12) 

dxi 
' dt 

(u)- 

d(wv)   d(p2) 
dy dy 

dy 

+ ga(V) + (T1) = 

dy 

_ ®0iL 
~ dt 

+ hd2)=    (43) 

—) (d) + h(d)2+2(ud) (<«> - ^j+(u")(d) + (ed) + y(^). 

In this equation dimensional expressions have been inserted to clarify the origin 
of terms. The first two terms on the left hand side are the rate of change of 
the mean momentum in the swash zone. The group of terms with y derivatives 
are the contribution from longshore velocity gradients which include both long 
period contributions (terms with W) and short period contributions (terms with 
(JP2) and (M12)). The following terms are the action of gravity and friction on 
the water in the swash zone. The right hand side is the momentum transfer into 
the swash zone at x — xi where the mean flow velocity relative to the swash zone 
limit appears in both long and short period terms. Finally pure short period 
contributions appear. Conservation of longshore momentum similarly yields 

d{wv)    d(p2)    d(w
2v) , nd(wp2) 

H 7T. 1 7: r £•- 
dt dt dy dy 

d(M22) 

dy 
+ (T2 «-|>d> = 

K£> dxi 
(44) 

)(d) + (uv)(d) + (iid)(v) + (uv)(d) + (ud){v) + (vd) \(u)-~-}+(uvd). 

The above three equations are boundary conditions for the long wave motion 
and xi if the short wave properties on each side of x = xj have 'known' models. 
Whereas in the rigid wall model only the two boundary conditions are required, 
now we also need to evaluate the changes in 17. In addition, the short-wave 
models may be chosen to permit the reflection of short waves. Note, the short- 
wave swash model must be used relative to x = xi, hence the motion of x\ is seen 
as the long period contribution to the swash zone. A delicate matter concerning 
the different wave models needed on each side of xi also needs attention. 
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The short-wave contribution 
In this section we briefly analyse the relevance of the short-wave contributions 
with particular emphasis on those appearing in the equations (42), (43) and (44) 
which are used to define the boundary conditions at the lower limit of the swash 
zone. Computation of the contributions has been performed by integrating the 
analytical solution for A < 1 and by integrating the fully numerical solution when 
wave-breaking occurs, i.e. for A > 1. 

For waves that break momentum and energy are transferred from the short- 
waves to the longshore currents hence terms depending on the longshore drift 
velocity W are to be taken into account as major contributions to the swash 
zone motions in equations (42), (43) and (44) (see figure 5). Note that the 
curves have been obtained by joining discrete points which represent the results 
of single computations. This explains the lack of smoothness in some of the 
curves. 

Amplitude 

Figure 5: Short-wave contribution at the boundary xi and inside the swash zone. Prom top 
left to bottom right they are the short-wave correlations (a) (ft2), (b)(cr) the integral properties 
(c) (V), and the rate of change of the three global integral properties (d) (P2), (e) (M12) and 
(f) (M22). Note that for A < 1 numerical integration of the analytical solution is shown while 
for A > 1 fully numerical solution of the NLSWE is represented. 

The input of longshore momentum from the bores is balanced by bed friction 
but this is generally on the longer time scale. Although bores die out when 
they meet the shoreline and cause run-up, the water that forms the swash has 
acquired longshore momentum from the bore before it enters the swash zone. A 
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fully detailed consideration of this case also awaits further study; here we present 
the rate of change in time of the quantities (V), (P2) and (M22)- 

The figure presented here indicates that not all the terms that are introduced 
into the boundary conditions (42, 43 and 44) are necessary. Inspection of figure 
(5) reveals that the largest term to be retained in case of wave breaking is the 
rate of change of (M22). This is not surprising as (M22) is the only integral term 
proportional to W2 (see equations 38) and hence it is more heavily influenced 
by the longshore drift induced by wave breaking. We can further comment that 
the non-diagonal contribution d(Mi2)/dt seems to be negligible in this particular 
case in which we have used x; = const. However, in view of equation (39), here 
reported for ease of inspection, 

(M12) = (WPr) + (M12) + ^ ((WV) + <P2>) (45) 

we believe that this term may give larger contribution for a time-varying x; as 
the rate of change of the boundary position explicitely contributes to this term. 

Further investigation should help to clarify both which are the most significant 
terms when considered in the context of the equations and what are the effects 
of friction terms. 

Acknowledgements 

Support from E.U., D.G. XII, contracts : ERBCHBICT930678 and MAS2-CT92- 
0047 is gratefully acknowledged. We wish to thank Dr Gary Watson for many 
useful conversations. 

References 

BROCCHINI, M. & PEREGRINE, D.H. (1995). Flow properties of the swash 
zone. Proc. Coastal Dynamics '95, ASCE, 221-232. 

BROCCHINI, M. & PEREGRINE, D.H. (1996). Integral flow properties of the 
swash zone and averaging. J. of Fluid Mech. 317, 241-273. 

CARRIER, G.F. k GREENSPAN, H.P. (1958). Water waves of finite amp- 
litude on a sloping beach. J. of Fluid Mech. 4, 97-109. 

MEYER, R. E. & TAYLOR, A. D. (1972) Run-up on beaches. In Waves on 
beaches, (ed. R. E. Meyer). Academic Press, New York. 

RYRIE, S.C. (1983). Longshore motion generated on beaches by obliquely in- 
cident bores. J. Fluid Mech. 129, 193-212. 

WATSON, G., BARNES, T.C.D. & PEREGRINE, D.H. (1994). The genera- 
tion of low frequency waves by a single wave group incident on a beach. Proc. 
24th Internal Conf. Coast. Engng.,   ASCE 1, 776-790. 



CHAPTER 321 

Wave Over wash of Subaerial Dunes 

Yukiko Tega : and Nobuhisa Kobayashi, M. ASCE 2 

Abstract 

Small-scale experimental results consisting of 72 runs for minor to major dune 
overwash are analyzed to improve existing dune erosion models that do not ac- 
count for wave overwash processes explicitly. The measured cross-shore sediment 
transport rate is found to vary approximately linearly from the measured rate 
somewhat below the still water level, which is affected by the overwash intensity, 
to the overwash rate over the dune crest. The measured overwash sand concen- 
tration for the sand with its median diameter of 0.38 mm used in this experiment 
was in the range of 0.02 to 0.06. The time-dependent one-dimensional numerical 
model for the overtopping flow combined with two sediment transport formulas 
indicates that the overwash sand concentraion may be on the order of 0.04 except 
for very fine or coarse sands. 

Introduction 

The quantitative understanding of wave overwash of dunes is essential for pre- 
dicting dune erosion as well as coastal flooding hazards during storms. Existing 
dune erosion models generally assume that the net sediment transport rate may 
be extrapolated linearly form the value slightly below the still water level (SWL) 
to zero at the upper limit of wave runup estimated empirically. This linear ex- 
trapolation may be necessary for lack of a simple swash model and appears to be 
a reasonable first approximation for the case of no overwash. 

A simple empirical method for predicting the onshore sand transport rate as- 
sociated with wave overwash of subaerial dunes is presented herein by expanding 
the experimental study by Hancock and Kobayashi (1994). The experiment was 
limited to subaerial dunes, while experiments on submerged dunes were conducted 
by Steetzel and Visser (1992). Kobayashi et al. (1996) showed that the measured 
reflection coefficient and overtopping rates could be predicted using the empirical 
formulas developed for coastal structures and adjusted for dunes. This paper ex- 
amines the cross-shore sand transport on dunes. 

Experiment 

Fig. 1 shows the setup of the dune overwash experiment conducted in a wave 
tank that was 30. m long, 2.44 m wide, and 1.5 m high. The experiment was 

1 Technical Research Institute, Nishimatsu Construction Co.Ltd., 2570-4 Shimotsuruma, 
Yamato, Kanagawa, 242, Japan 

2Prof'essor and Associate Director, Center for Applied Coastal Research, University of 
Delaware, Newark, DE 19716. 
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Incident   Wave Gages 
Irregular      12    3 

Wave 

Collection 
Basin 

Figure 1: Experimental Setup. 

conducted in a 61 cm wide channel by constructing a divider wall to reduce the 
effects of re-reflection from the wave paddle used to generate irregular waves Ihe 
well-sorted sand with a median diameter of 0.38 mm was placed m front of a 56 
cm high basin used to collect both overtopped water and overwashed sand, ihe 
measured specific gravity, porosity and fall velocity of the sand were 2.66, 0.41 
and 5 29 cm/s, respectively. Three wave gages placed immediately seaward ol the 
breaker zone were used to separate the incident and reflected waves at wave gage 
1 for each run (Kobayashi and Raichle 1994). The duration of each run was 325 
s and the sampling rate for the three gages was 20 Hz. 

Seven tests, referred to as tests A to G hereafter, were conducted for minor 
to major overwash. The dune crest was initially located at approximately 12 cm 
above SWL and at a horizontal distance of 40cm from the basm wall, bach test 
consisted of a series of runs to examine the changes of the overtopping rate per 
unit width, Q , and the overwash rate per unit width, Q,, as the beach anddune 
profile evolved. The overtopping and overwash rates per unit width, Q and ys, tor 
each run were obtained by dividing the volumes of water and sand, respectively, 
collected in the basin by the run duration 325s and the channel width 61 cm. 
The value of Qs is based on the sediment volume only without any void. Ihe 
test was terminated just before the collection basin wall would become exposed 
to direct wave action. Beach and dune profiles were measured along three lines 
using an ultrasound profiler at the beginning and end of each test and after runs 
of noticeable profile changes. The average profile of the measured three profiles 
was used to find the dune crest height Hc above SWL, the location where the 
depth below SWL equals to the significant wave height Hs measured at wave gage 
1 and the horizontal distance B. from the dune crest to this location as shown 
in Fte 1 The equivalent uniform slope for wave overtopping, m„, is assumed to 
be given by m0 = IHC+Ht)/B,. The measured values of m0 were interpolated to 
obtain the value of m0 in the middle of each run. . 

Table 1 lists the number of runs in each test and the ranges of the incident 
wave characteristics at wave gage 1, the dune crest height Hc, the equivalent slope 
m0, the overtopping rate Q and the overwash rate Q3 for the seven tests. 1 he 
water depth <k below SWL at ware gage 1 for each test-was constant where the 
bottom change at wave gage 1 was negligible. The spectral peak period lp was 
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also constant for each test and Tp — 1.2 — 2.0 s 
for the seven tests. The significant wave height, 
Hs, based on a zero upcrossing method var- 
ied little during each test and among the seven 
tests because the TMA spectra with the spec- 
tral significant wave height Hmo — 12.5 cm and 
Tv = 1.2 — 2.0 s at the wave paddle were used 
to generate the incident irregular waves. On 
the other hand, the dune crest height Hc and 
the equivalent slopes m0 decreased with the in- 
crease of run number as the beach and the dune 
profile evolved. The data from tests A to E 
consisting of 39 runs were presented by Han- 
cock and Kobayashi (1994). These tests corre- 
sponded to high dunes with large storm surge. 
Two additional tests, F and G, consisting of 33 
runs were conducted by placing more sand in 
front of the initial dune profile used in tests A 
to E to reduce the water depth at the toe of the 
dune. 

Data Analyses 

First, the measured overwash rate Qs is related 
to the measured overtopping rate Q in the form 

Qa = CSQ (1) 

where Cs is the average volumetric sediment 
concentration in the overwash. The dimensional 
values of Qs and Q are plotted in Fig.2 to show 
that these values were from the small scale ex- 
periment. Fig. 2 shows that the 72 data, points 
fall within the narrow range of Cs = 0.02 — 0.06 
and that the empirical formula (1) with Cs cz 
0.04 may be used to estimate Qs for Q predicted 
separately. The subsequent sections will exam- 
ine whether the assumption of constant Gs holds 
for field conditions and other sands. 

To predict the overtopping rate Q for normally 
incident breaking waves on dunes, Kobayashi et 
al. (1996) adjusted the empirical formula for 

wave overtopping on coastal structures proposed by Van der Meer and Janssen 
(1995). The toe of a coastal structure was assumed to corresponds to the location 
of wave gage 1 immediately seaward of the breaker zone. The equivalent uniform 
slope m0 was assumed to represent the overall slope effect on wave overtopping 
of dunes. The adjusted formula was shown to yield the agreement between the 
measured and empirical values of Q almost within the 95 % confidence limits of 
the original formula based on about 500 data points. Fig. 3 shows the measured 
overwash rate Qs as a function of the empirical overtopping rate Qe based on the 
adjusted formula by Kobayashi et al. (1996). The formula (1) with Q replaced 
by Qe is still reasonable. However, most of the values of Cs are in the range of 
Cs = 0.01 — 0.04 with a typical value of Cs = 0.02. These values of Cs are smaller 
than those of Cs based on Q by a factor of about two. This is because the adjust 
formula for Qe tends to overpredict the overtopping rates for the tests with larger 
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Figure 2: Measured Overwash Rate Qa vs. Measured Overtopping Rate Q. 
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Figure 3: Measured Overwash Rate Qs vs. Empirical Overtopping Rate Qe 

overtopping rates. The accurate prediction of Qs using (1) requires the accurate 
predictions of Cs and Q. Unfortunately, only the order of magnitude of Q, even for 
coastal structures, can be predicted at present. Consequently, the present study 
aims at the prediction of Cs within a factor of about two. 

In order to predict the beach and dime profile evolution, the cross-shore varia- 
tion of the net sediment transport rate is required. The net cross-shore sediment 
transport rate qs was calculated using the continuity equation of sediment and 
the measured profiles starting from the seaward location of no profile change as 
described by Hancock and Kobayashi (1994). The value of tj, at the landward 
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x=0 

Figure 4: Schematic Representation of Cross-Shore Sediment Transport Rate qa 
over Dune 

boundary should correspond to the net sediment transport rate into the collec- 
tion basin but was not exactly the same as the average overwash rate for the 
same duration calculated from the collected sand because of small profile mea- 
surement errors. As a result, the normalized results are presented as explained in 
the following. 

-4.5      -4      -3.5      -3      -2.5      -2 
-x/Xj 

Figure 5: Normalized Cross-Shore Sediment Transport Rate, qs/qsi, as a Function 
of —x/xi with x — 0 at Edge of Collection Basin. 

The measured cross-shore sediment transport rate qs is taken to be positive 
onshore as shown in Fig. 4 where x = cross-shore coordinate taken to be positive 
seaward with x = 0 at the edge of the collection basin. The dune crest is located 
at x = X\. The seaward limit of this analysis may be taken at the location rr2 
where the water depth below SWL equals Ha/3 because this depth of Hs/3 is 
larger than the typical smallest depth adopted by existing cross-shore sediment 
transport models in the surf zone. The values of qa at x = x% and X2 are denoted 
by qsi and q^, respectively. The locations of xi and x% varied somewhat between 
the two profiles measured consecutively. The first of the two profiles was used to 
find x-i and x2. The average value of Hs during the runs between the two profile 
measurements was used for the depth Hs/3 for £2- The results presented in the 
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following are not sensitive to the details of the data analysis. 
The normalized cross-shore sediment transport rate, qs/qsi, is plotted in Fig. 

5 as a function of —x/xi in the range 0 < a; < x2 for all the cross-shore variations 
of the onshore sand transport rate based on the consecutive profile measurements. 
Fig. 5 shows that the .value of qs landward of the dune crest is almost constant 
and may be approximated by the overwash rate Qs, which is based on the sand 
volume collected in the basin for each run and should be more accurate than qs. 
Furthermore, qs increases' approximately linearly form qS2 at x = x2 somewhat 
below SWL to qsi at the dune crest. Consequently, the cross-shore variation of 
qs required for the prediction of the dune profile evolution using the continuity 
equation for sediment may be represented by Qs =^ qs\ and qs2 were Qs may be 
estimated using (1). 

Existing dune erosion models estimate the cross-shore sediment transport rate 
slightly below SWL without regard to wave overwash. To examine the effect of 
overwash on qs below SWL, the values of q^lqs\ are plotted as a function of the 
overtopping rate Q and the overwash rate Qs in Fig. 6. Since g„i > 0 in this 
experiment, the positive and negative values of qa2/qsi imply the onshore and 
onshore sediment transport at x = x2 below SWL, respectively. Fig. 6 indicates 
that the net sediment transport somewhat below SWL in this experiment was 
oflshore for small Q and Qs but tended to become onshore with the increase of 
Q and Qa. This implies that the estimation of gs2 will need to account for wave 
overtopping and overwash. 
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Figure 6: Normalized Sediment Transport Rate ,gS2/&i, Somewhat below SWL 
as a Function of Overtopping Rate Q (top) and Overwash Rate Qs (bottom) 

Numerical Modeling 

To elucidate the overwash processes and extraporate the small-scale experi- 
mental results presented above, use is made of the time-dependent one-dimensional 
numerical model RBREAK2 (Kobayashi and Poff 1994). RBREAK2 was shown 
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to predict the overtopping rates for revetments in surf zones -within about 40 
% errors (Kobayashi and Raichle 1994). Two sediment transport formulas are 
combined with RBREAK2 to predict the net sediment transport rate qs. 

The empirical formula proposed by Trowbridge and Young (1989) for unbroken 
water waves under sheet.flow conditions may be used to express qs in the form 

wd 

A\u\u 

g{s - l)d 
(2) 

in which w = fall velocity of the sand particle; g = gravitational acceleration; d 
= median diameter 4o where d is used for brevity; s = specific gravity of the 
sand; u = instantaneous depth-averaged velocity computed by RBREAK2 ; and 
A = empirical parameter. The overbar in (2) denotes the time-averaging for the 
duration of each run. The formula (2) with A ~ 0.25 was employed successfully 
to predict the onshore sand transport outside the surf zone at the CERC Field 
Research Facility. 

On the other hand, Ribberink and Al-Salem (1994) developed a sediment 
transport formula using large oscillating water tunnel data. This formula expresses 
Qs as 

•2- = a/1-5— 
wd w3 (3) 

where a = empirical parameter; and / = Jonsson's wave friction factor. The 
formula with a = \/2 was shown to yield good agreement with their water tunnel 
data. 

Table 2: Measured and Computed Overtopping Rates for 10 Runs 

Test / 2P 

Is) 
Hs (cm) 

(cm) 
Measured Q 

(on8/*) 
Computed Qc 

(cm2/s) 
B6 0.014 1.4 12.36 0.93 0.38 
B9 
B9 
B9 

0.014 
0.012 
0.010 

1.4 
1.4 
1.4 

12.28 
12.28 
12.28 

1.08 
1.08 
1.08 

1.09 
1.06 
0.90 

Db 
D5 

0.012 
0.010 

1.8 
1.8 

12.30 
12.30 

4.63 
4.63 

1.98 
2.19 

D7 
0.012 
0.010 

1.8 
1.8 

12.29 
12.29 

4.46 
4.46 

1.78 
1.97 

El 0.010 2.0 12.49 6.33 2.16 
E2 0.010 2.0 12.67 8.40 3.12 
E3 0.010 2.0 12.71 8.38 13.07 
01 0.010 2.0 12.42 2.89 0.12 
02 0.010 2.0 12.34 4.26 0.23 
03 0.010 2.0 12.05 4.38 1.48 

The formulas (2) and (3) developed for the sand transport due to prototype 
large-scale unbroken waves may be applied to the sand transport due to broken 
waves overtopping on dunes if the empirical parameters A and a are adjusted. 

Computations were made for 10 representative runs using the measured profile 
and incident wave train at wave gagel as input to RBREAK2 . Table 2 summa- 
rizes the computed runs where f = friction factor specified in the computation; 
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Tp = spectral peak period of the incident waves: Hs = incident significant wave 
height; Q = measured overtopping rate; and Qc = computed overtopping rate 
which is the time-averaged volume flux per unit width at the edge of the collection 
basin during each run. The friction factor / for the overtopping flow is expected 
to be different from Jonsson's friction factor. The value of / ~ 0.01 is a reason- 
able estimate from the previous calibration for wave overtopping of revetments 
performed by Kobavashi and Raichle (1994). RBREAK2 with / = 0.01 - 0.014 
predicts the order of magnitude of the overtopping rates. For tests E and G, where 
the overall beach and dune slope was gentler for test G as may be inferred from 
the range of m0 listed in Table 1, the computed overtopping rates were varied 
much more than the measured rates for the different profiles of tests E and G and 
as the profile evolved in each test. This apparent sensitivity of RBREAK2 to the 
beach and dune profile is not certain for lack of measurements on the depth and 
velocity of the overtopping flow in this experiment. 

The cross-shore variation of the net sediment transport rate qs is also com- 
puted using (2) and (3) where RBREAK2 predicts the temporal and cross-shore 
variations of the depth-averaged velocity u during each run. The computed cross- 
shore variation of qs in the region between the dune crest and the edge of the 
collection basin is essentially constant and consistent with the measured variation 
shown in Fig. 5. However, the computed values of qs seaward of the dune crest 
vary too rapidly in comparison to these shown in Fig. 5. The assumption of the 
instantaneous response of sand particles to the depth-averaged velocity u made 
in (2) and (3) may not be valid seaward of the dune crest. The following analysis 
is limited to the computed results at the edge of the collection basin which are 
representative of the computed results landward of the dune crest. 

The computed time series of the normalized water depth, ft* = h.[Hs, where 
Hs = incident significant wave height for each run, and the normalized depth- 
averaged velocity, u* = u/y/gHs, are stored at the sampling rate of 20 Hz during 
each run lasting 325 s. In order to find a relationship between ft* and.tt,, the 
stored values of ft* and ut for the 10 runs listed in Table 2 are plotted in the form 
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0.6 

a    0.4 

••. .  . •. .•n\,.-?i-»jtt»£iU.3*&-.«*.'-. •• • 

•   • •• • ••• K^sSaf&^i--^ '•>' 

0-2 ' •^'sSg «*= 2-y/ftT • 

0 0.1 0.2 0.3 0.4 

Figure 7: Computed Normalized Velocity, ut, and Square Root Depth,   ft« , of 
Overwash Flow for 10 Runs 
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of u, v.s. v^* in Fig- 7- RBREAK2 assumes that the overtopping flow at the 
landward boundary of the computation domain is critical (u — \fgh and hence 
Ut — y/h^ or supercritical (it > \/gh and hence it* > Vh). The scattered points 
in Fig. 7 may be represented crudely by the simple relationship, it* ~ 2\/7u. 
This relationship corresponds to that "between the bore speed and flow depth on 
a barrier island measuring using video techniques by Holland et al. (1991) if the 
celerity and fluid velocity of the bore are assumed to be the same. 

The simple relationship of ut = 2\/h^ may describe the overall trend of the 
overtopping flow but is not accurate enough to predict the instantaneous relation- 
ship between ut and ht. As an example, Fig. 8 shows the computed time series 
of it* and 2%/7u for run B9 where t* = t/Tp is the normalized time with t, = 0 at 
the beginning of each run. The relationship of ut — 2y/K tends to underpredict 
the peaks of ut and overpredict the receding segments of u». 

0.8 

L^ 0.6 

a* 0.4 

0.2 

160 165 170 185 175 180 

Figure 8: Computed Time Series of ut and 2y/h^for Run B9 
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In order to explain the approximate linear relationship between Qa and Q 
expressed by (1) vising the formulas (2) and (3), the computed time-averaged 
values of |u.|u* and u? for each of the runs listed in Table 2 are plotted as a 
function of the computed normalized overtopping rate, Qt = h,ut, in Figs. 9 and 
10, respectivery.The dimensional overtopping rate Q is given by Q = Hsy/gtisQ*- 
In Fig.9, |u*|u./Q* = 7.3 —18.8 and the linear regression coefficient is about 8. 

In Fig. 10, uJ/Q* = 3.8 - 5.3 and the relationship of it*3 = 4Q« based on 
the assumption of «« = 2v/H*" yields very good agreement. These relationships 
together with (2) and (3) are used to express the overwash sand concentration Cs 

in (1) in terms of the sand and wave characteristics. 

Overwash Sand Concentration 

The overwash rate Qs is estimated as the values of qa in (2) and (3) at the edge 
of the collection basin. Substitution of (1) into (2) and (3) yields the following 
expressions of Cs: 

Awt 
w 

w* 
{s-l)Vgff~s 

(4) 

and 
w»° 

Gs-af^ dt. 
gd 
w2 (5) 

where W* and d* are the normalized fall velocity and diameter respectively. To 
calibrate the empirical coefficients A and a in (4) and (5), the measured concen- 
tration Cs is plotted as a function of wt\ut \uJQ* and }lJSd*ut*IQt in Figs. 11 
and 12, respectively, for the computed runs listed in Table 2. Fig. 11 indicates 
A ~ 0.1 in (4) instead of A ~ 0.25 calibrated by Trowbridge and Young (1989). 
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Figure 11: Measured Sand Concentra- 
tion Cs Compared with Formula (4) 
with A = 0.1 
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Fig. 12 suggests a ~ 5 instead of a ~ V2 obtained by Ribberink and Al-Salem 
(1994). These order-of-magnitude agreements are encouraging in light of the scale 
differences (small-scale experiment v.s. field or large-scale experiment) and the 
different wave conditions (breaking wave overwash of dunes v.s. unbroken waves 
on essentially horizontal bottoms.). Figs. 11 and 12 also reveal the difficulty in 
predicting the relatively small variation of Cs-       

The formula (4) with A cz 0.1 together with |«*|w»/Q, ~ 8 in Fig.9 may be 
simplified as 

C. = Bw. (6) 

where B — empirical parameter on the order of 0.8. Furthermore, the formula 
(5) with a ~ 5 and / ~ 0.01 along with u*3/Q« ^ 4 in Fig. 10 may simply be 
rewritten as 

Cs = M, (7) 

where b = empirical parameter on the order of 0.02. 
For, the seven tests consisting of 72 runs fisted in Table 1, d — 0.38 mm, to = 

5.29 cm/s, s = 2.66 and Hs ~ 12 cm. As a result, to, ^ 0.03 and d. ~ 1.33 for this 
experiment. For the narrow range of the measured values of Cs for the 72 runs, 
B - 0.63-2.22 with its mean being 0.8 and b = 0.014-0.049 with its mean being 
0.025. The formulas (6) and (7) are no better than the linear regression between 
Qs and Q shown in Fig.2 since wt is essentially constant and dt is constant in this 
experiment. However, (6) and (7) may be applied to estimate Cs for other sands. 

The variation of the overwash sand concentration Cs with respect to its me- 
dian diameter d estimated using (6) with B = 0.8 as well as (7) with b = 0.025 
are shown in Figs. 13 and 14, respectively, where the specific gravity of the 
sand is assumed to be s = 2.6 and its fall velocity w is taken to be equal to 
that of the spherical particle falling in quiet water whose kinematic viscosity is 
v = 0.01cm2/s. In Fig.13, use is made of Hs = 0.1,1 and 5 m because ti>* 
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Figure 13: Variation of Sand Concentration Cs with Median Diameter d Estimated 
by Gs = 0.8to* 
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defined in (4) depends on the incident, significant wave height Hs. Contrary to 
our expectation, Fig. 13 suggests the increase of Cs as d is increased and Hs is de- 
creased. This indicates the limitation of the formula (2) proposed by Trowbridge 
and Young (1989) who stated that their formula might be limited to quartz sand 
whose diameter should not be too-different from 0.2 mm. On the other hand, Fig. 
14 indicates the increase of Ca with the decrease of d as expected. The formula 
(3) proposed by Ribberink and Al-Salem (1994) was compared with the data with 
d = 0.2 - 1.8 mm. The rapid increase of Cs with the decrease of d in the range 
d < 0.2 mm in Fig. 14 appears to be unrealistic in view of the physical upper 
limit of Cs cz 0.6. The range of Cs = 0.018 - 0.065 for the 72 runs in comparison 
to the variation of Cs = 0.025d4 for d = 0.2 - 1.0 mm in Fig. 14 implies that it 
will be difficult to detect the effect of d on Cs unless very fine or coarse sands are 
employed in experiments. 

0.12 

0.1 

0.08 

0.06 h 

0.04 

0.02 
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0.2 0.4 0.6 
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0.8 

Figure 14: Variation of Sand Concentration Cs with Median Diameter d Estimated 
by Cs = 0.025d, 

Conclusion 

This small-scale experiment on wave overwash of subaerial sand dunes indi- 
cates that the net cross-shore sediment transport rate qs varies approximately 
linearly from qs = &2 somewhat below SWL to qs = qsi at the dune crest whim 
is approximately the same as the overwash rate Qs measured at a short distance 
landward of the dune crest. The transport rate gs2 is affected by the overtopping 
rate Q and may not be assumed to be the same as that for the case of no over- 
topping. The overwash rate Qs may be estimated using the simple relationship 
of Qs = CSQ with Cs ~ 0.04 for the median sand diameter d = 0.38 mm but the 
accuracy of this relationship is limited mostly by the accuracy of the empirical 
formula for Q which predicts only the order of magnitude of Q. In order to extrap- 
olated these pmau-scale experimental results, the numerical model RBREAK2 for 
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the overtopping flow is combined with two empirical formulas for Cs. The com- 
puted results suggest that Cs is on the order of 0.04 except for very fine or coarse 
sands. This finding is useful for future experiments. 
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CHAPTER 322 

PRESSURE GRADIENTS WITHIN SEDIMENT BEDS. 

Thomas. E. Baldock* and Patrick Holmes^ 

ABSTRACT 

A new technique for measuring dynamic pressures and pressure gradients 
within sediments is developed. The pressure is measured with a series of small 
diameter steel probes connected to pressure transducers via semi-rigid tubing. The 
dynamic response of the system was evaluated and found to be satisfactory for 
typical laboratory wave frequencies. Comparisons with measurements of the 
pressure gradients obtained from conventional transducers show good agreement, 
The present technique is demonstrated with pressure measurements at the toe of 
breakwaters and across the surf zone of model beaches. 

1) INTRODUCTION 

Pressure gradients induced within sediment beds by surface gravity waves 
may have a significant influence on the transport of sediment and the stability of 
coastal structures. The pressure gradients may either be steady or transient. For 
example, the wave induced set-up of the water level at the shoreline will produce a 
steady flow within a beach (Longuet-Higgins, 1983). This may be increased by the 
percolation of swash through the upper part of the beach. Alternatively, transient 
pressure gradients may locally reduce the effective strength of the sediment, 
possibly temporarily fluidising the bed material (eg Madsen, 1974; Yamamoto, 
1978). This may lead to higher rates of sediment transport and reduce the stability 
of structures within the surf zone. 

However, considerable uncertainty remains as to the effects of pressure 
gradients on sediment transport rates and previous work has provided conflicting 
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results (Martin, 1970, Oldenziel and Brink, 1974). Loveless (1994) suggested that 
vertical wave induced pressure gradients were particularly important during toe 
scour and Conley and Inman (1992) suggested that bed ventilation could be an 
important aspect in scale modelling. Seepage within the beach may also be an 
important feature in both long term beach morphology (Turner, 1995) and short 
term (storm duration) beach evolution. This effect is highlighted by the 
performance of coastal drainage systems (eg Vesterby, 1996; Sato et al, 1994). 
Nevertheless, the mechanism by which the watertable influences the beach 
dynamics is not immediately apparent. Sato et al (1994) suggest that the drain 
reduces offshore flows such as the undertow, in addition to increasing percolation 
into the upper beach, while Vesterby (1996) suggests that an increase in the beach 
stability and a reduction in wave induced liquefaction are the dominant factors. 
However, numerical calculations by Oh and Dean (1994) indicated that the 
pressure gradients induced by changes in the watertable within a beach were 
generally far to small to influence sediment stability. 

Therefore, although the pressures within sediments have been measured by 
a number of authors (e.g. Sleath, 1970; Yamamoto et al, 1978), measurements of 
the pressure gradients will enhance the understanding of both sediment transport 
mechanisms and beach dynamics. The present study addresses this point and 
outlines the development of a flexible non-intrusive measurement technique. The 
method allows the pressure gradients at any position within the fluid or sediment 
bed to be determined quickly and easily, with minimum disturbance of the local 
flow field. The technique may also be used close to or under structures such as 
breakwaters, where it may be difficult to obtain results from conventional pressure 
transducers. 

2) MEASUREMENT TECHNIQUE 

Conventional pressure transducers have a number of disadvantages when 
attempting to measure pressure gradients. Firstly, they are relatively large and 
therefore when mounted close together may significantly disturb the local flow 
field. Secondly, a large number of transducers are needed to measure the pressure 
gradients at a number of points without repeatedly disturbing a sediment bed. 
Finally, the measurement position must be chosen a priori and cannot be changed 
readily. This is a significant drawback when measuring the pressure gradients 
within model beaches which evolve over time. For example, in order to measure 
the pressure gradients over either a bar, or at the toe of a beach, it would first be 
necessary to run a model test to predetermine the measurement positions. 

The aim of the present study is to overcome these limitations and develop a 
measurement method that is as flexible as possible. The technique has been 
developed from a method used previously to investigate static pressures within 
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model sand embankments. However, the method has not previously been used to 
measure either dynamic pressures or pressure gradients. The underlying principle is 
similar to that proposed by Nielsen et al (1994) and has also been used in medicine 
to measure blood and lumbar pressures (Kumar et al, 1993). 

The pressures within the fluid or sediment are measured by means of a 
series of 2mm ID steel probes. Each probe is connected to a 0.1 Bar pressure 
transducer via a three way ball valve and short length of 3mm ID semi-rigid nylon 
tubing (figure 1). Air may be flushed from the tubing and probe by opening the 
valve to a small header reservoir mounted above the transducer/valve system. The 
pressure variation is transmitted into each probe through 12 0.4mm diameter holes 
drilled into the tip. In order to measure the pressure gradients, five probes are 
arranged in an array such that both the vertical and horizontal pressure gradients 
are obtained at a single point. The probes may be moved vertically within the bed 
by means of a traverse mechanism, with minimal disturbance of the sediment. The 
probe holder, pressure transducers and header tank are mounted on a carriage 
running on rails above the flume, which allows the probes to be positioned at any 
position within the sediment bed. 

Header 
tank 

Probe holder 

Oway valve 

Transducer 
—^  

Water surface 

v 
2mm ID probe Sediment bed 

Figure 1. Pressure measurement system. 

The static pressure recorded by the probes is the elevation head between 
the pressure transducers and the mean or still water level. This is generally negative 
and a variable offset was therefore added to the pressure transducer amplifiers. The 
"mean pressure" may therefore be set to zero, allowing amplification to be used 
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when sampling the dynamic pressure. This increases the accuracy of the 
measurements, since the amplitude of the dynamic pressure may be considerably 
smaller than the static pressure in many practical circumstances. Note that moving 
the probes vertically does not change the recorded static pressure and that the 
probes do not measure a velocity head. 

3) EVALUATION / CALIBRATION 

For the purpose of measuring mean or steady pressure gradients the probe 
technique requires no calibration. However, for the purpose of measuring dynamic 
pressure gradients the dynamic response of the measurement system requires 
evaluation. The dynamic response depends on the length of the probe and tubing, 
the geometry of the valve/transducer connection and the speed of the pressure 
pulse. In order to achieve a satisfactory dynamic response the natural frequency of 
the system must be as high as possible. If it is assumed that the system behaves as a 
quarter length resonator (Nielsen et al, 1993) then the natural frequency, f0, is 
given by 

fi = c/4L (1) 

where c is the speed of the pressure pulse and L the length of the probe and tubing. 
L is consequently kept as small as possible «lm), while the speed of the pulse 
should be maximised. The pressure pulse is a one-dimensional wave, whose speed 
is dependent on the fluid density, p, the compressibility of the fluid, C, and the 
distensibility of the tubing, D (Lighthill, 1978). 

c =   ,       ]    — (2) 
V(MC + D» 

The distensibility of the tubing is given by 

D = 2altE (3) 

where a is the tube radius, t is the wall thickness and E is the Young's modulus of 
the tube material (O~109 N/m2). In the present instance D is of order 10"9m2/N and 
the compressibility of pure water is approximately 5.10"10m2/N, giving c«800m/s. 
However, the presence of small air bubbles within the tube will increase the 
compressibility of the water significantly. For example, an air content of 0.4% will 
give a compressibility of 5.10"8m2/N. Hence, from (2), a few small air bubbles 
(0~lmm) are sufficient to reduce c to about 150m/s. This results in a natural 
frequency of about 35Hz, far higher than the wave frequencies used in typical 
laboratory studies (0.5-2Hz). In order to confirm the estimates above, the speed of 
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a pressure pulse along a 10m length of tubing was calculated by correlation of this 
signal with that obtained from a conventional transducer. In this instance the lag 
along the tube was found to be of order 0.06s, giving a value for c of 150m/s 
(figure 2). The lag along a lm length of probe and tubing is therefore less than 
0.01s. The difference in lag between probes is inconsequential for the purposes of 
calculating the pressure gradients (figure 3), although in this figure the ±0.02s lag 
on two of the probes indicates the wave speed. 
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Figure 2. Correlation of the pressure signal from two probes with that from a 
conventional transducer. Z,=10m. 
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Figure 3. Correlation between the five probes arranged in the measuring array and 
a conventionally mounted pressure transducer. Z,=lm. 

Regular waves 

With a natural frequency of 35Hz, probe/transducer system was expected 
to have a linear frequency response function and a gain close to 1 over the required 
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range of wave frequencies. However, some damping is to be expected due to 
energy losses. In regular wave tests the gain function was evaluated by comparing 
the amplitude of the signal recorded through the probe/transducer system with that 
obtained from a conventional transducer. Figure 4 shows the measured response 
functions for a range of frequencies. In each case the response function is very 
similar, although some difference is observed in the absolute gain values. This is 
probably due to slight variations in the concentration of air bubbles in each probe. 
Therefore, when regular waves are used, each probe is individually calibrated at the 
beginning of the test session. After calibration, the pressure signal recorded by each 
probe is very close to that recorded by a conventional pressure transducer (figure 
5). 

1.00 

a 

.85- 

.60 .80 1.00 1.20 1.40 
Frequency  (Hz) 

1.60 

Figure 4. Gain functions measured for each probe/transducer system. L=lm. 
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£ 
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Figure 5. Comparison of the dynamic pressure recorded by two probes with that 
recorded by conventionally mounted pressure transducers. Transducers, 
 probes. 
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In order to obtain the pressure gradients, the pressure signals from each 
probe were first low pass filtered at 5Hz and then the gradients calculated with a 
simple finite difference scheme. The best results were obtained with a probe 
spacing of 0.06m in the horizontal direction and 0.02m in the vertical direction. 
The reduced vertical spacing was necessary to obtain the pressure gradients close 
to the surface of the sediment bed. A comparison of the dynamic horizontal 
pressure gradient calculated from probe measurements with that from equally 
spaced conventional transducers clearly shows good agreement (figure 6). Finally, 
it was necessary to check the performance of the system with all five probes 
operating and, in particular, to ensure that the phase relationship between the 
pressure and pressure gradient was accurately reproduced. Figure 7 shows that this 
was indeed the case. 
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Figure 6. Comparison of the dynamic horizontal pressure gradient. 
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Random waves 

Two approaches are possible when using the present method to measure 
the pressure variation induced by random waves. The first is simply to calibrate 
each probe over the appropriate frequency range using regular waves. However, 
best results are obtained by calibrating the probes at the outset of a model test by 
using a random wave series and a spectral method. In this instance the pressure 
signal recorded by each probe is Fourier transformed and compared to the Fourier 
transform of a pressure signal recorded by a conventional transducer. An impulse 
response function may then be calculated for each probe and applied to all 
subsequent measurements. This approach gives gain functions very similar to those 
for regular waves shown above. Applying the appropriate impulse response 
function during subsequent tests then results in close agreement between the 
dynamic pressure obtained from the probe system and that obtained from a 
conventional transducer. 

4) RESULTS / APPLICATIONS 

The flexibility of the present technique has considerable advantages for a 
wide range of pressure measurements. For example, the minimal flow resistance of 
the probes makes it possible to measure the pressure and pressure gradients at any 
point within a fluid flow. This is not possible with conventional transducers, which 
must generally be mounted flush with a surface in order to minimise turbulence 
effects. A second advantage of the present method is that data may be obtained at 
a large number of positions within a sediment bed with a minimum number of 
pressure transducers. This is because the small diameter of each probe allows the 
probes to be moved vertically within the sediment with virtually no disturbance of 
the bed material. The variation in the dynamic pressure over the vertical is 
therefore easily obtained. For example, figure 8 shows measurements of the 
maximum dynamic pressure within a sand bed and an anthracite bed under regular 
waves. Data could be collected at a large number of points with only one pressure 
transducer and gave good agreement with the solution of Sleath (1970). 

Pressure gradients 

Figures 9 and 10 show the horizontal and vertical pressure gradients at the 
face of a vertical breakwater and at the toe of a sloping breakwater respectively. 
The face of the vertical breakwater is an antinode, and therefore the horizontal 
pressure gradient is small, while the vertical pressure gradient increases rapidly 
close to the surface of the sediment bed. The sharp discontinuity in the vertical 
pressure gradient expected at the fluid/sediment interface is also clearly visible, 
although the finite spacing of the probe tips is apparent. Nevertheless, data of this 
sort would be difficult to obtain with conventional transducers. The toe of the 
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sloping breakwater lies between a node and antinode and therefore, in this instance, 
the horizontal and vertical pressure gradients are of similar magnitude at the 
sediment surface. However, the present measurement technique is sufficiently 
accurate to detect the change in the rate of decay of the horizontal pressure 
gradient at the fluid/sediment interface. This change occurs because the variation in 
the horizontal pressure gradient within the fluid approaches zero at the interface, 
while the rate of decay within the bed is proportional to the thickness of the 
sediment bed (e.g. Sleath, 1970). 
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Figure 8. Dynamic pressure within a sand bed and an anthracite bed. 
•••• Sand, T=0.7s, Sleath (1970), 0000 Anthracite, T=0.5s, 
 -Sleath (1970). 
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The pressure gradients within laboratory scale sediment beaches were also 
investigated with the present measurement technique. The first case considered a 
coarse sediment beach with a median grain size of 1 5mm and a thickness of 0. lm. 
Regular waves with a height of 0.1m and wave period of 1.5s were used. Waves 
were run until the initially plane beach reached a stable shape and the pressure 
gradients just below the bed surface were then measured at a number of locations 
across the surf zone. Measurements of this kind would be very difficult to obtain 
using conventional transducers, which would have to be positioned before the 
beach attained an equilibrium profile. 

Figure 11 shows the mean horizontal pressure gradient increasing across 
the surf zone due to wave induced set-up and swash zone percolation, reaching a 
maximum of about 0.1 at the still water level. The vertical pressure gradient has a 
similar magnitude at this point and is again positive. The flow within the beach is 
therefore downward and seaward. The vertical pressure gradient reaches a 
minimum in the middle of the surf zone and, consequently, the flow is out of the 
beach. However, the mean pressure gradients appear too small to significantly 
influence the stability of the beach sediment, in general agreement with the 
numerical calculations of Oh and Dean (1994). 

In a second experiment the maximum dynamic pressure gradients were 
measured across a barred laboratory scale beach. In this instance the beach 
consisted of sediment with a median grain diameter of 0.5mm and was again 0.1m 
thick. Regular waves were again run until a stable beach formed and the pressure 
gradients were measured 20mm below the bed surface in the region of the bar. The 
data show that both the horizontal and vertical pressure gradients reach a 
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maximum just seaward of the bar and then decrease rapidly after wave breaking 
(figure 12). 
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Figure 11. Mean horizontal and vertical pressure gradients within a laboratory 
scale sand beach. Water depth, —•—, horizontal, 0 vertical. 

The maximum horizontal gradient does not reach the value required for 
liquefaction of a sand bed (Madsen, 1974), but is nearly twice that required to 
initiate the failure of an anthracite bed. The negative horizontal pressure gradient is 
much larger than the positive gradient, indicating steep wave fronts, while the 
reverse is the case for the vertical pressure gradients, indicating steep crests and 
flatter wave troughs (figure 13). 
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Figure 12. Maximum horizontal dynamic pressure gradient across a laboratory 
scale sand beach. Water depth, —•—, negative, 0- —positive. 
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Figure 13. Maximum vertical dynamic pressure gradient across a laboratory scale 
sand beach. 
 Water depth, —•—, negative, 0 positive. 

CONCLUSIONS 

The development of a new technique for measuring the pressure gradients 
within sediments is presented. The pressure gradients are measured using a series 
of small diameter steel probes connected to pressure transducers with semi-rigid 
flexible tubing. This allows the pressure gradients to be determined quickly and 
easily with minimal disturbance of the sediment. For the purpose of measuring 
mean pressure gradients the method requires no calibration. The dynamic response 
of the system was evaluated using both regular and irregular waves and was found 
to be satisfactory for typical laboratory wave frequencies. A comparison of the 
pressure gradients obtained by the present technique with those measured using 
conventional pressure transducers showed good agreement. Measurements of the 
mean and dynamic pressure gradients within laboratory scale sand beaches have 
demonstrated the advantages of the system. The measurement technique has 
already proved useful for investigating the role of pressure gradients in sediment 
transport mechanics (Baldock and Holmes, 1996) and will aid investigations into 
the flow pattern within laboratory scale beaches. 
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CHAPTER 323 

Analysis of Mud Mass Transport under Waves 
Using an Empirical Rheological Model 

Qin Jiang1and Akira Watanabe2 

Abstract 

This study is focused on deepening our insight into rheological properties of 
soft mud under oscillatory forces, on quantifying their effects on the interaction 
between water waves and mud bed, and especially on the resultant mud mass 
transport. On the basis of a large number of experiments, an empirical rheo- 
logical model and formulas for model parameters are proposed. In addition, a 
simple analytical model for evaluating the temporal change in mud water content 
ratio under waves is derived. Using these two models, a vertical 2-D numerical 
model is developed to predict the wave-induced bed mud motion and the resul- 
tant mud mass transport velocity. Comparisons between the calculations and 
measurements are presented. 

1. Introduction 

Mass transport in a soft mud layer is one of the noteworthy phenomena in 
a mud bed. Studies on it are of practical importance for both siltation and 
environmental problems in muddy coasts and esturine areas. 

Variety of theories and models have been proposed to describe the wave-mud 
interaction and relevant phenomena. The theoretical analysis was initiated by 
Gade (1958), who assumed that the soft mud would behave as a highly viscous 
fluid and developed an analytical model for the surface wave attenuation in shal- 
low waters. On the same assumption, Dalrymple and Liu (1978) presented a 
linear theory for water waves propagating in a two-layer viscous fluid system. 
Instead of viscous fluid assumption, elastic models were proposed by Mallard 
and Dalrymple (1977) and Dawson (1978), poro-elastic models by Yamamoto 
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et al. (1983, 1987) and Yamamoto and Takahashi (1984), visco-elastic models 
by Hsiao and Shemdin (1980), Macpherson (1980) and Maa and Mehta (1988, 
1990), as well as a Bingham fluid model by Mei and Liu (1987). Recent stud- 
ies include visco-elasto-plastic models by An et al. (1991) and Shibayama and 
Nguyen (1993). 

A primary difference among the above models is in the assumptions of rheolog- 
ical properties of mud. Due to the complexity of the mud properties, it is difficult 
to judge which of them is most applicable to the wave-mud interaction problems 
under a certain condition. In addition, many of these models have been pro- 
posed either without enough experimental proofs or on the basis of experiments 
with unidirectional rotary viscometers in which the mud motion is considerably 
different from the real situation in coastal waters. 

On the other hand, Hyunh et al. (1990) developed a dynamic rotary shear 
meter and studied the rheological behaviors of mud under various patterns of 
loading. Their experiments showed that there existed complicated relationships 
between the shear stress and shear strain or shear rate when the soft mud was 
subjected to cyclic loading. Following them, Shen et al. (1993) conducted similar 
experiments and proposed empirical models for the rheological properties and 
for the mud-wave interaction. However, their experiments only under limited 
conditions are not sufficient to understand and model the general features of mud 
behaviors under dynamic wave action. 

The present study aims at gaining further understanding on the rheological 
properties of soft mud under the action of oscillatory forces and the interaction 
between water waves and a mud bed. An empirical rheological model of soft 
mud under oscillatory loading will be proposed on the basis of large numbers 
of measurements. Moreover, a simple analytical model for change in the water 
content ratio under wave action is derived in order to evaluate its effects on 
the rheological behaviors and on the motion of bed mud. By incorporating the 
proposed rheological model as well as the water content ratio model with the 
linearized Navier-Stokes equations, a vertical 2-D numerical model is constituted 
for simulating wave-mud interaction and the bed mud motion. Finally, calculated 
mud mass transport velocities and wave height changes are compared with those 
measured. 

2. Rheological Properties of mud 

2.1 Experiments and results 
In order to clarify the rheological properties of soft mud under waves, laboratory 

experiments were conducted for more than 800 runs by using a dynamic rotary 
shear viscometer that can generate oscillatory forcing like waves (See Hyunh, 
1991, for details of the setup). Instead of real seabed mud, pure kaolinite mixed 
with tap water was used for the test. This is because it has rheological properties 
similar to and less complicated than those of natural mud in actual coastal areas. 

A wide range of conditions was covered in the test, in which the water content 
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ratio was changed from 120% to 300%, the period of cyclic loading was from 
Is to 10s, and its angular amplitude was from 0.5° to 28°. With a series of 
combinations of the motion of the viscometer and the water content ratio, the 
measurements were made to examine influences of the angular amplitude and 
period of the oscillatory shear forces as well as the water content ratio on the 
rheological behaviors of the mud. 

Figures 1 (a) and 1 (b) are the experimental results showing the effects of 
the angular amplitude A of cyclic forcing, which were obtained under the fixed 
period T and water content ratio W. Examples indicating the effects of the cyclic 
loading period and water content ratio are given in Figs. 2 (a) through 3 (b). 
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Fig. 1 (a) Shear stress vs. shear strain      Fig. 1 (b) Shear stress vs. shear rate 
(effects of the angular amplitude). (effects of the angular amplitude). 

From these figures, it can be concluded that under the oscillatory action of 
external forces, the soft mud is characterized by very complicated visco-elastio- 
plastic properties. The shear stress of the mud is a function of both the shear 
strain and shear rate with strong nonlinearity featured by remarkable hysteresisis 
in their relationships. In addition, the mud properties are significantly influenced 
by the water content ratio as well as by the period and amplitude of cyclic loading. 

2.2 Constitution equation 
On the basis of the above experimental results, a constitution equation of 

the soft mud is constructed for describing its rheological properties under cyclic 
loading. 

Figures 4 (a) through 4 (g) illustrate a basic concept for constructing the con- 
stitution equation. Among these figures, Fig. 4 (a) stands for the hysteresis loop 
of the shear stress T versus the shear rate 7. It is obvious that this loop can be 
separated into two parts, namely, a backbone curve shown in Fig. 4 (b) and a 
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compensatory curve in Fig. 4 (c). On the other hand, regarding the relationship 
between the shear stress T and the shear strain e shown in Fig. 4 (d), the curves 
in Fig. 4 (e) and Fig. 4 (f) correspond to Fig. 4 (b) and Fig. 4 (c), respectively, 
because of the 90° phase lag between the shear strain and shear rate. Namely, 
combining Fig. 4 (e) and Fig. 4 (f), we obtain Fig. 4 (d) that represents the 
hysteresis loop of the shear stress versus the shear strain, and Fig. 4 (f) gives the 
backbone curve for the loop in Fig. 4 (d). 

T; : (1) 
""•> 

J 
l/^'o e 

Fig. 4 Definition sketch for the constitution equation. 

The concept mentioned above suggests us that if these two backbone curves 
of the hysteresis loops, Fig. 4 (b) and Fig. 4 (f), are properly determined, the 
shear stress in mud under waves can be easily obtained through their linear 
superposition. The constitution equation for the soft mud under the cyclic loading 
or wave action is thereby written as 

GQE m 
l-a|e| + l + /?|7| W 

in which G0 is the initial shear modulus at e - 0, /j.Q is the initial viscosity at 
7 = 0, and a and /? are coefficients determining the shapes of the backbone 
curves. The applicability of the above proposed model is strongly dependent on 
these four model parameters. With regression analyses, empirical formulas for 
them are obtained as follows: 
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a     =   {1.0-(0.8-5.0 x ltr3-!1) 
• exp (- [0.75 • tanh (T/4)] • £m„)}/£mH 

j3     =   (0.45 + 0.11 -T + 0.015-T2) 

Go   — 

(1.05-1.42.T02) 

(2) 
(5.6 x 105 • W~: 

•{[-7.26 - 560 • (1.0 + tanh (-0.58 • T))] 
+ [81.70 + 707 • (1.0 + tanh (-0.47 • T))] 
.a1.71/[l.+9.87exp(-0.87.T)]j 

H0    =   (5.6 x 10s -W-2*)- {37.5 • (l.31r)} 
•ln[24.7exp(-0.31-r-/3 + 1.0} 

where T(s) is the period of the cyclic loading, emax (0.5 < £max < 4.0) is the 
shear strain amplitude, and W(%) is the water content ratio of the mud. (Here, 
for convenience, the angular amplitude of cyclic shear load was replaced by the 
amplitude of shear strain). 

Equations (1) and (2) form a thorough rheological model for the soft mud. 
Their validity was well confirmed both qualitatively and quantitatively through 
trial hindcasting of experimental data. Examples of the calculated results are 
shown in Figs. 5, which corresponds to the measurements shown in Fig. 1 in the 

previous section. 
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Fig. 5 (a) Shear stress vs. shear strain 
(effects of the angular amplitude). 

Fig. 5 (b) Shear stress vs. shear rate 
(effects of the angular amplitude). 
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3. Water Content Changes in Bed Mud under Waves 

The water content ratio is an important factor affecting the rheological prop- 
erties of the mud. Recent studies revealed that the dynamic change in the water 
content ratio takes place in a mud bed as a result of wave action. The results 
of experiments by Shen et al. (1993) showed that both the mud self-weight and 
water waves play significant roles in the variations of water content ratio in mud 
layers. As compared with the solo consolidation under the self-weight, the wave 
action causes further complicated change in the water content ratio, including the 
densification in deeper lower layers of the mud bed and liquefaction or swelling 
in the near-surface layers. On the basis of these experimental results, a simple 
analytical model is developed for evaluating the temporal change in water content 
ratio in bottom mud layers under waves. 

3.1 Mechanism of Mud Densification and Liquefaction 
Figure 6 illustrates an idealized state of stresses in a mud bed under waves. 

With consideration for the different effects of wave-induced stresses in mud layers, 
wave action on a mud bed can be classified into two components which are called 
"pumping" and "shaking". The pumping means the process of compression and 
expansion in a mud bed due to the dynamic wave pressure, while shaking refers 
to the tangential action by the oscillatory bottom shear stresses and the gradient 
of dynamic pressure in the wave propagation direction. 

WAVE 
S WL 

WATER 

Pump i n g" 
'Shaking" 

siEEEp 
ma 

lilt 
wm ••SB 

mm 

;Hi#iilpfll mm 

Fig. 6 Idealized stress state in mud bed under waves. 

The downward transmission of the pumping and shaking action through the 
overlying water results in complicated processes in mud layers such as the oscil- 
latory motion of the bed mud, the erosion or settlement of mud particles, and 
the change of the mud bed structure. Therefore, the water content changes in a 
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mud bed is regarded as the combined results of the pumping and shaking due to 
waves. 

(a) Densiflcation by the Pumping Action of Waves 
It is said and often assumed that the effective stress in the underwater deposits 

remains unchanged even if the water level varies. However, it is not always true 
under wave action. According to Zen et al. (1993), the excess pore pressure and 
effective stress will be induced whenever the water surface elevation changes so 
quickly that the associated water pressure on the interface cannot be entirely 
transmitted into the deposits as the pore pressure. From this fact, the densiflca- 
tion of the mud layers can be regarded as the result of the pumping action due 
to waves. 

In this way the pumping action of waves may generally cause oscillatory change 
of the normal stress in a mud bed. As a result, the excess pore pressure and 
effective stresses may vary oscillatorily, and the bed mud is thus forced to condense 
and expand alternatively responding to the up-and-down motion of the water 
surface. During every wave period, a process of dewatering or densiflcation may 
occur since the volume compression rate of the mud is bigger than its expansion 
rate. The cyclic pumping action of waves will thus induce the densiflcation of the 
bed mud. 

(b) Liquefaction Due to the Shaking Action of Waves 
A well-known fact as for noncohesive sediment is that shear loading causes the 

increase in gross sediment volume, which is called dilatancy. In fact, dilatancy is a 
general soil property both for noncohesive and for cohesive sediments. Therefore, 
like the liquefaction of noncohesive sediment, the increase of water content ratio 
in near-surface mud layers can be reasonably interpreted as the dilatancy effect 
under the cyclic wave action. 

This phenomenon can also be regarded as a result of the exchange of water and 
mud particles. Parchure and Mehta, et al. (1985) has found that the erosion of 
cohesive sediment occurs if the shear force exerted on mud beds is large enough 
and it takes place much more easily under the cyclic action of waves. This is 
because the contacts between mud particles are weakened and the shear strength 
of the mud decreases under the action of external forces in particular under that 
of oscillatory forces like waves. Thus the mud particles are entrained into the 
water part and the water particles enter into the new-born pores where the mud 
particles lodged, resulting in the increase of the water content ratio in near-surface 
mud layers with the growth of erosion in the mud bed. 

3.2 Water Content Change Model 

On the basis of the above discussions, the water content change in a mud bed 
under wave action es+w can be divided into three parts, which are the consoli- 
dation by the self-weight ecs as well as the densiflcation eaw and liquefaction e\w 

due to waves. Accordingly, an analytical one-dimensional model is developed for 
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evaluating the vertical distribution of water content ratio in mud layers by the 
linear superposition of the three parts. 

Since the mud densification is similar to the soil consolidation and the liquefac- 
tion can be treated as its reversal process, all of these processes can be expressed 
by the conventional consolidation equation. 

A general equation for the consolidation of soft mud was given by Gibson et 
al. (1967) as 

8e Be k        da' de N d 

dt ' ~ 8z Pf (1 + e) de dz + {Ps- 'Pi)Je 
k de 

Pf{l + e)\ dz 
= 0 (3) 

in which e is the void ratio of mud, k is the permeability coefficient, a' is the 
effective stress, pj and ps are the densities of the water and mud, and z is the 
vertical coordinate measured from the rigid bottom elevation. Its linearized form 
can be written as 

de_      &e_ 

dt-°vdz2 for     0 < z < z0     and     t > 0 (4) 

where Cv (= kj [pj (1 + e)] (da'/de)) is the coefficient of consolidation, t denotes 
the time, ZQ is the thickness of mud layer at t = 0. 

For the consolidation due to the self-weight and densification caused by the 
pumping action of waves, the initial and boundary conditions are given as follows. 

1) Assuming that the distribution of void ratio e0 at t = 0 is uniform, the 
initial condition is 

e(z,0) — eo = const. (5) 

2) On the mud bed surface, the void ratio remains constant because the effec- 
tive stress is zero, i.e., 

e(z0,t) = e0 (6) 

3) At the rigid bottom underlying the mud, the impervious boundary condition 
is 

'£).-' <7» 
where /? is a constant depending on the void ratio distribution at the ultimate 
state of consolidation by the self-weight and densification due to waves, and is 
expressed as 

^ie^zfA+PL (8) 
A ZQA 

After simple manipulation, the solution of Eq. (4) for the void ratio is obtained 
as 

e(z,t) = e0 - 
z0 

1-7-2E 
cos 

ra=0 

zo 12    2 ^vt -z~ exp     -TO  7T   —r- 
mi'Ki \ ZQ 

(9) 
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where m = In + 1/2,   A = da'/de, and p0 is the amplitude of wave induced 
bottom pressure. 

Regarding the fact that the volume change of pore water in a mud bed com- 
pensates that of the mud eroded from the bed, the swelling of mud by the shaking 
action of waves can be derived as 

~ 9    °° 
Ae{z,t) = AeJ-—--£ 

,-,,,-,   71TTZ /    . .9 sin -^- I (n-nz§\1 
ZQ 

Z0 \\    Z0    J 
exp           C\t (10) 

where Aes is the change of void ratio on the mud surface expressed as in the 
above equations, C; (= h/[ps (1 + e)] (da'/de)) is the coefficient of expansion, N 
is the number of discretized points in the mud bed layers, and Az is the grid 
length in the z direction. The volume of mud particles entrained from the mud 
bed, VE, can be estimated by using an empirical formulas for the erosion rate E 
of mud particles (Parture and Mehta, 1985) as follows: 

V. = £(^)-E{^«p[.(,-r.)"l} <»> 
k=\   \       Is     I fc=l   l        's > 

where At is time interval, -ys is the unit weight of the mud, E0 is the floe erosion 
rate (g/cm2/s), a is a model constant, TJ is the wave-induced shear stress on the 
mud bed, and rc is the shear strength of the mud. 

From Eqs. (9) and (10), the change in water content ratio W in the mud bed 
can be calculated from, 

W(z,t) = e(z,t)^ (12) 

in which S is the saturation degree of the mud. 
The validity of the above model is examined through comparisons of the com- 

putations with the measurements by Shen et al. (1993). Figure 7 shows com- 
parisons between the calculations and measurements for the temporal change in 
water content ratio distributions under the conditions listed in Table 1. A good 
agreement is seen through the overall depth for each time step except for little 
discrepancy near the rigid bottom, where accurate measurement is generally dif- 
ficult. Hence it is concluded that if values of the model parameters are properly 
determined for a mud material of interest, this model can be used to evaluate 
the temporal change in water content ratio distributions under waves with an 
acceptable accuracy. 

Table 1 Computation conditions. 

W0     k/[pf(l + e)}    k,/[p,(l + e)]    X = da'/de T W 
(%)        (m4/kgs)           (m4/kgs)           (kg/m2) (s) (cm) 
174     3.6 x 10"11       2.4 x 10"11           35.0 1.02 4.5 
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Fig. 7    Comparisons of the change in water content ratio between the cal- 
culations and the measurement by Shen et al. (1993) 

4. Numerical Model of Mud Motion 

4.1 Model Equations 
A vertical two-dimensional numerical model for the interaction between waves 

and a mud bed is developed by incorporating the proposed rheological model and 
the water content ratio model with the Navier-Stokes equations. 

On the assumption that the convective acceleration is not significant, the lin- 
earized momentum equations and the continuity equation for the incompressible 
soft mud layer under waves are 

du dp 
'a   + ox 

dTzr. 
dz (13) 

P-n 
dp     drxz 

dz      dx 

= 0 

(14) 

(15) 

dw 
l~di = 

du     dw 

dx     dz 

in which p is the dynamic pressure, u and w are the velocity components in the 
horizontal x and vertical z directions, pm the mud density, and TXZ and TZX are 
the shear stresses which can be obtained by the proposed rheological model Eqs. 
(1) and (2). 

Equations (13) through (15) give a closed set of governing equations for u, w 
and p. With the non-slip condition (un = wn = 0) at the fixed bottom under 
the mud layers, the zero shear stresses (TD0 = TZX0 = 0) and pressure continuity 
conditions on the mud surface, and the periodic lateral boundary conditions, this 
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equation system can be solved numerically, for instance, by using the SIMPLEC 
algorithm. 

The coefficient of wave damping along the wave propagating direction, DH, 
can be estimated as 

1 dH 1       r+L fd    (du     dw\ L Lr(^+^)dzdx     (16) 
H dx      2ECgLJx      Jo     \dz      dx / 

The mass transport velocity of mud, U, is given as the summation of the Stokes 
drift Us arid the mean Eulerian velocity C/g, which are 

US = ^ fudt> + ^ fwdt' (17) 
ox Jo oz Jo 

,d2UE     dpmu2     dpmuw 

»^ = -dx~ + ^z- (18) 

where p' is the mean viscosity averaged over one wave period, 

rt+T cfrdt = i_ r*+T ^o 

TJt      dz TJt      (1+/?|7!) 
1   rt+T or        1   rt+T        wn 

p' = ~        %-dt = ^ / *dt (19) 
^     TJt      dz        TJt      (\ + 8\^\)2 y   ' 

4.2 Comparisons with Results of Experiment 
In order to verify the above-described numerical model, results of calculations 

are compared with those of experiments by Sakakiyama and Bijker (1989). Fig- 
ures 8 and 9 give examples of the comparisons with respect to the wave height 
distribution and the vertical profile of mud mass transport velocity. Agreement 
is very good for the mass transport velocity distribution, while the wave damping 
is slightly underestimated by the present model. 

To examine the effect of water content ratio on the motion of bed mud, the 
change of the mud mass transport velocity in response to the temporal change in 
water content ratio is evaluated as an example. Figure 10 is the predicted mass 
transport velocity that corresponds to the evolution of water content ratio shown 
in Fig. 11. It can be seen in these figures that the temporal change in the water 
content ratio naturally has effect on the mud mass transport but it is not very 
significant as far as under the conditions in this example. 

5. Conclusions 

The soft mud is characterized by the very complicated visco-elasto-plastic prop- 
erties in response to the cyclic action of external forces. In addition, the mud 
properties are significantly influenced by the water content ratio as well as the 
period and amplitude of cyclic loading. The proposed empirical rheological model 
can be regarded more general than most of previous ones, although the formulas 
for the model parameters may not be directly applicable to actual coastal mud. 
The temporal change in the mud water content ratio under waves has also been 
studied and formulated as a simple analytical model.   By incorporating these 
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models with the Navier-Stokes equations, a vertical two-dimensional numerical 
model has been constituted to simulate the interaction of waves and mud. It has 
been verified that the proposed models can reproduce satisfactorily the rheologi- 
cal properties of mud, the temporal change in the water content ratio as well as 
the mud mass transport velocity under waves. 
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CHAPTER 324 

COUNTERMEASURES AGAINST WIND- 
BLOWN SAND ON BEACHES 

— A short summary of the present state-of-the-arts 
and introduction of new methods — 

Shintaro Hotta* 
and 

Kiyoshi Horikawa** 

Abstract 

Characteristics and functionings of prevention works for 
wind-blown sand are briefly reviewed and discussed. Then, 
guidelines for their use are given. In addition, new prevention 
works, including trench, movable porous sand fence, and large-scale 
sand ripples, are proposed according to the result of recent 
research. 

I. Introduction 

One of the important problems in beach stabilization is how to control wind- 
blown sand. Typical problems concerning blown sand are preservation and 
promotion of the growth of dunes, prevention of channels, inlet and river mouth 
closure, protection of residential and cultivated land from contamination by sand, and 
so on. Many kinds of works for preventing blown sand have been employed all over 
the world. However, no general criteria or technical standards for the use of 
prevention works exist at present. Therefore, the main objectives of this study are 
to summarize the operational characteristics of prevention works for wind-blown 
sand and to provide specific guidelines for their use. 

Attempts are made (1) to systematize and classify prevention works for wind- 
blown sand according to their functioning, and (2) to evaluate conventional 
prevention works. In addition, (3) new prevention works are proposed according 
to studies recently carried out. 

II. Functioning and Classification of Prevention Works for Wind-Blown Sand 

Prevention works for wind-blown sand might have the following two 
functions: one is to restrain and stop the generation of blown sand, and the other is to 
trap the blown sand at the upwind side and to store the blown sand at a given location 
so that it is not transported further downwind. Hereafter, in short for later 
convenience, the former function will be known as a restrain function and the latter 
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Narashino-dai 7-24-1, Funabashi, ChibaPref., 274, Japan. 
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President of Saitama University, Shimo-Okubo, Urawa, Saitama Pref., 255, Japan 
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function as a trap and fixation function. If a prevention work has a perfect restrain 
function and can fully stop the generation of blown sand, the work does not need the 
trap and fixation function. However, it is usually difficult to perfectly stop the 
generation of blown sand by using a certain prevention work which has the restrain 
function. It may be expensive or it may prevent an effective use of the beach if we 
intend to completely stop the generation of blown sand. In such cases, it may be 
recommendable from an engineering point of view to employ a prevention work 
which has the trap and fixation function at the downwind site while it may permit the 
generation of blown sand by decreasing the restrain function, which could be done 
through changing the kind of prevention work used or downsizing the scale of the 
prevention work. 

The restrain function can be provided by the following methods. One 
method is to increase the resistance force to the wind which acts on the sand surface 
and sets sand grains on the surface into motion as blown sand. Another method is 
to decrease the wind speed that acts near the sand surface to a level so that the sand 
grains can not begin to move. Examples of methods for increasing the resistance 
force of the sand surface are spraying water (fresh or salt) or coagulant on the surface 
and replacement of surface sand. To decrease the wind speed (or the shear stress) 
that acts on the sand surface, methods to be considered are placing fences, planting 
shrubs or trees, and covering by grass, nets or mats in order to shut off the wind 
from direct action on the sand surface. 

Two cases are considered for the trap and fixation function. The first case is 
the forced trap and fixation function that traps coercively blown sand in the air 
without changing of the basic motion of the sand grains and brings them to rest. 
The second case involves trapping or bringing to rest the blown sand grains by means 
of decreasing the wind speed. Cases that catch blown sand grains with streamer- 
type traps or adhere blown sand grains to a plate coated by an adhesive are considered 
as cases where the forced trap and fixation function acts. However, it is not 
possible to trap and store a large amounts of sand by these methods. Thus, these 
methods can not be employed for engineering use. Another case is where blown 
sand grains strike a fence stretched by a net with a small mesh and with a high 
porosity, where the porosity is defined as the ratio of open space area to total 
projected area, drop and come to rest at the foot of the fence. In this case, we may 
think of the fence as having the forced trap and fixation function because the fence 
does not disturb the wind flow and the motion of the sand grains in the air 
significantly. Such a fence can be applicable for engineering use since the fence can 
be constructed easily. A trench (which will be described in Section IV) several 
meters wide and deeper than 1 m can trap almost all blown sand (nearly 100 % of the 
total amount) without disturbing the wind field (Horikawa et al, 1984). The trench 
stops coercively the motion of sand grains in the surface creep and saltation at the 
upwind tip of the trench. Therefore, we may regard the trench as having the forced 
trap and fixation function. However, inside the trench the wind speed becomes low 
and sand grains dropped into the trench come to rest. Thus, the trench also has the 
function of trapping sand by reducing the wind speed. 

Prevention works which have the trapping function by reducing the wind 
speed are fences, foredunes (artificial embankments), planting shrubs, conservation 
forests for wind-blown sand, artificial large-scale sand ripples, and movable porous 
fences. 
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An attempt to systematize and classify the prevention works according to their 
functioning is given in Fig. 1. In Fig. 1, the prevention works involving trenches, 
artificial large-scale sand ripples, and movable porous fences are those proposed by 
the present authors for future use, and they are described in more detail in Section IV. 

The prevention works normally employed have both the functions of restrain 
and of trap and fixation, although some prevention works only have either the 
function of restrain or trap and fixation. Therefore, the fundamental rule for 
employment of prevention works is to use more than one type of works, considering 
the conditions for the generation of blown sand and the general purpose of the works, 
aiming for the works to perform both functions as effectively as possible. 

Functioning and Classification of 
Prevention Works for Wind-Biown Sand 

Prevention works 
for wind-blown sand 

Works with function to 
restrain generation of 
sand movement by wind 
(restraining function) 

Works with function to 
trap and force blown 
sand at rest (trapping and 
resting function)  

Increasing 
resistance 
force of sand 

Decreasing shearing 
force to act on sand 
surface 

Forced trapping and 
resting 

Trapping by reducing 
wind speed and resting 

Spray of water • Fence • Trench • Fence 
(freash or salt) • Planting (sand grass • Fence with high • Foredune (artificial 
Spray of and shrub) porosity embankment) 
coagulant • Covering (by net, • Planting shrub 
Replacement straw-mat, hay) • Artificial large-scale 
of surface sand • Conservation forest sand ripples 

• Movable porous fence 
• Conservation forest 

Fig. 1    Functioning and classification of prevention works for wind-blown sand. 
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III. A Brief Summary of Operational Characteristics and Guidelines for Use of 
Prevention Works 

The prevention works commonly employed worldwide are sand fences, 
foredunes (including artificial embankment quickly constructed by earthmoving 
machines), vegetation (planting sand grass or shrubs), and coastal conservation 
forests. The characteristics and guidelines for practical use of these prevention 
works are briefly summarized in the following sections. 

III. 1    Sand Fence 

The sand fence is the most commonly employed prevention work throughout 
the world. Many types of sand fences of varying shape and materials have been 
designed and employed adapting to the local conditions. The characteristics and 
guidelines for practical use of sand fences are relatively well understood. Hotta, 
Kraus and Horikawa (1987) made a critical review of the literature about single row 
sand fences. They summarized its characteristics and gave guidelines for practical 
use. 

In the guidelines they gave it is recommended to use fence with material of 
wooden plate, fern, reed, brush, and bamboo which rapidly decompose, expecting 
that the sand fence will be left in the accumulated sand after the fence is buried. 
However, if the sand fence is used as a collecting device to interrupt the blown sand 
intruding into residential area or cultivated land, and if it is planned to remove the 
accumulated sand for long-term use, it is recommended to use long-life fabrics or 
metal as the fence material. 

For multi-row sand fences, Hotta, Kraus, and Horikawa (1991) also gave a 
review that concerned the forming of foredunes. Studies regarding multi-row sand 
fences are limited and many of these studies are not explaining the functioning well. 
Hotta et al. (1992) found important facts about two-row sand fences by means of a 
wind-tunnel study. The experiment showed that the fence placed downwind would 
not function to collect blown sand until the fence placed upwind was buried and lost 
its collecting ability when two-row fences were placed at intervals shorter than 10//, 
where H is the height of the fence. This means that two-row fences have no 
advantage when it comes to collecting blown sand. However, experiments carried 
out by Manohar and Braun (1970) showed that multi-row sand fences were effective 
when the wind was strong. Further studies are needed to understand the 
characteristics of multi-row sand fences and this should be done in the near future. 

III.2    Foredune (artificial embankment) 

In order to control blown sand, formation of a dune by means of repeated 
employment of sand fences has been carried out for a long time. The dune formed 
is usually called a foredune. However, at present formation of a dune is often 
carried out quickly by using earthmoving machines, and vegetation work is used on 
the dune surface. A dune formed artificially by construction machines is normally 
called an artificial embankment. 

It is often assumed that the function of a foredune or artificial embankment is 
almost the same as a non-permeable solid fence. But, the dune has a certain crown 
width and slopes on both the upwind and downwind sides.    Thus, the foredune 
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probably has a somewhat different function from the non-permeable fence. Figure 2 
shows a schematic illustration of the wind flow field and sand accumulation 
characteristics around an artificial embankment. The wind speed profile in the 
vertical direction begins to distort at a location A affected by the existing embankment. 
A domain where the wind speed is reduced is formed at the foot of the embankment 
(around a location B). However, at the upper part of the front slope, the wind will 
accelerate and the wind speed at the front shoulder of embankment C becomes around 
1.2 - 1.8 times of that if no embankment exists. A large circulation cell is formed 
downwind of the embankment. The wind profile will recover at a location F 
because of energy supplied from the upper layer. A foredune can catch and store a 
large amount of blown sand in the wind-reduced domain at the foot, if the foredune is 
sufficiently high. However, sand is transported beyond the foredune when the 
wind-reduced domain is filled up by the trapped sand and the storage capacity is lost. 

7777777777777777777777777777. ''77777777777777777777777777777} 
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Fig. 2   Schematic illustration of the flow field around an embankment. 

There is also a possibility that sand is transported beyond the foredune when 
the surface of the front slope is bare or paved with some hard material. This can be 
explained by considering the sand grain motion. A large portion of the sand is 
transported in a mode of saltation. The sand grains which fall on the hard slope 
surface can rebound easily and continue the saltation motion. During their stay in 
the air, sand grains in saltation are accelerated by the wind, and the possibility for the 
motion to continue increases. Then, sand grains may eventually reach to the top of 
the foredune. When the surface of the front slope is vegetated by grass or shrubs, 
the vegetated surface can stop the motion of sand grains and store the grains in the 
space of the vegetation body. The foredune (or artificial embankment) can control 
the blown sand as long as the foredune does not lose its storage capacity at the foot 
and the vegetation on the front slope surface is not buried. Studies concerned with 
the function of the foredune or embankment for controlling blown sand are limited. 
Figure 3 shows an example of equi-ratio curves of wind speed reduction in front of 
an embankment from an experiment by Hotta and Horikawa (1990a). Figure 4 
shows the sand accumulation process in front of an embankment under the wind 
condition corresponding to Fig. 3 (Hotta and Horikawa, 1990b). Note that the 
scales in the vertical and horizontal directions are not the same in Figs. 3 and 4 and 
that the figures are distorted. 
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Fig. 3 Equi-ratios curves of wind speed reduction in front of an   embankment. 
(After Hotta and Horikawa, 1990a) 

-15H -10H -5H 

Fig. 4 The sand accumulation process in front of an embankment. 
(After Hotta and Horikawa, 1990b) 

III. 3    Vegetation Work 

Vegetation is one of the most popular prevention works for controlling blown 
sand and it has been employed all over the world from early times. Vegetation work 
has both restrain and trap and fixation functions. Plants (sand grass and shrubs) 
that cover the sand surface can restrain the generation of blown sand by preventing 
the wind from acting directly on the surface, and can also trap and fix the blown sand 
with decreasing wind speed. We can expect a considerable storage capacity for 
shrubs but not so much for sand grass. The fundamental property required for 
plants employed in vegetation work is that the rate of growth must be bigger than that 
of sand accumulation. We can no longer expect any ability for controlling blown 
sand when plants are buried. There are many previous examples of vegetation 
works used in the field.    The works sometimes succeeded but they occasionally 
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failed. The circumstances surrounding plant growth involve many factors such as 
weather condition, bed material, and character of plants. No guidelines for 
engineering use exist at present. The most suitable plants for selection may be the 
ones that grow at the site under consideration. 

III.4    Coastal Conservation Forest 

On many beaches a coastal conservation forest is often planted for several 
purposes. One of the most important purposes of a conservation forest is to control 
the wind-blown sand. We can regard the conservation forest as an aggregate of 
porous fences. Therefore, the function of a conservation forest is almost the same 
as a porous fence. However, the domain where the wind is reduced is much larger 
for a conservation forest than for porous fence, since the trees composing the 
conservation forest are considerably higher than a porous fence, and the forest has a 
certain width. The boundary towards the beach-end at the seaside edge of the forest 
is a battle field where the trees fight back against the penetration of blown sand. 
Therefore, to keep the primary function that a conservation forest should control 
blown sand, the trees planted at the seaside boundary must grew up above the 
thickness of the accumulating sand layer occurring during strong winds. Growth of 
trees is usually slow and trees at the seaside boundary are always exposed to the risk 
of withering due to the attack of the strong wind, blown sand, and salt transported 
from the sea. Therefore, it is not wise to only use conservation forests for 
controlling blown sand. In general, sand fences or a foredune will be placed to 
prevent the withering of the trees. Then, we may as well consider that a 
conservation forest provides protection in emergency situations. 

Trap and fixation function of a conservation forest depends on the height of 
the trees, planting distance, kind of tree, and width of forest. To control blown 
sand satisfactorily, a width of the forest of more than 100 m is required. 

III. 5    Other Prevention Works 

It is a technique commonly employed to spray water on the ground surface to 
reduce the dust generation when the surface becomes dry and dusty during windy 
days. Spraying water increases the resistance force against the wind, and 
suppresses the generation of blown sand, or decreases the amount of sand 
transported. However, in our review, we could not find any examples where 
spraying water was employed for controlling wind-blown sand, although we found 
an example where fresh water was sprayed or showered by sprinkler or portable 
shower vehicles for washing down salt adhered to leaves of pine trees growing in a 
conservation forest. Taking care of conservation forests by showering fresh water 
will be reported in detail by the same authors in the near future. We could not find 
any examples where coagulant was sprayed for controlling wind-blown sand, 
although we found several examples of spraying coagulant containing fertilizer for 
promoting vegetation work. We suppose that usage of coagulant will not be 
recommended because it may contaminate beach sand and obstruct a comfortable use 
of the beach. 

Covering work by net, hay, straw-mat, and others have often been employed 
to restrain wind erosion of the ground surface. However, it is difficult to cover a 
large area of the ground surface, such as the beach, and it is also expected to be costly. 
We can not ignore that there is an engineering possibility to cover a whole beach 
surface by a kind of plastic net for effectively controlling blown sand.    But, the 
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problem has not been studied fully yet    Employment of covering work should be 
limited to small areas. 

IV.    New Prevention Works 

Based on previous studies carried out by the present authors, we would like 
to propose the following three new prevention works: trench, movable porous fence, 
and artificial large-scale sand ripples. These three type of works will be discussed 
in the following sections. 

IV. 1   Trench 

The idea of a trench in prevention work for wind-blown sand is based on 
long-term experience and results from our previous studies. Iwagaki(1950) studied 
the phenomenon of blown sand by using diffusion theory. He predicted that (i) the 
flying distance of a sand grain in saltation motion was rather short, and that (ii) over 
97 % of the sand grains in saltation fell within a range of 5 m from the end of the 
sand bed when the bed abruptly disappeared like at the shoreline. As a verification 
of his predictions he pointed out that cultivated land in a sandy beach of Tottori 
Prefecture where it is facing Japan Sea, was protected from the blown sand by 
excavating a stream upwind, letting sand grains fall into the stream, and returning the 
sand to the sea. Considering these results, Horikawa et al. (1994) tried to measure 
the sand transport rate by using a trench which was 1 m deep and several meters wide 
in the field. The measurements showed that the trench trapped almost 100 % of 
blown sand transported. Hotta and Horikawa (1993) measured the flying distance 
of sand grains in saltation using a large wind tunnel. They found that the flying 
distance for an amount of over 95 % of the blown sand was smaller than 1 m. 
Using the same technique as Hotta and Horikawa, Shiozawa et al. (1993) measured 
the flying distance of blown sand at a real beach. They found the same result as 
Hotta and Horikawa (1993). Therefore, the present authors concluded that the 
trench could be employed as a prevention work for wind-blown sand and propose to 
use a trench practically in the field. However, it is not clear how many meters of 
trench width that are suitable. Horikawa et al (1996) carried out a wind tunnel 
experiment and a numerical experiment to determine the flow field in an open cavity. 
They found that a width of about 5 or 6 meters would be acceptable when the trench 
is dug deeper than 1 m. An example of how to use a trench for control of blown 
sand can be seen in Fig. 7. 

IV.2   Movable Porous Fence 

This method is based on a simple idea. It is an attempt to erect or place a 
temporary fence, which is not large and can be movable, on the beach sand surface 
where the blown sand is generated during the windy season. After the windy 
season has passed, the fence should be removed to a storage for usage the next windy 
season. When a strong wind blows, blown sand will be generated even though the 
sand surface is wet (Hotta et al, 1984). The problem with blown sand is usually 
most serious when the wind blows from the offshore to the inland. Therefore, the 
fence should be placed near the inland side of the shoreline where the blown sand is 
generated, although we have to consider the risk that the fence may be attacked by the 
runup waves during stormy sea conditions. Figure 5 shows a sketch of a test 
manufacture of a fence. 
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Net or Screen 

Fig. 5   A test manufacture of a movable porous fence. 

IV.3   Artificial Large Scale Sand Ripples 
This type of works is based on the same idea as the trench; that is , the flying 

distance of a sand grain in motion is not so long as described in Section IV. 1. The 
work is simple, and the purpose is only to form giant ripples 2 or 3 m high and 
several meters long, as shown in Fig. 6, on the beach surface by using earthmoving 
machines such as power shovels or backhoes. The blown sand generated from the 
crest part of the giant ripple falls into the following trough part downwind. The 
sand is not transported beyond the next crest until the trough fills up. The blown 
sand will be generated on the whole beach surface and the sand will be transported 
into the inland when the trough is buried. We must form the ripples again as soon 
as the trough is buried. This type of works means that the blown sand generated 
from a small area is caught in a short distance downwind and brought back to the 
original place. 

Wind 

N 

Fig. 6   A schematic illustration of artificial large scale sand ripples. 
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IV   Systematical Use of Prevention Works 

Figure 7 shows an example of the systematical use of conventional and new 
prevention works for wind-blown sand. Movable porous fences are placed on the 
part of the beach neighboring the shoreline where the blown sand is generated. 
When fences are buried to more than about two-third of their height, the fences must 
be pulled up. Then, the fences will recover their restrain and trap and fixation 
functions. A trench traps the blown sand which pass through the fence field. A 
fence erected at the downwind tip of the trench with a low fence porosity has a 
tendency to accumulate sand in front of the fence (Hotta and Horikawa, 1990b). 
Therefore, we can expect that over 90 % of the amount of the total blown sand can be 
trapped as far as where the fence is erected at the downwind tip of the trench. 

We may remove the sand stored in the trench by using earthmoving 
machines as a power shovels or backhoes. But, we can also remove sand by using 
sea water, as described in Fig. 7. The sea water is withdrawn from outside the 
breaker point, flushing the water in the trench, and draining away the sand at the 
shoreline. Instead of using seawater, we can also use water from the landside, if 
enough water is available. 

A small amount of blown sand in suspension can be transported beyond the 
fence. Prevention works arranged behind the trench must control the sand that pass. 
In the wind field around an embankment, a wind-reduced domain is formed at the 
foot of the embankment. The domain has a possibility to store the blown sand. 
Shrubs and grass on the slope of an embankment weaken the wind, and catch and 
store the blown sand. 

The crown of the embankment may be used as a bicycle road or walking 
road. At the seaside shoulder of the embankment the wind accelerates. To 
moderate the wind, placement of a fence with a median porosity is recommended. 
The fence height should be lower than 1 m to maintain a good view. 

At the landside shoulder of the crown, placement of a relatively high fence is 
recommended to reduce the wind and to protect the inland. A low porosity fence is 
recommended for the upper part of this fence. 

V.    Concluding Remarks 

The characteristics of prevention works for wind-blown sand have mainly 
been studied in the field of agricultural engineering, forestry, geomorphology and 
coastal engineering. Studies have been carried out both in the wind tunnel and in the 
field. The results obtained were qualitative and quantitative evaluations of the 
effectiveness of the prevention works are scarce. The phenomenon is so 
complicated that theoretical analysis will be difficult. To evaluate the effectiveness 
of prevention works quantitatively, systematical and well controlled wind tunnel 
studies or field studies are needed, although numerical experiment based on the 
detailed description of the fluid dynamics in computers can assist our understanding. 
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CHAPTER 325 

Sea breeze Effects on Nearshore Coastal Processes 

Charitha Pattiaratchi1 and Gerhard Masselink2 

Abstract 

The sea breeze, created by the diurnal solar heating 
and cooling cycle, is a well known meteorological 
phenomenon and occurs globally on a regular basis with 
varying intensity. The impact of the sea breeze system 
on nearshore coastal processes and sediment budget has 
received very little attention. In this paper, field 
data collected from two micro-tidal coastal regions: 
south-western Australia and Sri Lanka, are presented to 
illustrate the importance of the sea breeze system in 
these regions. It is shown that the rapidly changing 
wave climate, generated by the sea breeze, increases 
the cross-shore and longshore currents and sediment 
suspension on the beach. This results in an increase 
of the longshore sediment flux by up to a factor of 
100. The effects of the sea breeze may be present up 
to 10 hours after the cessation of the sea breeze. The 
sea breeze system plays a major role in the coastal 
sediment budget in these regions. 

1 Senior Lecturer, Department of Environmental 
Engineering, Centre for Water Research, The University 
of Western Australia, Nedlands 6907, Australia. 
2 Research Fellow, Department of Environmental 

Engineering, Centre for Water Research, The University 

of Western Australia, Nedlands 6907, Australia. 

4200 



SEA BREEZE EFFECTS 4201 

Introduction 

On micro-tidal wave dominated beaches, morphological 
change is primarily induced by variations in the 
incident wave climate. These variations are usually 
ascribed to the passage of storms. A neglected source 
of change to the wave field is the diurnal sea breeze, 
generated by the differential solar heating of the land 
and ocean, which could be obscured by the presence of 
high-wave energy levels or tidal effects. The sea 
breeze is a dominant feature along tropical and sub- 
tropical coastlines and occur along two thirds of the 
earth's coastlines (Abbs and Physick, 1992; Simpson, 
1994) . In these areas wind waves generated by the 
local sea breeze can contribute significantly to the 
temporal variation in the incident wave climate. In 
this paper, field studies undertaken in south-western 
Australia and Sri Lanka are presented to demonstrate 
the importance of the sea breeze system on the 
nearshore region and, in particular, the coastal 
sediment budget. 

Data presented in this paper were collected during 
three field experiments. Two of these experiments were 
undertaken at City Beach, Western Australia (Figure 1) 
on 23 January 1992 and 3-9 March 1994. The third 
experiment was conducted in Ambakandawila, located to 
the south of Chilaw along the west coast of Sri Lanka 
(Figure 2) . Both sites are located on a relatively 
straight, north-south oriented shoreline far from any 
engineering structures and are micro-tidal (tidal range 
< 0.7 m at spring tides). However, in Western 
Australia, the tide is diurnal whilst in Sri Lanka the 
tide is semi-diurnal. The swell waves approach the 
beach from the south-west at both sites but the 
direction of the wind (sea breeze) waves differ due to 
the different direction of the sea breeze. In Western 
Australia, the sea breeze blows parallel to coastline 
from the south (an explanation for this effect is given 
in Pattiaratchi et al. , 1997) and thus the sea breeze 
generated waves approach the beach with a crest of 
angle 70° (from south-south-west) . In Sri Lanka, the 
sea breeze (in January) blows from north-west and the 
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sea breeze generated waves also approach from the same 
quadrant. The occurrence of sea breezes in both of 
these regions is well known to local residents and 
fisherman in these regions. In Western Australia, the 
sea breeze is called the 'Fremantle Doctor' due to 
cooling effect of the breeze during the summer. In Sri 
Lanka (in the Chilaw region), the sea breeze is termed 
Kode by the fisherman. 

Western Australia 

3210- 

Craa-ihat. ttwtontt rttatiw to trmpnrary brnchnatk (m) 

—20-   Bathymetric contours in metres 
Q    Reef 

10 km 

Figure 1 - Location of City Beach, Western Australia 
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Figure 2 - Location of Ambakandawila, Sri Lanka 

Although the sea breeze is a global phenomenon, it's 
intensity, which depends primarily on the land-ocean 
temperature gradients, varies geographically. The 
field data presented in this paper were collected under 
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sea breeze speeds between 7 and 12 ms"1. To allow 
comparison with other regions, the following maximum 
speeds, recorded during the sea breeze, have been 
reported: 14 ms-1 in Barcelona, Spain (Redano et al. , 
1991); 10 ms-1 in Greek waters (Prezerakos, 1986; 
Balopoulos et al. , 1986); 9 ms"1 near Kingston, Jamaica 
(Huntley et al., 1988); 8 ms-1 in Tokyo (Yoshikado and 
Kondo, 1989) ; 7 ms"1 in Monterey, California (Banta, 
1995);.and, 5 ms"1 in Santa Rosa Island, Florida (Sonu 
et al., 1973) . 

Methodology 

The data presented in this paper were all collected 
using the 'S-probe', an instrument package, developed 
at the Centre for Water Research, University of Western 
Australia. It consists of a Digiquartz pressure 
sensor, a Neil Brown ACM2 acoustic current meter and 
three optical backscatterance sensors. The pressure 
sensor was mounted 0.3 5 m from the sea bed, whereas the 
two-dimensional, horizontal current velocity was 
recorded 0.2 m above the bed. The optical 
backscatterance (OBS) sensors measured the suspended 
sediment concentration (SSC) at 0.025 m, 0.125 m and 
0-. 275 m from the bed. The data were transferred via a 
cable connected to a shore-based computer and logged at 
a sampling rate of either 5 Hz (exp. 1) or 2 Hz (expts. 
2 and 3). The S-probe was deployed in the surf zone at 
each of the study sites. Calibration of the OBS 
sensors was conducted with sand samples collected at 
the survey site, using the methods and apparatus 
similar to that described by Ludwig and Hanes (1990). 
Analysis of the water surface elevation, current 
velocity and suspended sediment concentration records 
were carried out on time series of 2048 points 
(approximately 7 or 17 minutes). Although additional 
data (e.g. offshore wave climate, beach ground water 
levels, instantaneous shoreline, beach morphology 
changes etc) , have been collected at each of these 
sites only data collected by the S-probe is presented 
here. More comprehensive account of the data sets from 
City Beach may be found in Pattiaratchi et al. (1997), 
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Masselink and Pattiaratchi, (1997),  Masselink et al. , 
(1997). 

Data obtained from City Beach on 23 January 1992 
(expt 1) is limited to four hours after the onset of 
the sea breeze. After this time, the S-probe could no 
longer be maintained in an upright position due to the 
extremely energetic surf zone conditions. However, 
continuous data over 3 sea breeze cycles are available 
from the subsequent survey from City Beach, 3-9 March 
1995 (expt 2) and over two days from Ambakandawila, Sri 
Lanka, 18-20 January 1996 (expt 3). 

Results 

Experiment  1:   City Beach,   WA  -  23  January 1992 
Time series of wind speed and direction obtained on 

this day indicate a typical sea breeze cycle 
characterized by weak offshore winds in the morning and 
early afternoon, and a strong sea breeze starting at 
1445 hours which continued into the evening (Figure 3) . 
Wind speeds associated with the sea breeze exceeded 10 
ms"1 and occur frequently in the summer months in this 
region. The direction of the sea breeze was 
consistently from the south and hence the sea breeze 
was blowing parallel to the shoreline, a feature of the 
sea breeze system in this region (Pattiaratchi et al. , 
1997). 

Changes in wind speed and direction are reflected in 
the incident wave field, nearshore currents and 
suspended sediment concentrations (Figure 3). Prior to 
the sea breeze, small-amplitude swell (Hs=0.4 m) with 
zero-upcrossing periods (Tz) of 7-8 s were present. 
Mean cross-shore (offshore) and longshore (northerly) 
currents were less than 0.05 ms"1 and 0.1 ms-1, 
respectively whilst the mean SCC at a distance of 0.275 
m above the bed was about 1 gl"1. Sediment was only 
re-suspended during the passage of large waves in wave 
groups. The onset of the sea breeze induced an almost 
instantaneous change in the nearshore hydrodynamics. 
The wave height increased (Hs = 0.7 m) , the wave period 
decreased and assumed a constant value (T7=4 s) within 
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one hour of the start of the sea breeze. Offshore- 
directed cross-shore currents in the surf zone rapidly- 
increased in strength to a maximum of 0.16 ms"1 and the 
northerly longshore current progressively increased and 
exceeded 1 ms-1. Sand was continuously re-suspended by 
the waves and the amount of SSC in the water column (at 
0.275 m) increased seven-fold to 7 gl_1. The surf zone 
averaged northward longshore suspended sediment 
transport rate increased from approximately 1 kg s-1 

before the start of the sea breeze to 100-200 kg s_1 

during the sea breeze, an increase by a factor of 100 
(Figure 3) . 

Experiment  2:   City Beach,   WA   -   4-6 March  1995 
The results from this experiment are essentially the 

same as that for experiment 1. However, due to weaker 
sea breezes (max 7 ms-1) , the hydrodynamic changes 
induced by the sea breeze were less extreme. 
Continuous measurements of three successive sea breeze 
cycles were made and these enabled the investigation of 
the recovery period of the wave conditions after the 
cessation of the sea breeze. Prior to the sea breezes, 
offshore winds prevailed with speeds of 2-3 ms-1. All 
three sea breezes persisted for approximately 7 hours 
and a relatively constant wind speed of 5-7 ms"1 was 
maintained. After the onset of the sea breeze, 
immediate changes occurred to the incoming wave field 
with a decrease in Tz from 10 to 5 s and an increase in 
the longshore current velocity to 0.15-0.2 ms-1. 
Around 2045 hrs each day, the sea breezes stopped. The 
wind direction gradually shifted back to the east and 
the wind speed decreased to < 4 ms-1. Tz increased and 
the longshore current velocity decreased immediately 
after the sea breeze had subsided. Around 0600 hrs on 
the following day, nine hours after the end of the sea 
breeze, the wave period and the longshore current 
velocity had reached pre-breeze levels. 

Energy spectra of the cross-shore current were 
computed to construct a three-dimensional time- 
frequency plot to illustrate the change in spectral 
signature over the second sea breeze cycle (Figure 4). 
The cross-shore current data were used, rather than the 
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Figure 3 - Time series results for Experiment 1. The 
vertical dashed line indicates the start of sea 
breeze. 
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water surface elevation because they show more clearly 
the short-period wave energy caused by the sea breeze 
(frequency > 0.15 Hz). The long-period background 
swell is present in the time-frequency plot in the form 
of a linear ridge at frequency 0.07-0.1 Hz. The peak 
period associated with the swell energy was 12 s and 
remained relatively constant. After the onset of the 
sea breeze, wind wave energy begins to emerge at the 
high-frequency end of the spectra, indicating peak wave 
periods of 2.5 s. During the sea breeze, the frequency 
associated with the wind waves decreased progressively, 
forming a curved ridge in the frequency-time plot. At 
the end of the sea breeze (2100 hrs) , the wind wave 
energy was concentrated around a frequency of 0.2 5 Hz, 
indicating a peak period of 4 s. After the sea breeze 
had subsided, the wind wave energy gradually decreased, 
but remained significant. The frequency associated 
with the wind wave energy decreased to 0.15 Hz, merging 
with the swell energy. Fifteen hours after the 
cessation of the sea breeze (1200 hrs 08/03/93), there 
was still some wave energy present which was generated 
by the sea breeze in the nearshore zone. This implies 
that the effect of the sea breeze on the nearshore 
hydrodynamics may be felt continuously during the sea 
breeze season (summer). 

08/03/95 

0.25 

Frequency (Hz) 

03 0.35 0.4 12:00 his 

Figure 4- Time frequency plot of cross-shore currents 
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Experiment   3:   Ambakandawila,   Sri   Lanka   - 18-20   January 
1996 

Data collected from this experiment has not been 
thoroughly analysed and only a preliminary description 
is given here. On 18th January 1996, the sea breeze 
started at 1415 hours and 30 minutes later reached a 
maximum speed of 10-12 ms"1. Continuous wind data is 
unavailable at present and the wind speeds quoted here 
were obtained using a hand-held anemometer on the 
beach. Coincident with the increase in wind speed, the 
longshore current increased from 0.05 to 0.75 ms"1 and 
then decreased just before midnight (Figure 5) . The 
cross-shore currents (max = 0.23 ms"1) and SSC (max = 
3.8 gl"1) indicated a similar trend (Figure 5) . Pre- 
sea breeze values were reached prior to midnight. The 
exact time of the sea breeze cessation is unknown at 
present. 

On the following day (19th) the sea breeze started 
earlier, at 1215 and continued blowing at 6-7 ms"1 

throughout the afternoon. Here, although the sea 
breeze was weaker than the previous day, the recorded 
maximum values are higher (Figure 5) : the longshore 
current max. is 0.80 ms"1; max cross shore current 0.35 
ms"1; and, max. SSC 4 gl"1. As per previous day, all 
values had returned to pre-sea breeze levels before 
midnight. On both days, the longshore suspended 
sediment flux (southward) increased by a factor of 60 
during the sea breeze. 

Discussion 

This paper summarizes the results of three field 
experiments aimed at investigating the impact of sea 
breeze activity on nearshore processes. The findings 
are similar to those of Sonu et al. (1973), to date the 
only other study into sea breeze effects. In summary, 
the sea breeze results in: (1) an increase of the wave 
height; (2) a decrease in the wave period; (3) an 
intensification of the nearshore currents; and, (4) an 
increase in suspended sediment levels and suspended 
sediment transport. In Western Australia, due to the 
predominantly longshore component of the sea breeze, 
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Figure 5 - Time series of cross-shore and longshore 
currents and SSC from Ambakandawila, Sri Lanka. 

the nearshore hydrodynamics are affected long after the 
sea breeze has ceased to blow.   Sonu et al.  (1973) 
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refer to this as the "afterglow effect". Preliminary- 
data from Sri Lanka, shown here, indicate that the 
impact of the sea breeze did not persist after midnight 
although visual observations of wave direction on the 
following morning indicated waves approaching from the 
direction of the sea breeze. Both the strength and 
consistency of the sea breeze, and the afterglow effect 
contribute to the important role that the sea breeze 
plays on the nearshore processes in both regions. 

The sea breeze induces a diurnal cycle of beach 
change by causing erosion of the upper part of beach 
and/or planation of beach cusp morphology (Masselink et 
al. , 1997). These changes are reversible in that the 
beach is usually restored to its pre-breeze state after 
the cessation of the sea breeze Pattiaratchi et al. 
(1997). On the larger temporal and spatial scale, the 
dramatic increase in the longshore sediment transport 
caused by the sea breeze is important. Masselink and 
Pattiaratchi (1997) and Pattiaratchi et al. (1997) 
estimate that along the stable Perth Metropolitan 
coastline, the annual longshore transport driven by the 
sea breeze is approximately 100,000 m3. This estimate 
of longshore transport due to the sea breeze compared 
favourably with estimates of sediment accumulation at 
the southern side of Trigg Island (Perth) at the end of 
the summer. During the winter, the predominant north- 
westerly storms transport this sand southwards thus 
completing the seasonal sediment budget. Hence, it is 
clear that the sea breeze plays a dominant role in the 
sediment budget of the coastline around Perth. 

Similarly, the sea breeze plays an important role in 
the annual longshore sediment budget along the west 
coast of Sri Lanka. During the south-west monsoon (May 
to September), the longshore sediment transport is 
predominantly northward. The occurrence of the sea 
breezes during the north-east monsoon period (October 
to February) would transport some of this sediment 
southward as shown by the results obtained from this 
study. Hence, also in this region, the sea breeze 
plays a dominant role in the annual sediment budget. 
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Conclusions 

Field data presented from two different micro-tidal 
areas have shown the importance of the sea breeze 
system on nearshore processes. The sea breeze system 
induces a diurnal change in the incident wind wave 
climate (wave height and period) resulting in large 
increases to longshore and cross velocities and 
suspended sediment concentrations. The longshore 
suspended sediment flux can increase by a factor of 100 
or more during the sea breeze which is very important 
in terms of annual sediment budgets. 
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CHAPTER 326 

WIND BLOWN SAND AT CASTROVILLE, CALIFORNIA 

Douglas J. Sherman1, Bernard O. Bauer2, Paul A. Gares3, Derek W.T. Jackson4 

ABSTRACT 

This paper reports the results of a study designed to evaluate the performance of a set 
of aeolian transport models, including moisture content corrections, as tested against 
field measurements. Empirical data were obtained during experiments conducted near 
Castroville, California, in January, 1993, The comparisons show that the Lettau and 
Lettau (1977) transport model, coupled with the Belly (1964) moisture correction 
model, produces estimates most closely approximating measured rates. Nevertheless, 
the advantages of this approach relative to using an "uncorrected" Bagnold model are 
small. 

INTRODUCTION 

Aeolian sand transport is an important component of the sediment budget of 
many coastal environments. Blowing sand may represent a hazard (Sherman and 
Nordstrom, 1994) or a resource, especially with regard to dune building and habitat 
creation (Carter, 1988). For these reasons, it is important to model the aeolian system 
in a manner consistent with the needs of coastal engineers and resource managers. 
From a geomorphological perspective, an understanding of the nature of aeolian 
systems yields insight into fundamental aspects of sediment transport and resulting 
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landform change. Determining which model constitutes the most accurate and 
physically-meaningful approach to aeolian flux prediction is, therefore, a critical 
challenge. 

A number of models have been developed for the purpose of predicting 
aeolian sand transport rates (see summary by Namikas and Sherman, in press). Those 
of most practical interest are based on a common set of assumptions: the wind is 
steady, uniform, and blowing across an unobstructed, horizontal surface of clean, dry, 
homogeneous sand. These conditions describe the most basic transport systems that 
one can posit. Models developed from these assumptions have been discussed 
extensively elsewhere (e.g., Anderson et al. 1991; McEwan and Willetts 1994; 
Lancaster 1995), and their derivations are not reviewed here. We note, however, that 
the idealized conditions they describe are seldom, if ever, appropriate to coastal 
environments. Complicating effects of sediment moisture content and surface slope, 
in particular, may exert considerable control on the behavior of the transport system. 

Previous field experiments aimed at matching observed and predicted 
transport rates have usually found poor correspondence. Some successes have been 
reported in cases where empirical constants have been adjusted to improve the 
model's performance. Because such adjustments are usually site specific, they are of 
relatively diminished utility when little is known about the transport environment or 
where field work is impractical. Indeed, if we are always forced to perform field 
experiments to calibrate the equations, the practical value of modeling is severely 
constrained. The purpose of this paper is to report the predictive performances of 
several transport models, in light of field data and in consideration of slope effects and 
adjustments for moisture content. The objective is to test the models as they appear 
in the literature and as they might be employed in an engineering or management 
context. 

MODEL DESCRIPTION 

Several previous efforts at comparing observed and predicted transport rates 
have been reviewed recently by Sherman et al. (in press). Typically, these have 
omitted slope and/or moisture effects, have used liberally the empirical constants in 
the models, or have been predicated on potentially flawed experimental designs,. The 
Sherman et al. study suggests that, of the five models tested, the best statistical 
explanation (of the order of 20%) was afforded by the Bagnold (1936) and Zingg 
(1953) models. These two equations are essentially the same, varying only in the 
selection of the constant. Their conclusions point to the necessity for similar 
comparative studies using high quality data sets from other environments. 

In the present study, we test the transport models of Bagnold (1936), 
Kawamura (1951), and Lettau and Lettau (1977). They were selected in conformity 
with the findings of Sherman et al. (in press) and because they are commonly used in 
coastal applications. We also considered the moisture-content correction equations 
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of Belly (1964), Hotta et al. (1984), and Kawata and Tsuchiya (1976). For all tests, 
we assumed a sediment density, p„ of 2650 kg m"3, an air density, p, of 1.23 kg m"3, 
and a gravity constant, g, of is 9.8 ms"2. Sediment flux, q, is in kg m" s" . A brief 
description of the models follows. 

One of the most frequently used models to predict transport rates is that of 
Bagnold (1936) who suggested that: 

g=CN D g   * 

where C is a surface-sediment-dependent constant ranging in value from 1.5 to 3.5 
(C = 1.8 for typical dune sands and this value is used here), d is mean grain diameter, 
D is a reference grain diameter of 0.25 mm, and u. is shear velocity. 

Kawamura (1951) proposed a model that includes an explicit threshold 
shear-velocity term, un. 

q= C-B (u,-u,t) (u, + u,t)
2 (2) 

In this expression, C = 2.78, and we adopt this value even though Horikawa et al. 
(1984) suggest that C = 1.0 might be better. 

Lettau and Lettau (1977) proposed an expression with some of the attributes 
of both previous models: 

<?= C, l*(ut-utt)ut (3) 
'\ D  g 

where C in this case has a value of 4.2. 

The Kawamura (1951) and Lettau and Lettau (1977) models require the 
threshold shear velocity to be estimated according to local sediment size 
characteristics. Bagnold (1936) suggested a Shields-type relation for u,, of the 
following form: 

"., = •» 
> P 

where A is a constant (assumed to be 0.085 during saltation). 



CASTROVILLE, CALIFORNIA 4217 

When moisture is present in the interstices of surface sands, the resulting 
surface tension acts as a cohesive force. The shear velocity required to entrain 
sediments must therefore increase (e.g., review by Namikas and Sherman 1995). We 
considered three models developed to account for increased threshold shear velocity 
as a result of moisture content, u.^. 

Belly (1964) proposed an empirical model based upon his wind tunnel 
experiments: 

u.tw= ".t^-8 + °-6 log10w) (5) 

where w is percent moisture content by weight. This model applies to conditions 
where w does not exceed 4%. 

Kawata and Tsuchiya (1976, described in Hotta at al., 1984) developed 
a model based upon direct consideration of the surface-tension-force distribution 
between particles: 

U.t» =  U.t V• (6) 

where 

B = -^F v/w fe 
\ 

fs      T JW cost, (7) 

pw     (p   -p)gd 

and a,, a2 are constants, i^ is the number of grain contact points, pwis density of 
water, £ is the water/grain contact angle, and Tis the surface tension of water. 

Hotta et al., (1984) proposed a wind-tunnel-derived empirical relationship for 
moisture effects: 

V.». =  Utt + 7.Sw (8) 

The prescribed applicability range for this model is 2% to 8% moisture content and 
sediment sizes between 0.2 mm and 0.8 mm. 

In order to obtain the information necessary to evaluate the above models 
against prototype conditions, measurements or derivations of the following 
parameters are required: shear velocity, surface slope, mean grain size, transport rate, 
and moisture content. In order to attribute differences between observed and 
predicted transport rates to model performance, substantial care must be taken in 
experimental design. A field study was designed with the aim of obtaining suitable 
data. 
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STUDY SITE 

Field experiments were conducted at a site along the coast of Monterey Bay, 
approximately mid-way between Santa Cruz and Monterey, near the town of 
Castroville. The site is exposed to open-ocean winds and waves from the southwest 
to northwest, and aeolian activity is therefore common. Instruments were deployed 
on the upper, flat portion of a well-developed, high-tide berm (Figure 1) fronting a 
small foredune system that is essentially continuous from the mouth of the Salinas 
River (to the south of the site) to Moss Landing (to the north). The upper foreshore 
is relatively steep and often cuspate, and it descends to a much flatter low-tide terrace 
merging, seaward, with bar topography that is periodically punctuated with rip 
channels. Morphodynamically, the system falls into the reflective regime during high 
tide and the dissipative regime during low tide stages. Spring high tides are often 
associated with foredune scarping and the deposition of flotsam (mostly kelp and 
woody debris) on the berm flat. Additional details of this site are described in Bauer 
et al. (1990) and Bauer (1991). 

V 

-' 

]     I 
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Figure 1: Castroville study site with instrument array. 

EXPERIMENTAL DESIGN 

Field experiments were conducted over a 30-day period in January, 1993. 
Only the January 13 data are presented here because this day had the longest duration 
of continuous sand transport during the study period. Further, winds were blowing 
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nearly parallel to the shore so that it is reasonable to assume that local equilibria 
between the velocity profiles and the saltation system existed~that is, conditions were 
as close to ideal as one might expect for a beach environment. This eliminates 
complications arising from potential fetch effects (e.g. Nordstrom and Jackson 1992), 
or from internal-boundary-layer development (e.g. Bauer et al. 1996). Measurements 
began at 05:45 (PST), and continued for about the next five hours. A total of five data 
runs were completed, each with three to five u*-q pairings. 

Five sampling locations were established across the berm at 5 m intervals 
(Figure 2). Gill-type, three cup anemometers were hardwired to a PC-based data 
acquisition system. All sample runs were of 15 minute duration, with sampling at 1 
Hz. Tower 1, near the toe of the foredune, had anemometers at elevations of 0.25, 
0.5, 1.0, 2.0, 3.0, and 4.0 m above the sand surface. Towers 2, 3, and 4 had 
anemometers at 0.2, 0.6, 1.2, and 1.8 m. Tower 5 had anemometers at 0.15, 0.3, 0.6, 
1.2, 1.8, and 2.4 m. The lowest Tower 5 anemometer was disabled during this 
experiment. Wind vanes were installed at the tops of Towers 1 and 5. A set of 
cylindrical sand traps was deployed adjacent to each tower. Moisture samples were 
taken at Towers 1 and 3 throughout the experiment, and at Tower 5 only near the end 
of the data collection, by taking scrapings from the upper 3-5 mm of the sand surface. 
Topographical slope was measured by rod and level survey. 
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Figure 2: Instrument configuration on January 13, 1993. 

Shear Velocity estimates were obtained through analysis of vertical wind-speed 
profiles. Linear regression was used to obtain "best fit" profile slopes, s, following the 
methodology described in Bauer et al. (1992). Assuming that the law of the wall 
applies, estimates of u* were made using the relationship u* = KS, where K is von 
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Karman's constant. To increase the statistical confidence of the u» estimates, we 
restricted our analysis to instances where the R associated with the best fit line was 
greater than 0.98. 

Grain Size statistics were estimated using sand samples taken from the sediment 
traps. Samples were washed, dried, and sieved at 0.25<j) intervals, and the data were 
processed according to the method of moments. 

Moisture Content was estimated on the basis of pore-water weight relative to dry 
weight of the sediment sample. Samples were weighed, oven dried, and reweighed in 
order to solve: 

w, - w. 
w = 100   (    \      d) (9) 

where W, is total sample weight and Wd is the dry weight of the sample. 

Sediment Transport Rates were measured with cylindrical traps (Leatherman 1978; 
Rosen 1978). Traps were opened for 15-minute periods to correspond with wind 
sampling. Trapped sands were oven dried and weighed to obtain the transport rate 
data. 

RESULTS AND MODEL EVALUATION 

Grain size estimates were obtained from a total of 19 samples taken during 
the transport event. Grain-size statistics were surprisingly consistent over the entire 
measurement period with a mean 'd' of 0.12 mm and a standard deviation of 0.007 
mm. Moisture content was also almost constant, with a mean 'w' for the data set of 
6.9 % and a standard deviation of 0.7 %. Surface slope upwind of the instrument 
array was negligible, largely because the predominant wind fetch was oriented 
parallel to shore. Three shore-parallel lines were surveyed upwind of the instrument 
array, and they indicated a maximum relief of the berm flat of less than 0.3 m over a 
50 m transect. Common slope-correction models indicate that such minor relief 
affects predicted transport rates by less than 1%. This value is much less than our 
confidence level for other measurements and estimates, and therefore, we did not 
investigate slope effects further. Sediment transport rate measurements were also 
obtained for 19 samples. In a recent field experiment, Greeley et al. (1996) found that 
the efficiency of the cylindrical traps is approximately 30%. Based on that finding, we 
adjusted our measured transport rates uniformly by 300%. 

Our first evaluation was to test the three transport models without moisture 
(or slope) corrections. Comparison of observed and predicted rates are presented in 
Figure 3. It can be seen that the Kawamura model over predicts substantially, while 
the Bagnold and Lettau and Lettau models fit the observations relatively well. There 
is very little difference in the degree of statistical explanation associated with each 
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2 2 model. With the Bagnold model, R = 0.50; for Kawamura, R = 0.48; and for Lettau 
and Lettau, R = 0.50. The main difference between the model performances are 
associated with the slopes and offsets of best-fit lines. 
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Figure 3: Comparison of observed and predicted transport rates 
without moisture content adjustments. 

A second comparison incorporating moisture-content corrections was made. 
We evaluated the three moisture models described above (Equations 5-8) for their 
viability with the field data. In several instances, both the Hotta et al. and Kawata and 
Tsuchiya models yielded predictions of'no transport' when our measurements clearly 
showed sediment movement. This peculiar situation arises when the threshold shear 
velocity predicted by these models on the basis of moisture content is greater than the 
observed shear velocities. We decided that this was one rational basis upon which the 
viability of the moisture models, vis-a-vis field data, could be distinguished. Since only 
the Belly (1964) model was immune to this problem, we used it with the transport 
equations. Note, however, that because there is no explicit threshold term in the 
Bagnold model (it is implicit in the parameterization of shear velocity), it was not 
considered appropriate to apply a moisture correction factor to his equation. 
Therefore, only the Kawamura and Lettau and Lettau models, with the Belly 
modification, were compared. Figure 4 shows that there is still considerable scatter 
in the relationship, with the main effect of accounting for moisture content being an 
overall reduction in predicted transport rate. 
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Figure 4: Comparison of observed and predicted transport rates using the 
Kawamura and Lettau and Lettau models with Belly's moisture model. 

Linear regression was used to determine the statistical association between 
observed and predicted transport rates. On a log-log plot, R2 for both models was 
0.50. However, the Lettau and Lettau/Belly combination yielded predictions that were 
closer to a one-to-one correspondence with observations. This is best illustrated in 
Figure 5 using probability density plots (normalized frequency of occurrence) that 
compare smoothed distributions of ratios of predicted to observed values for both 
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Figure 5: Comparison of ratios of predicted to observed transport rates. 
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models. An ideal model would have a narrow, peaked distribution centered around 
one-indicative of a near-one-to-one match between model and prototype conditions. 
Figure 5 shows that the Lettau and Lettau model, including the moisture content 
correction, approaches this ideal distribution, whereas the Kawamura and Belly 
combination over predicts substantially. These distributions of pairwise ratios of 
observed to predicted transport rates, coupled with the regression analysis, may 
represent one of the least ambiguous tests of comparative model performances. 

DISCUSSION 

All statistical comparisons between predicted and measured transport rates 
show that the scatter around a linear regression fit is approximately the same, 
regardless of transport model and moisture-content correction ( R values range from 
0.48 to 0.50). Presumably, this reflects the similarity of the underlying physical bases 
for the models, and the fact that the variability in sediment moisture content during 
our experiments was small enough that the Belly model essentially acted as a near- 
uniform offset in the predictions—that is, all predicted transport rates were 
approximately uniformly reduced in magnitude. 

It is encouraging that, under the conditions reported here, approximately half 
of the statistical variability in the transport rates monitored can be explained by the 
models evaluated. The uncertainty regarding the other half of the variability can be 
ascribed to several sources. First, our estimates of shear velocity were based upon line 
fitting procedures that, by their very nature, incorporate some degree of statistical 
uncertainty. Although this uncertainty has been minimized by excluding all wind 
profiles where R was less than 0.99, it is not totally eliminated (e.g. Bauer et al. 
1992). Because errors in estimates of u. are compounded in the transport models 
(because third powers of shear velocity are used), 10 % errors translate to about 30% 
errors in predicted transport rates. 

Second, there is substantial uncertainty associated with the measurement of 
sediment flux using cylindrical-type traps. We implemented a first-order correction 
to our measurements based on the findings of Greeley et al. (1996), but this is a crude 
adjustment that forces us to presume that trap efficiency is constant for the range of 
transport rates. This remains a point of contention. 

Third, we feel some degree of unease with the universality of the models 
themselves and their underlying assumptions concerning grain-size distributions (only 
mean values are used, and sorting effects are ignored) and the steadiness of the wind 
field (steady-state conditions are assumed). We are also unable to make substantive 
distinctions among the physical—theoretical foundations of the different approaches 
which might provide guidelines as to their applicability. Thus, we are left with 
statistical performance assessments only. 

It is noteworthy that whereas the use of the Lettau and Lettau model with 



4224 COASTAL ENGINEERING 1996 

Belly's moisture correction provides the best predictions of transport for the 
Castroville system, the results are only marginally better than those obtained using the 
simple Bagnold model. Figure 6 compares the probability density distributions for the 
two approaches--the models perform almost identically for this range of conditions. 
The over-predictions obtained using the Kawamura model may also reflect the use of 
C = 2.78, instead of the more conservative estimate of 1.0 recommended by Horikawa 
et al. (1984). The latter value brings the Kawamura results into much closer 
correspondence with the other models and with our observations. 
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Figure 6: Comparison of ratios of predicted to observed transport rates. 

Our results also compare favorably with those of Sherman et al. (in press). In 
that study of across shore transport conditions, the best models (Bagnold and Zingg) 
explained only about 20% of the statistical variability found in the observations. The 
Kawamura and Lettau and Lettau models each accounted for about 15% of the 
variability in prototype transport rates. 

CONCLUSIONS 

Conclusions that arise from this study include: 

1. Under conditions of relatively uniform slope, grain size, and sediment moisture 
content, either the Bagnold, Kawamura (with C = 1.0), or Lettau and Lettau models 
provide reasonable estimates of aeolian sand transport. The performance of the Lettau 
and Lettau model can be enhanced through its coupling with the Belly moisture 
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model. Any of these model combinations is able to explain about 50% of the 
variability in transport rates observed during this part of the Castroville experiments. 

2. We believe that it is possible, with carefully designed field experiments, to obtain 
process data of a quality comparable to that obtained in the laboratory. Nevertheless, 
continued uncertainty regarding the performance of field instrumentation in general 
and sediment traps in particular confounds our ability to assess accurately aeolian 
processes across beaches. The inherent complexity of natural systems may never be 
captured completely. 
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Heavy surf at Golden Gate Park, San Francisco, California. 
Photo courtesy of Robert L. Wiegel. 

PARTV 

Coastal, Estuarine and Environmental Problems 

Fisher Island adjacent to Miami Beach, Florida. Photo 
courtesy of Olsen Associates, Inc. 



CHAPTER 327 

PIPELINE PROTECTION IN THE SURF ZONE 

Gerrit J. Schiereck, Henri L. Fontijn1 

ABSTRACT 

Stability relations for rock on a mild slope in breaking waves were investigated, 
both experimentally and theoretically. Assumptions were made for the influence 
of turbulence in breaking waves on the load exerted by the wave motion. It 
appears that with these asssumptions, the mechanism is reasonably described in a 
qualitative way. For design purposes the method is not accurate enough. This is 
possibly due to the neglection of the (vertical) velocity field near the bottom in a 
breaking wave, giving an underestimation of the difference in stability in spilling 
or plunging breakers. The experimental results seem consistent and can be used 
provisionally for design purposes. An interesting point is that they also are in 
line with existing relations for stability on steep slopes. 
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1. INTRODUCTION 

Pipelines on the sea bottom are usually protected in order to prevent damage by 
anchors or erosion. Where a pipeline crosses a beach, it often lays in a dredged 
trench, see Figure 1, and is covered with stones. For the design of such a 
protection, which can be seen as an armour layer on a mild slope, a provisional 
design rule was established, see Schiereck et al.,1994, based on theoretical 
considerations and experiments. For non-breaking waves on a mild slope, the 
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P.O. Box 5046, 2600 GA Delft, The Netherlands 

4228 



PIPELINE PROTECTION 4229 
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Figure 1 Outfall protection 

result was reasonably satisfying. For the stability in breaking waves no 
theoretical concept was available and the number of experiments was not 
sufficient to give reliable results. In addition, new experiments were carried out, 
in which the slope, the stone density and the stone size were varied. Also, an 
attempt was made to derive a theoretical relationship for the stability of stones in 
breaking waves. The purpose of this attempt was twofold. First, experimental 
results that can be explained from theory are better understood, decreasing the 
danger of misusing empirical relations, while, vice versa, theories that can be 
verified by experiments get more practical value in hydraulic engineering. The 
second reason comes from didactics. Hydraulic engineering is still heavily based 
on empirical relations. Presenting all these relations without a link to the theory 
on fluid motion is considered a weak point in academical engineering education. 

2. APPROACH 

Experiments are indispensable to establish design rules in hydraulic engineering, 
so, laboratory tests are the basis of the research in this paper. But, as already 
stated in the introduction, the experimental results should be connected with the 
physical background of forces due to moving water. The creation of a link 
between the fluid motion and experimental results is tried with a simple, but 
complete description of the phenomena involved. The stability of stones on a 
slope is governed by the relation between load and strength. The strength is 
usually satisfactorily described with the effective weight and the friction of the 
stones. The load is much more complex. The moving water in a breaking wave 
will exert forces on a stone. Even in a breaking wave, the orbital velocities will 
play a role in the velocity field. Also, the breaking will cause turbulent eddies, 
with their own velocity field. The whole of orbital and turbulent velocity field is 
responsible for the loading on a stone. Another complicating factor is that waves 
in nature are irregular. Therefore, some statistal description of the waves is 
necessary. 

In the computations the load will be composed of forces caused by the orbital 
motion, in combination with turbulent velocities due to breaking. For the 
stability, existing relations between the load and strength of a stone layer in an 
oscillating water motion will be used. 
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3. BASIC EQUATIONS 

Orbital motion 
The oscillatory flow near the bottom is approached with the linear wave theory: 

* *       2   sinhJfcA 

Turbulent velocities 
For the turbulent velocities, an approach as given by Battjes,1975 and 
Battjes,1987 is used. Battjes coupled the rate of production of turbulence energy 
to the rate of dissipation of wave energy due to breaking: 

q - tfVPJ,/3 (2) 

in which q is the turbulent velocity scale (q2 = UjUj). Figure 2 shows a 
comparison between measured and computed turbulent velocity scale. In this 
paper the expression for q, equation (2), will be used as a measure for the 
turbulent velocity. 
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Figure 2 Comparison of computed and measured turbulent velocity scale 

The dissipation of wave energy is derived from the analogy between a bore and a 
breaking wave, see Battjes and Jansen,1978: 

DB = ^9wgH2
u (3) 

in which QB is the fraction of the (irregular) waves that are broken, derived 
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from: 

ln(?s H, 
(4) 

and where HM is the maximum wave height, given by: 

For more details, see Battjes & Janssen,1978. Several models are available in 
which this concept is implemented, e.g. the 2-dimensional DUT model HISWA, 
see Holthuijsen et al, 1989. In this study the 1-dimensional model ENDEC (Delft 
Hydraulics, see Battjes & Stive, 1985) was used to compute the various wave 
parameters along the different slopes, since in this model the wave set-up is 
explicitely computed, which possibly could be important. 

Wave height distribution 
As a basis for the wave height distribution the Rayleigh distribution is taken. 
This distribution is also used in Battjes and Janssen,1978. In shallow water, the 
wave height distribution deviates from the Rayleigh distribution. H1% in shallow 
water, which plays an important role in the stability calculations, is given by, 
according to Stive, see CUR/CIRIA, 1991: 

(l*Hs/h)1'3 ~ (l+HJh)1'3 
J7 -     ~ 1%-Rayleigh    _ S ,r\ 
"l%-shallow ~ ~ w 

Load - strength relations 
A simple relation to express the stability of stones in oscillating flow is based on 
experiments in an oscillating water tunnel by Ranee and Warren, 1968 (see also 
Schierecketal.,1994): 

a    -1 
= 0.025 [-5-] 3 (7> 

T2Ag d50 

Another approach is given by Sleath,1978. Analogous to the Shields approach in 
uniform flow, Sleath gives a relation between the shear stress (which is not 
necessarily the dominant load) and the stone weight, partly based on the 
experimental data by Ranee & Warren (1968). The relation for stones reads: 

xd =0.056. {p,-pw).g.d (8) 

d is the equivalent spherical diameter, in this paper approximated by d50, the 
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median sieve diameter, which is easily available and differs only a few percent 
from the spherical diameter. The shear stress due to orbital velocities can be 
expressed by: 

«*-fPw/.-«ia (9) 

with fw and ub depending on the wave height, H, and the period, T. The 
circumflex over a parameter denotes "amplitude of. Given a certain wave 
height, the longer the period is, the larger the orbital velocity at the bottom, ub. 
For fw, the friction coefficient, the opposite holds: the shorter the period, the 
larger the friction coefficient. In CUR/CIRIA (1991) an expression by Swart is 
given, based on Jonsson (1966), where fw is given as a function of the orbital 
stroke at the bottom, related to the bottom roughness: 

fw = exp [ -6 + 5.2 A• ]      (fwBM = 0.3) (10) 

Computations 
The combination of orbital velocities, turbulent velocities, wave height 
distribution and load-strength relations into a design procedure can be done in 
various ways. In section 5, this is further elaborated. 

4. EXPERIMENTS 

Experiments were done in a wave tank (length 40 m, width 0.8 m, depth 0.9 m) 
at the Laboratory of Fluid Mechanics, Delft University of Technology (DUT), 
see Ye, 1996. The slope angles were 1:10 and 1:25. The mass densities of the 
stones were 2550 and 2850 kg/m3 while the nominal diameters, dn50, varied 
between 1 and 1.5 cm. The width of the sieve curves of the stones (d85/d15) used 
in the experiments was about 1.5. 3 to 4 layers of stone were used, in order to 
ascertain a proper roughness between stones and slope. The difference with the 
geometry of a real pipeline cover, which has a filter layer under the top layer, is 
assumed to be negligible with respect to the stability of the top layer. 

The stones were laid in coloured strips of 0.25 m (measured in the wave 
direction) over the full width of the flume. The total number of stones displaced 
after every test, n, divided by the number of stones in the width of the flume, 
was used as the total damage S: 

S = nd^/w (ID 

in which w is the width of the flume. An arbitrary damage level of 2 was chosen 
for incipient motion. 
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Irregular waves were generated according to a JONSWAP-spectrum; the number 
of waves tested per spectrum was 2000. The wave heights and spectra were 
determined at the toe of the slope. The water depth at that location was 0.6 m. 

Figure 3 shows the results of the experiments. The stability is expressed as 
Hs/Ad, in which Hs is the significant wave height at the toe of the slope. The 
stability is plotted against the breaker parameter, £, the slope angle relative to 
the wave steepness. 
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The general tendency is an increase in stability with decreasing |. This can partly 
be explained from the slope angle: the left-hand side of the figure represents the 
results for the slope 1:25 and the right-hand side those for 1:10. Within the 
results for each slope angle, there is also clearly an influence of the wave 
steepness: the larger the wave steepness, the larger the stability. This tendency 
has to do with the breaker characteristics and was previously found in other 
experiments, see e.g. Schiereck et al., 1994 and van der Meer,1988. Within this 
general tendency, there is some influence of stone density and stone dimension. 
Whether this is a matter of accuracy or comes from physical reasons, remains to 
be seen. 
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5. COMPARISON OF COMPUTATIONS AND EXPERIMENTS 

In order to compare the computational results, obtained with the approach 
described in section 2, with the experimental results, at first the wave parameters 
along the slope were computed with ENDEC, using the measured 
wave characteristics at the toe of the slope at the threshold of motion. From 
previous investigations (see Schiereck et al.,1994) it appeared that in irregular 
waves, the higher waves are responsible for the incipient motion, in particular 
the wave height that is exceeded by 1 % of the waves. This wave height is 
computed with equation (6) for various locations along the slope. The orbital 
velocities at the bottom in these waves were computed with equation (1). 
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Figure 4 Comparison of experiments with computation according to Ranee & 
Warren 

The necessary stone diameter is first computed with the relation of Ranee & 
Warren. With ub = u*ab, equation (7) is rewritten as: 

*50 
2.56 * 4'5 

(12) 

This equation is valid for a horizontal bottom. The diameter in this formula is 
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the median sieve diameter, d50. In order to compare the computational results 
with the experiments, the nominal diameter (dn5Q) is required, which is 
approximately 0.84*d50. The turbulent velocity, from equation (2), is simply 
added to the orbital velocity from equation (1). Together with a correction for 
the influence of the slope angle on the stability, the equation finally becomes: 

dn 
0.84 * 2.56 * (fib + F * q) 2-5 sin<|> 

50 
]/TP*^8) 1.5 sin ($ - a) 

(13) 

in which F is a calibration factor and <j> is the angle of repose of the stones, here 
taken as 45°. q, as defined in equation (2), is taken as the turbulent velocity. 

With this equation the necessary diameter along the slope is computed. The 
maximum computed diameter is used, which is equivalent to the use of a total- 
damage concept in the experiments, regardless of the location of the damage. For 
comparison, the results of the experiments with ps = 2550 kg/m3 and dn50 = 1 
cm are being used. Figure 4 shows the results for F = 1 and F = 2. The 
influence of the slope angle, as seen in the experiments, is also found in the 
computations, but the influence of the wave steepness is not reproduced 
correctly. 

Jonsson/Sleath 
The relationship as found from the 
results of Ranee & Warren (equation 
(7), expresses the relation between the 
stroke of the orbital motion and the 
necessary diameter to prevent the 
incipient movement of the stones. This 
implicitely indicates the influence of 
the inertia of the orbital motion on the 
stone stability. The simple addition of 
a turbulent velocity to the orbital 
velocity, as done in equation (13), 
attributes the same influence to the turbulent velocity, which is not logic. 
Another approach is the following. Consider the forces on a grain in a flow field, 
see Figure 5. The shear force is exerted by the orbital movement, described with 
equations (9), (1) and (10). Equation (8) gives the relation between shear stress 
and stone size for incipient motion. This equation is now rewritten for the 
equilibrium of forces, where the turbulent velocity is assumed to generate a lift 
force, reducing the effective weight of the stone. In this way, the influence of 
turbulence is treated separately from the orbital motion with its specific relation 
for the friction factor, equation (10). 

Figure 5 Flow forces on a grain 

The equilibrium of forces then leads to the following proportionality: 
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- Pw/W u\\ « (p, - p J g V - - Pw C^ ?2 (14) 

in which Ah is a representative horizontal area, both for shear and lift. V is the 
volume of a stone and CL the lift coefficient. Using equation (8), this leads to: 

|Pw/w«»   =0.056(ps-Pw)gd-±pwCLq> (15) 

giving finally: 

dn 2 sinq) (16) 
50 0.056 A g sin(<t> -a) 

in which CL is replaced by F, a calibration factor in which both the lift 
coefficient and the transfer from wave energy dissipation into turbulence is 
included. 
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Figure 6 Experimental results compared with computations according to 
Jonsson/Sleath 

Figure 6 shows the results for F = 0.1 and F = 0.5. The agreement is 
somewhat better than with the relationship of Ranee & Warren. The influence of 
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the slope angle is represented just as good as for the Ranee & Warren relation, 
while the tendency of the influence of the wave steepness is qualitatively correct. 
The difference in stability between low and high values of £, however, for one 
value of the slope angle, is too small in the computations. 

Variable friction factor in ENDEC 
Until now, in ENDEC only one friction factor has been used, viz. 0.05, which is 
a relatively high value due to the rough bottom. Equation (10) leads to higher 
friction factors for steeper waves. Using different friction factors for different 
wave steepness, (fw = 0.05, 0.04, 0.03 for s = 0.05, 0.03, 0.01, respectively) is 
justified, because of equation (10). For the calibration factor F in the 
computations 0.25 is used, being a value in between the two values of Figure 6. 
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Figure 7 Variable friction factor in ENDEC 

The results are now a little bit better, see Figure 7. The models being used are 
very simple. Considering the fact that the values of the calibration factor F are 
realistic with respect to the lift coefficient, the description is quite reasonable in a 
qualitative way. From the point of view of design practice, however, the results 
are still far from perfect. 
The same underestimation of the favourable effect of high wave steepness was 
found in non-breaking waves, see Schiereck et al., 1994. The explanation has 
probably to be found in the negelection of the vertical flow pattern in breaking 
waves. Figure 8 shows a plunging breaker in which a jet obliquely to the bottom 
occurs, while the jet is absent in a spilling wave. This jet may have an 
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unfavourable influence on the stone stability, 
which is not described in the models used 
here. This difference will only appear when 
using a 2-dimensional wave model for the 
wave motion on a slope. The agreement so 
far is encouraging enough to try to couple 
the experimental results to the water motion, 
using a better wave-velocity model. 

6. EVALUATION 

Figure 8 Plunging jet 

•o 
< 
"(5" 
X 

13 

12 

11H 

10 

9 

8 

7 

6 

5 

3 

2 

1 

0 

Experimental results (this paper) 

van der Meer (plunging breakers) 

o.s 
5 

1.5 2.5 

Figure 9 Experimental results compared with van der Meer formula for 
plunging breakers 

Figure 9 shows the experimental results discussed before. The investigations 
were done in the range £ = 0.1 - 1.0. The figure also shows the relation for 
stone stability on relatively steep slopes as proposed by van der Meer, 1988. This 
relation was validated for values £ > 1. The trend for both situations is the 
same, which encourages further research in this field. Together with a 2- 
dimensional model, describing the wave motion on a slope in more detail than 
the models used in this paper, it should be possible in the future to give a 
satisfactorily accurate description of stone stability in (breaking) waves on slopes. 
For the time being, the experimental results as presented in this paper can be 
used as a first approximation for stone stability on mild slopes. 
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7. CONCLUSIONS 

1-       The computational results give a description that follow the trends of 
experimental results reasonably well in a qualitative way, when including 
the following elements from the physical process of the stability of stones 
in breaking waves on a mild slope: 

orbital movement (from linear wave theory, equation 1) 
wave shear stress (according to Jonssson, equation 10 and using 
equation 9) 
Rayleigh distribution (with shallow-water correction by Stive, 
equation 6) 
wave breaking and energy dissipation (according to 
Battjes/Janssen, equations 3, 4 and 5) 
turbulent velocities (according to Battjes, equation 2) 
stone stability (according to Sleath, equation 8) 

The computed relation between stone stability (Hs/Ad) and breaker 
parameter (£ = tan«A/(Hs/L0), is quantitatively insufficient. Probably the 
fact that the vertical velocities near the bottom in a plunging breaker were 
not taken into account, is the main reason for this. Other weak points are 
possibly the turbulence model used and the influence of turbulence on the 
stability of a single stone. 

The experimental results seem consistent and are also in line with the 
(empirical) van der Meer relation for stability of stones on steep slopes. 
This ressemblance can be used as a basis for future research on stone 
stability in breaking waves on slopes in general. 

The experimental results in this paper can be used for the design of a 
protective rock layer on a mild slope. 
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SYMBOLS 

a,, orbital stroke at bottom m 
d^o median nominal diameter of material (dn5o=(M50/pJ0'33)       m 
d50 median sieve diameter of material m 
DB energy dissipation due to breaking of waves Nm/s/m2 

fw friction coefficient in waves 
F tuning factor 
g acceleration due to gravity m/s2 

H wave height m 
HM maximum wave height m 
Hs significant wave height m 
h water depth m 
k wave number (k = 2ir/L) 1/m 
k„ equivalent sand roughness (k, = dJ0) m 
L0 deep-water wave length (LQ = gTP

2/2ir) m 
M mass kg 
n number of displaced stones 
q turbulent velocity scale in breaking waves m/s 
QB percentage of broken waves 
S damage % 
s wave steepness (s = H/Lo) 
TP peak wave period of spectrum s 
fib amplitude of orbital velocity at bottom m/s 
w width of flume m 
a slope angle of structure 
A relative mass density of material (A = (p,-pw)/pw) 
</> angle of repose of stones 
ps mass density of material kg/m3 

pw mass density of water kg/m3 

£ breaker parameter (£ = tan afy/(WL0)   - 
% amplitude of bottom shear stress N/m2 

6) angular frequency (u = 2x/T) 1/s 
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CHAPTER 328 

Modeling Tidal Circulation in Florida Bay 

Y. Peter Sheng1, Member ASCE, and Justin Davis2 

Abstract 

A preliminary modeling study on tidal circulation in Florida Bay has been 
conducted, based on a set of high resolution (20 meters x 20 meters) bathymetric data 
and a comprehensive set of water level data for Florida Bay obtained by the 
Everglades National Park in 1993 and 1994. Using the data and a 3-D curvilinear- 
grid model developed by Sheng (1989, 1994), we conducted preliminary model 
simulations of tidal, wind-driven and density-driven circulations in Florida Bay 
(Sheng et al. 1995). This paper presents some results of tidal simulation and 
comparison with tidal data. The results indicate that the 3-D model is capable of 
simulating many of the observed circulation features in Florida Bay, including tidal 
amplitude, tidal phase and residual circulation. Additional work is being conducted 
with the use of a very fine 50m grid and a robust wetting-and-drying scheme. 

Introduction 

Florida Bay is a shallow coastal water body located at the southern tip of 
Florida. It is adjacent to the western Florida Shelf and is separated from the deep 
Florida Strait by the Florida Keys. In the past few years, Florida Bay has undergone 
substantial changes in the form of major seagrass die-off and massive algal bloom. 
Due to the lack of understanding of the extremely complex ecosystem, it is unclear 
presently as to how Florida Bay can be restored (Johnson and Fennema 1989). One 
restoration plan, which is based on the assumption that reduced freshwater supply and 
increase in hypersalinity (salinity reaching up to 35-50 ppt) has caused the seagrass 
die-off and algal bloom (Figure 1), is to increase the inflow of freshwater into Florida 
Bay from its northeastern shore.  In order to determine the soundness of this 

'Professor, Coastal & Oceanographic Eng. Dept, Univ. of Florida, 32611-6590, USA 
2Graduate Assistant, Coastal & Oceanographic Eng. Dept., Univ. of Florida, USA 

4242 



MODELING TIDAL CIRCULATION 4243 

restoration plan, it is essential to have a quantitative understanding on the circulation 
and salinity transport in Florida Bay. This paper presents a preliminary study on tidal 
circulation in Florida Bay. In addition to a comparison between simulated and 
measured water levels in Florida Bay, we also examine the exchanges between 
Florida Bay and Florida Strait through the tidal channels along the Florida Keys. 

Nations! Pwfc 
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Figure 1. Florida Bay Map with Areas of Massive Algal 
Bloom and Seagrass Die-off. 

Field Data 

As a first step, we reviewed a comprehensive set of data which includes the 
high resolution bathymetric data for Florida Bay and hydrodynamic and 
hydrographical data at numerous stations in Florida Bay during 1993 and 1994, both 
compiled by the National Park Service (Sheng et al. 1995). As shown in Figure 2, 
much of the eastern Florida Bay is less than 1 m deep. Figure 3 shows that 
mudbanks in Florida Bay actually divide the Bay into numerous lakes during low 
water. Field data collected in Florida Bay include water level, water temperature, 
conductivity, rainfall, and evaporation. Water level data were taken at the 27 stations 
shown in Figure 4. Using these water level data, Smith (1995a) obtained the co- 
amplitude chart and co-phase chart for the M2 tide as shown in Figure 5. As can be 
seen from Figure 5, M2 tide enters the Florida Bay from both West Florida Shelf and 
Florida Strait. Diurnal tides such as 0,^ and K: constituents primarily enter into 
Florida Bay from West Florida Shelf. Some tide data are from the offshore waters 
to the south of Florida Keys (Smith 1995b). Wind data are available from 1-2 
offshore CMAN stations only. Freshwater discharge data and current meter data are 
lacking. High evaporation rate often leads to hypersalinity of more than 50 ppt inside 
Florida Bay even during the wet season. 

Using the data indicated above and a 3-D curvilinear-grid model developed 
by Sheng (1987, 1989, 1994), we conducted model simulations of tidal, wind-driven 
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and density-driven circulations in Florida Bay (Sheng et al. 1995).   In this paper, we 
present some results of preliminary simulation of tidal circulation,    model results. 

Florida Bay Bathymetry 

Depth    (m) 

IC 
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- 
3 

2 

1 

0 

Figure 2. Bathymetry contours in the entire finer-grid model domain.  All 
depths inside the Bay are less than 1-2 meters. 

Figure 3. Florida Bay bathymetry provided by Everglades National 
Park. 
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Figure 4. A Map of Monitoring Stations in Florida Bay. 
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Figure 5. Co-Amplitude and Co-Phase Lines of M2 Tide in 
Florida Bay. 
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Model and Grid 

CH3D, the 3-D curvilinear-grid circulation model developed by Sheng (1989, 
1994) is modified for application to Florida Bay. In the past few years, through 
numerous research projects (Chesapeake Bay, James River, Sarasota Bay, Lake 
Okeechobee, Indian River Lagoon, and Tampa Bay), we have significantly improved 
the model's features/capabilities for simulating stratified flow, effect of vegetation on 
circulation, ocean-estuary coupling, and wind-induced flow. The model solves for the 
three-dimensional equations of motion in terms of the water level and contravariant 
velocity components. The model solves the vertically-integrated equations of motions 
as well as the vertical structures of the flow field. Since the same time step is used 
for the solution of the external mode and the internal mode, the model solutions are 
consistent with each other and converge. A robust vertical turbulence model (Sheng 
and Villaret 1989) is used to represent the vertical turbulent mixing. The model 
allows the use of boundary-fitted grid which can accurately represent the complex 
shoreline in Florida Bay. In the vertical direction, the sigma grid is used. Sheng et 
al. (1995) used several boundary-fitted grids to resolve Florida Bay. 

The grid shown in Figure 6 includes all the area covered in the detailed 
bathymetry map in Figure 3 plus the offshore area between the Florida Keys and the 
reef tract. A total of 98 by 75 grid points are contained in this grid. For 3-D 
simulations of tidal circulation, a total of 4 vertical cells are generally used. 

M2 Tidal Forcing 

23 cm 

80° 

Ft=A1*COS(2JIt/T+   Sj) 

Fc-Tidal  Forcing 

A1«Tidal  Amplitude 

i«Tidal   Local   Ph&s*  Angl* 

T-Tidal   period 

Figure 6. A model grid with 98x75 cells and open boundary conditions for 
M2 tide in Florida Bay. 
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Simulation of Tidal Circulation 

Using the horizontal numerical grid shown in Figure 6 and a vertical sigma- 
grid with 4 cells, we conducted simulations of tidal circulation in Florida Bay with 
CH3D (Sheng et al. 1995). The major objectives of tidal simulation is to examine 
the model's ability to simulate tide propagation and dissipation inside Florida Bay, 
and to examine the simulated residual flow inside the Florida Keys. For the first 
objective, detailed comparison between model results and data have been made 
(Sheng et al. 1995). For the second objective, model results can be compared 
qualitatively with preliminary flow measurement by Smith (1995b) which showed 
persistent southerly residual flow inside the Florida Keys. 

To simulate the tidal dynamics in Florida Bay, it is essential to include part 
of the offshore water in the numerical grid as shown in Figure 6, since tides in 
Florida Bay are influenced by tides from the Gulf of Mexico and the Florida Strait. 
Tidal data along the reef tract were taken at Carysfort Reef, Alligator Reef, Tennessee 
Reef, Sombrero Key and Sand Key Light. These data were analyzed to produce the 
amplitudes and phases for various tidal harmonic constituents. Using these data and 
the tidal data inside Florida Bay, we produced the boundary conditions for the M2 

simulation as shown in Figure 6. 

Using the open boundary conditions for M2 tide described above, the 3-D 
model CH3D was run for 5 days. The result during the last tidal cycle was then 
analyzed to produce the maximum water level chart and a corresponding co-phase 
chart. The simulated maximum water level chart for M2 tide in Florida Bay is shown 
in Figure 7. Amplitude in the extremely shallow eastern Florida Bay, where the depth 
is generally less than 50 cm, is on the order of 1-5 cm only. 

M2 Co-amplitude Chart 

No Winds -!$&.« 

(cm) 

Figure 7. Co-amplitude chart of M2 tide simulated by the 3-D 
model. 
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The results shown in Figure 7 compare favorably with the co-amplitude chart 
produced from data as shown in Figure 5. The simulated peak water level in the 
eastern Florida Bay is larger than the observed amplitude, suggesting insufficient tidal 
dissipation in the model. The simulated co-phase chart, which is presented in Sheng 
et al. (1995), showed that tides propagated further eastward. This is partly due to the 
fact that the complicated mudbanks, extremely shallow depths, and narrow Florida 
Keys in the eastern Florida Bay are not accurately represented in the 3-D model grid 
and bathymetry. The minimum horizontal grid spacing is approximately 100 meters 
while a spacing of 20 m may be necessary to represent the detailed bathymetry. 

Other reasons for discrepancy between model results and data are that wind 
and wetting-and-drying were not included in the preliminary simulations. In the 
absence of wind, the residual (tidally-averaged) water level in the eastern Florida Bay 
is about 2 cm plus. By including a mild summer wind from the southeast, simulated 
maximum water level chart as shown in Figure 8 agrees better with the co-tidal chart 
based on data. In the presence of a summer wind, the residual water level in eastern 
Florida Bay became approximately -0.5 cm. A robust wetting-and-drying scheme has 
recently been implemented in CH3D. With the wetting-and-drying scheme and a fine 
grid (50m minimum grid spacing), we are able to produce much better results with 
1 cm tidal amplitude in the eastern Florida Bay. 

The tidally-residual vertically-averaged flow field as shown in Figure 9 
exhibits significant southerly flow in the Florida Keys, in agreement with recent flow 
measurement by Smith (1995b). The southerly residual flow results from the higher 
residual water level in eastern Florida Bay. 

H2   Co-amplitude   chart   (   Summer  wind   ) 

23 cm 

HO 

240 

217.8 

TK--0.12   dyn/cm' 

Ty-0.042   dyn/cn1 

27.6 cm 

Figure 8. Co-amplitude chart of M2 tide simulated by the new fine 
grid model with average summer wind condition. 
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M2 Tidal Forcing { No Wind ) 

Residual Flow (Last Cycla on 5 th Day) 

TK•0.0   dyn/ci 
Ty"0.0   dyn/•1 

Figure 9. Simulated tidal residual currents in Florida Bay 
with forcing by pure M2 tide. 

To examine the influence of tides from the southern open boundary, we made 
a model run with closed Florida Keys. As shown in Figure 10, the maximum water 
level compares poorly with that in the co-amplitude chart based on the 1-year data. 
These results also suggest that simulated results in Figure & exhibit stronger influence 
from the southern open boundary than that shown in the data. This could be 
improved by more accurate representation of the Florida Keys and more accurate 
open boundary conditions along the southern open boundary. 

M2 Co-amplituda chart ( No Wind, Cloaad K«ya ) 

Figure 10. Simulated maximum water level of M2 tide in 
Florida Bay with the Florida Keys closed. 
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Discussion 

A curvilinear-grid 3-D circulation model developed by Sheng (1987, 1989, 
1994) has been modified to simulate the tidal circulation in Florida Bay. Tide data 
collected at 27 stations inside Florida Bay during 1993 and 1994 plus offshore tide 
data during earlier time periods were analyzed in terms various diurnal (Ol and KJ 
and semi-diurnal (M2) constituents. Using the tidal constituent data to construct open 
boundary conditions along the southern and western open boundaries, we conducted 
numerous model simulations with a number of numerical grids and various forcing 
conditions: first with tide only, then with tide and wind, and finally with tide, wind 
and salinity field (Sheng et al. 1995). Due to the dominance of M2 tide from both 
the Gulf of Mexico and the Florida Strait, this paper focuses on the simulation of M2 

tide. The simulated maximum water level and co-phase chart compare reasonably 
well with the co-amplitude and co-phase charts produced from the 1-year tide data. 
Significant dissipation due to the mudbanks and extremely shallow water depths result 
in very small tidal amplitude on the order of 1-5 cm in the eastern Florida Bay. The 
residual (tidally-averaged) model results indicate that there is a setup in the eastern 
Florida Bay which causes southerly residual flow inside the channels along the 
Florida Keys, which has been found by recent flow measurement. 

Additional model simulations of K^ and C^ tides and baroclinic circulation 
have been conducted by Sheng et al. (1995). Model results suggest that data gap in 
freshwater inflow and evaporation data prevents longterm (from 1 month to 1 year) 
simulation of Florida Bay circulation at the present time. 

We have continued with the modeling effort. Recently, a robust wetting-and- 
drying scheme has been implemented in CH3D. A very fine grid, with a minimum 
grid spacing of 50m, has also been used in recent simulations. This grid gives much 
better representation of the mudbanks and the complex bathymetry. Using the very 
fine grid and the wetting-and-drying scheme, we are able to significantly improve the 
model results in the eastern Florida Bay. Maximum M2 tidal amplitude in the eastern 
bay was reduced to 1 cm. Details of the wetting-and-drying scheme and the 
improved model simulations will be reported in two upcoming papers. 
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CHAPTER 329 

RECENT DEVELOPMENTS IN COASTAL DEFENCE POLICY AND GUIDANCE 
IN ENGLAND 

Reg Purnell 

SUMMARY 
In recent years we have seen fundamental changes in the way that coastal defences 

are planned and implemented. Engineers have recognised the overwhelming public desire to 
see the environment taken more into account when designing major infrastructure projects 
and our understanding of coastal processes has improved, allowing the design of coastal 
defences to become more scientifically based. As a result we have seen attention turn to 
adapting and supplementing natural coastal processes with the aim of adopting a coastal 
policy which is both more environmentally acceptable and sustainable in engineering terms. 

In England, to reflect these engineering changes, to secure better value for money for 
our investment in coastal defence and offer a more sustainable approach in the longer term, 
the Ministry of Agriculture, Fisheries and Food, which has policy responsibility for flood and 
coastal defences, has invested significant sums of money into research. This has resulted in a 
better understanding of coastal processes and significant changes to national policy. 

INTRODUCTION 
As one would expect of a historical maritime nation, England has significant centres 

of population and economic wealth all around its coastline. The result is that over 5% of the 
population live in areas which are at risk of coastal flooding, perhaps not significant 
proportion in international terms. In addition there is an associated risk of coastal erosion 
which has seen the loss of a significant number of villages and large areas of land over the 
last few hundred years. The potential economic loss resulting from flooding or erosion is 
therefore significant in terms of its impact on the GDP. Recognising these risks the UK 
government spends some $100m per annum on grant aiding capital improvement works in 
England to achieve its published overall policy aim which is "to reduce risks to people and 
the developed and natural environment from flooding and coastal erosion by encouraging the 
provision of technically, environmentally and economically sound and sustainable defence 
measures". 

INSTITUTIONAL ARRANGEMENTS 
Whilst the Ministry of Agriculture, Fisheries and Food has overall policy 

responsibility for flood and coastal defences decisions on where and when defences will be 
provided are left to the local community.     Responsibility for the provision of defences 

Chief Engineer, Flood and Coastal Defence with Emergencies Division, Ministry of 
Agriculture, Fisheries and Food, Eastbury House, 30/34 Albert Embankment, London SE1 
7TL, England. 
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against flooding are generally with the Environment Agency, which although a national 
body, makes such decisions on a regional basis with strong local input. Defences against 
coastal erosion are provided by Local Councils, some of whom also have additional powers 
with respect to provision of defences against coastal flooding. The boundaries of these 
bodies generally take no account of coastal processes being based on historical precedent and 
geography. 

Historically these authorities have not generally cooperated in the provision of 
coastal defences tending to make their decisions on the basis of local needs and precedence. 

STRATEGIC PLANNING 
In the past defence measures were planned and implemented on a one-off site 

specific basis, not the most scientifically based approach. Indeed such site by site appraisal 
not only restricted engineering options but also ensured that not all costs and impacts were 
taken into account with the result that options were often limited to merely replacing on a 
like for like basis. This often perpetuated, previous sometimes, inappropriate solutions such 
as the replacement of hard reflective walls with more of the same. Improvements in the 
understanding of coastal processes clearly showed that by considering options over a wider 
area and a longer timescale more lateral thinking was possible, enabling the preparation of 
schemes that complemented natural processes rather than fighting against them. It was also 
felt that this more strategic approach would allow the Ministry to more easily meet its own 
policy objective. 

As noted previously the boundaries of the authorities with primary responsibility for 
the delivery of coastal defences took no account of coastal processes. In addition these 
authorities had historically made decisions reflecting the needs and wishes of their own 
electorate and with little consultation with adjoining authorities. Therefore the first policy 
objective was to encourage these authorities to work together towards more strategic 
planning such that decisions taken on the basis of engineering knowledge could cross 
political boundaries. This was achieved by the establishment of voluntary Coastal Defence 
Groups, encouraged by MAFF, which took account of coastal process cells. To facilitate this 
a research study was commissioned from HR Wallingford to define logical boundaries of 
coastal process cells. Cells were defined as lengths of coastline within which the movement 
of coarse sediment is largely self-contained. Sub-cells within these were also defined on the 
basis of limited cross boundary influence due to coarse sediment transport. 

Once formed these groups allowed authorities on adjoining lengths of coastline to 
meet and discuss similar problems and solutions and consider joint approaches to the 
gathering of data etc. Central government also encouraged collaboration between these 
groups by setting up the Coastal Defence Forum on which all groups in England and Wales 
are represented. 

Central government then provided guidance and encouragement on the production of 
Shoreline Management Plans which aim to set out a strategy for coastal defences for a 
specified length of the coast taking account of the natural coastal processes and human and 
other environmental influences and needs. 

The objective in developing these plans was to: 
• improve understanding of the coastal processes operating within the sediment 

cells; 
• predict the likely future evolution of the coast; 
• identify all the assets within the area covered by the plan which are likely to be 

effected by coastal change; 
• identify the need for regional or sites specific research investigations; 
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• facilitate consultation between those bodies with an interest in the coastline. 

Once the plan was completed the authorities involved in its preparation would then 
have the means by which they could: 

• assess a range of strategic coastal defence options and agree a preferred approach; 
• outline future requirements for monitoring, management of data and research 

related to the shoreline; 
• inform the strategic planning process and related coastal zone planning; 
• identify opportunities for maintaining and enhancing the natural coastal 

environment taking account of any specific targets set by legislation or any 
locally set targets; 

• set out arrangements for continued consultation within the group and other 
interested parties. 

BEACH RECHARGE 
The practice of recharging beaches as a form of coastal defence has been recognised 

worldwide for many years, although its use in England has been more limited than in many 
other countries in Europe. This is partly because of the greater difficulty of predicting beach 
behaviour due to the variability of beach material and partly because of the difficulty in 
gaining sufficient suitable material resulting in greatly increased costs. 

Improved knowledge of coastal processes and an increasing public desire to take 
account of environmental effects when designing major infrastructure projects, increased 
pressure to use beach recharge as a form of coastal defence in England. Such forms of 
defence were also considered more sustainable in engineering terms. Initial research allowed 
improvements to modelling techniques which reduced the perceived financial risks and 
assisted in educating decision makers on the benefits of beach recharge. However, it was 
soon recognised that recharged beaches needed management if they were to provide a long 
term sustainable solution. Unfortunately such management works had not previously 
attracted Central government funding with the costs falling on the local community. Hence 
the possibility existed that the chosen solution might have more to do with the availability of 
funding than finding the right engineering solution. 

The resulting policy change was to encourage authorities to produce long term beach 
management plans with the cost of implementing and monitoring for the first time attracting 
Central government grant. Thus the choice of solution could now more fully depend on 
science rather than the source of funds. As an additional benefit this change in policy 
allowed beach management on its own, without the benefit of an initial recharge, to be seen 
as an effective means of continuing coastal defences along parts of the coastline. With the 
possibility of Central government finance, operating authorities are now more willing to seek 
to understand the periodic movements of beach material and manage it for the benefit of 
improved coastal defences, thereby achieving better value for money and possibly reducing 
long term capital expenditure. 

MANAGED SET-BACK 
It was King Canute who first demonstrated to the English population the strength and 

power of the sea and the need for man to adapt to the wishes of Neptune rather than impose 
his will on nature. In the intervening years the lesson has been reinforced by the significant 
loss of land to the sea, recognising that it is not scientifically or economically sensible to 
protect all 4000 kilometres of our coastline. However, with the change to more naturally 
sustainable types of defence the option of doing nothing, or more importantly, allowing the 
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coastline to retreat had to be looked at in a different light. Whilst the retreating of defences 
did not require any major policy changes, since Mother Nature was doing that already, 
strategic planning now allowed more informed decisions and the opportunity for 
environmental enhancement. With improved long term planning it becomes possible to 
foresee the extent of likely retreat in future years thereby allowing landowners and 
developers to make more informed decisions but just as importantly the potential beneficial 
impact of such retreat on other areas of the coastline can be examined. 

To compensate for the loss of valuable inter-tidal habitat resulting from coastal 
squeeze, and man's interference, government also took the opportunity of providing funds to 
recreate lost tidal wetlands in these setback areas. In areas where setback of the coastline is 
seen as a viable response mechanism and an opportunity for habitat creation exists, 
government can now offer payments to landowners for long term management to achieve 
environmental goals. Obviously merely setting back the coastline may not lead to 
environmental gain hence a research programme has commenced to determine suitable 
management regimes. 

CARE OF THE ENVIRONMENT 
There can be no doubt that flood and coastal defence measures can have a significant 

impact on the environment with the potential loss of important natural habitats. This is in 
addition to natural losses which may be exacerbated as a result of the coastline being unable 
to flexibly respond to natural changes due to man's intervention. These recent changes in 
coastal defence policy have made it possible to more easily establish the impact of our works 
on the natural environment and hence consider the possibility of mitigating measures. In 
addition it may also allow us in the future to understand and quantify some of the natural 
changes which may result in the loss of important wetland habitat thereby allowing the 
possibility of adjusting approaches in order to take mitigating measures to retain biodiversity. 

FUTURE 
As outlined in this paper cooperation between engineers and policymakers has in 

recent years allowed the scientific advances achieved by coastal engineers to result in 
consequential policy changes, however, these changes will not necessarily make life any 
easier for engineers. The move towards long term strategic planning of defences which 
encourages the maintenance of coastal processes will, without doubt, bring engineers' 
decisions under closer public scrutiny. Some of their recommendations may not be in 
accordance with the views of the local population, especially if these include realignment or 
even the abandonment of some existing defences. With longer term planning an increasing 
number of people will be involved in decisions affecting the coastline, hence engineers may 
have to seek consensus views from a wider range of people and interest groups. 

The increasing move towards more environmentally friendly solutions to coastal 
problems will continue to result in change. Earlier in this paper I noted that beach recharge 
was not as widely used in England as elsewhere in Europe due largely to material supply 
problems. This is because the material suitable for recharging beaches is also sought by the 
construction industry. Many prefer to see the use of marine dredged material because of the 
perceived adverse environmental impact of extracting land based materials whilst the 
environmental impact of extraction from the sea bed is much less obvious to the general 
public. Unfortunately in many areas of the North Sea there is now insufficient coarse 
aggregate to satisfy the long term needs of both the construction industry and beach recharge. 
Therefore the next policy area that requires consideration is whether the use of marine 
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aggregate sources should be restricted to allow increased use for beach recharge or to leave it 
to market forces, as at present. 

No matter what the decision on any future restrictions in the use of marine aggregate 
by the construction industry, demand will, at some time, exceed supply. Engineers' response 
to this possibility is to seek improvements in the predictive tools for long term sediment 
movement and developments in coastal morphology. An integrated research project is at 
present underway which should show some interesting results within a few years. In addition 
estuaries which are an important but little understood part of the sediment chain are a matter 
for current review. 

The continued move towards more natural forms of defence brings forward questions 
of risk assessment since decisions are now dependent on a greater number of variables. This 
has been demonstrated in recent years by the unexpected failure of some soft forms of 
defence as a result of storm series that were not taken into account in the design process. Our 
response will be improved techniques in risk assessment leading perhaps to greater use of 
probabilistic design in coastal defences. An interesting perspective for policymakers. 

The move towards strategic planning of coastal defences has resulted in a change of 
public awareness and perception of coastal engineering problems and as a result the public 
now takes a fuller part in the decision making process, even questioning the advice of 
engineers, especially when the "do nothing" option is the preferred choice. This move will, 
without doubt, bring other areas of coastal use into the decision making process leading to 
more integrated decisions, although implementation of coastal zone planning in its truest 
sense is, in my opinion, still some way off. 

CONCLUSIONS 
It is too early to claim complete success for the recent policy changes in this country, 

but I have no doubt that we are moving in the right direction and with a speed that has 
surprised many. Clearly the impact and improvements of recent years has been a lesson to us 
all and the need for engineers and policymakers to work together remains with us. However, 
if we are to make the best use of our improved scientific knowledge then it should not always 
be the policymakers responding to new engineering concepts, but engineers should 
themselves recognise the pressure on policymakers and be ready to respond with help and 
advice. Not only should changes in engineering techniques help drive policy but changes in 
policy need should also feed into engineering research. 
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CHAPTER 330 

STRUCTURAL RESTORATION OF 
CORAL REEFS DAMAGED BY VESSEL GROUNDINGS 

Kevin R. Bodge, Ph.D., P.E.1 

ABSTRACT 

In 1995, a unique project was completed in which two coral reef sites in the Florida Keys were 
structurally restored after having sustained severe damage from the groundings of large vessels. The 
project, believed to be the world's first major structural restoration of a damaged reef (vs. in-kind 
mitigation using artificial reefs), demonstrated numerous innovative materials and marine construction 
techniques. Restoration focused upon the stabilization of coral rubble and large craters which resulted 
from the vessel groundings. The project's intent was to re-create a stable foundation which closely 
emulates the adjacent natural seabed and which would foster future recruitment of local biota. Work 
at one site included the mechanical transfer of coral rubble back into the craters, placement of 
limerock boulders atop the rubble, and back-filling the boulders' voids with carbonate sand. Work 
at the other site included excavation of coral rubble and the precision placement of 40 pre-cast reef- 
replicating armor units into the crater. The gaps between the units and along the crater's perimeter 
were filled with a specially-designed, non-separable underwater concrete - into which coral rubble 
and soft corals were impressed. Design was complicated by the sites' proximity to environmentally 
sensitive coral beds and shallow depths (2.5 to 11 m). During construction, semi- real-time video 
images of the underwater work were relayed to the Engineer's office via the Internet to augment 
construction review. Construction was successfully completed per the engineering plans with no 
consequent environmental damage amidst a very active tropical storm season. 

BACKGROUND 

In two separate incidents in 1989, the AQ-mM/VAlec Owen Maitland and the 142-m M/VElpis 
went aground upon living coral reefs in the Key Largo National Marine Sanctuary in the Florida 
Keys, U.S.A. The two sites were within 6.8-km of one another, about 10.4 km offshore of northern 
Key Largo; and, about 74 km south-southwest of Government Cut at Miami Beach. The Maitland 
and Elpis sites, respectively, are located in the vicinity of N 25°11'58.776", W 80°13'34.421"; and 
N 25°8'54.088", W 80°15'9.20" (see Figure 1). 

The impact and weight of the vessels upon the reef fractured the underlying coral substrate; and the 
ships' screws created deep craters in the coralline seabed. Large amounts of coral rubble were 
created from the fractures and ejected from the craters. Monetary damages were paid by the vessels' 
operators to the U. S. federal government under the auspices of the National Marine Sanctuaries Act 

Sr. Engr, Olsen Assoc, Inc., 4438 Herschel St., Jacksonville, FL 32210 USA; (904) 387-6114. 
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Figure 1: 
Location Map 

for the purposes of site rehabilitation. The author was retained by the U. S. National Oceanic and 
Atmospheric Administration (NOAA) to quantitatively assess the sites' structural damage, and to 
design and supervise engineering works to structurally restore the damaged reefs. 

ENGINEERING ASSESSMENT 

Site Survey and Conditions. A precision survey of the two damage sites was undertaken in July, 
1994 using tightly-gridded fathometer transects and diver measurements involving triangulation 
and taut-wire cross-sections of the craters' geometry and rubble piles. A multi-beam fathometer 
(such as SEABAT) would have been ideally suited for the remote survey work, but was not yet 
commercially available at the time of the study. 

Damage at the shallower Maitland site (-1.8 to -3.0 m, MLW) consisted primarily of a 370-m2 

crater, varying in relief from 0.1 to 1.0 m, relative to the ambient seabed. The crater was formed 
by the ships' screw when an attempt was made to free the vessel under her own power. Since its 
creation, the crater had partially infilled with rubble, but had also doubled in size from what was 
originally two separate holes. The expansion of the crater was due to wave- and current-induced 
erosion of its coralline perimeter - a thin (< 1.5-m) semi-continuous crust overlaying 15-m of 
densely-packed gravelly-sand. The volume of the crater, measured below the ambient seabed grade, 
was about 115 m3. The seabed of the crater featured a matrix of sand and 7- to 20-cm diameter, 
loose coral rubble with scattered larger pieces measuring up to 50-cm. 

Damage at the deeper Elpis site (about -11m, MLW) primarily included two adjacent craters, 
measuring 69 m2 and 163 m2, likewise formed by the ships' screws as she tried to free herself. The 
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depth of the craters, below ambient grade, varied from 0.5 to 2.3 m. The volumes measured 127 
m3 and 200 m3. The craters' seabed was composed of sand and coral rubble similar to that of the 
Maitland site, but featured numerous large coralline boulders of up to 1.8-m diameter. The sand 
fraction was carbonate, with d50 = 0.6 mm. Adjacent to the craters were three berms consisting 
entirely of relic Acropora cervicornes (elkhorn) coral rubble that had been initially ejected from 
the craters. This naturally branched rubble, primarily 10- to 25-cm long by 3-cm diameter, was 
interlocked but easily succumbed to dismantling by hand or jet probe. The berms' relief varied from 
0.3 to 1.2 m with crest widths of 0.6 to 1.5 m, and totalled about 30 m3 in volume. 

Scattered across a 0.5 by 1.5 km2 area centered about the craters were over a dozen patches of 
fractured coral rubble. These patches, varying in size from 3-m diameter to 230 m2, traced the 
inbound and outbound paths of the Elpis as her hull clipped and crushed higher-relief coral spurs. 
The weight of the vessel upon these spurs caused the coral to fracture deep below its surface. As 
a result, the surface rubble (about 10 to 20 cm) was loose and fairly easily dislodged by hand or jet 
probe. However, once exposed, the underlying coral could also be dislodged — to an apparently 
limitless depth — because of the dense cracks which permeated the substrate. By volume, the rubble 
measured about 15% at 18 cm, 30% at 13 cm, 20% at 9 cm, 25% at 5 cm, with the remaining 10% 
being sand. The total area of the rubble fields was estimated to be over 450 m2. 

Both sites, being at the seaward edge of the Florida Keys reef tract, were exposed to ocean waves. 
Annual average heights and periods were hindcast as about 1.0 m and 5.0 seconds. The largest 
waves, associated with tropical storms, were assumed to be depth-limited conditions, with nominal 
2-m storm surge levels. Both sites featured daily tidal currents on the order of about 0.3 m/s. 
Hourly wind observations for an 8-year period were analyzed to discern those weeks for which the 
average hourly-sustained wind speeds were less than 5-, 10- and 15- knots. These data were later 
utilized to determine the statistically optimum window(s) during which on-site construction 
activities would be best undertaken. (In brief, the optimum window was found to be July 22 - 
August 18, with the most expansive window being June 17 - September 22.) 

Conceptual Design Alternatives. A range of conceptual engineering alternatives was developed for 
the sites' structural restoration (Bodge and Creed, 1993). These were evaluated by the Sanctuary's 
Trustees (the National Oceanic and Atmospheric Administration (NOAA)) in terms of stability, 
construction feasibility, aesthetics, potential for biotic colonization, and probable cost (Sheehy, 
Bodge, and Finch, 1995). 

The no-action alternative was ultimately not favored primarily because (1) there was little indication 
that the two sites' injuries were rapidly, naturally healing; (2) there was no indication that the 
shallower Maitland site's crater would cease its expansion; and (3) there was potential for additional 
injury by mechanical damage associated with the sites' mobile rubble. (That is, in storm conditions, 
rubble colonized by juvenile coral larvae would overturn and destroy the colonies and, perhaps, 
other established corals.) Other alternatives considered for the sites, but ultimately declined in 
favor of the preferred alternative (described below), included a continuous concrete cap, concrete- 
filled pillow mats, gabions, cable- and non-cable-stayed revetment mats, conventional boulder fills, 
and soil stabilization. Particularly at the shallower Maitland site, it was essential that the 
restoration structurally secure the crater's friable perimeter, and that the work physically fit into the 
shallow and irregular relief of the crater. 
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The selected alternative for the deeper Elpis site involved temporary relocation of the existing 
coralline boulders (i.e., those with existing biota), from the craters to the surrounding seabed. The 
coral rubble berms would then be mechanical relocated back into the craters from which the rubble 
was ejected. An armor layer of 1.2-m marine limerock boulders (totalling 400 tons) would be then 
placed atop the rubble. The voids were then to be partially filled with aragonite sand (approx.' 60 
m3). The temporarily relocated coralline boulders, originally salvaged from the crater, would be 
then replaced atop the imported boulders and sand fill. (See Figure 2.) 

15 20 

HORIZONTAL DISTANCE IFEETI 

Figure 2: Typical section of Elpis site restoration. 

The selected alternative for the shallowMaitland site (-2.5 m MLW) involved precision placement 
of 40 pre-cast "Reef Replicating Armor Units/Living Foundations" (RRAULF's) into the crater, 
and an underwater pour of specially-designed non-separable concrete (approx. 45 m3) intended to 
bind the fragile coral perimeter to the armor units and to fill the gaps between the units (Figure 3). 
The finished elevation of the work was designed to match that of the natural seabed (Figure 4). 
Steel bar, driven into the seabed, and limerock boulders were to be placed between the units and 

the crater's perimeter to help secure and dress the concrete, respectively (Figure 5). Limerock 
gravel and coral berms were to be used as termination forms for the concrete where necessary 
(Figure 6). As for the Elpis design, the overall stability of the work was designed for a 50-year 
storm event using stream function wave theory and considerations of drag, inertia, lift and frictional 
resistance. For stability, the minimum coefficient of friction between an independent armor unit 
and the seabed was computed as uf > 0.5 (conservative CLlft = 0.73) or uf >0.38 (CLift = 0.4). 

Each of the 40 armor units featured a highly irregular surface of limerock boulders and exposed 
aggregate in order to emulate the ambient seabed (Figure 7). The units, each 8300 kg (dry weight), 
were formed in six different sizes to accommodate the irregular shape and depth of the crater. Steel 
reinforcement for each unit was designed as a perimeter box beam such that each could be 
cantilevered 50% in any direction - in anticipation of the irregular seabed. A standard Portland 
cement mix was specified for the armor units. 

Mix design and specifications for the underwater non-separable concrete were developed by Ben 
C. Gerwick, Inc. (BCG) of San Francisco, CA. The design mix is summarized in Table 1. Details 
of the mix design are available from the author, Bodge (1995), or BCG ((415) 398-8972). 
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Table 1: Nominal mix design for 
underwater, non-separable marine concrete. 

IMPLEMENTATION 

Permits. Environmental permits for the 
work were issued by the U. S. Army 
Corps of Engineers, pursuant to Section 
10 of the Rivers and Harbors Act, and 
Section 103 of the Marine Protection, 
Research and Sanctuaries Act of 1972. 
(The latter was required because it was 
proposed that surplus rubble removed 
from the sites would be disposed of at 
an existing ocean disposal site offshore 
of Miami.) The NOAA Sanctuaries 
and Reserves Division (SRD) likewise 
issued a permit for operation within the 
marine sanctuary. The State of Florida 
(DEP) was contacted, but did not issue 
a permit because the activity was 
outside of State waters (i.e., 4.8-km 
limit from shore). 

Contracting. In mid 1994, NOAA 
entered into a cooperative agreement 
with the U. S. Army Corps of Engi- 
neers, Jacksonville District, by which 
the Corps would solicit and manage the 
construction contract for the work. 
Final construction plans and specificatons for the work were prepared by the author for the Corps 
by December, 1994. Procurement was based upon a "best overall value" approach, whereby 
potential contractors concurrently submitted separate Technical Proposals and Cost Proposals. The 
former included the Contractor's response, by prescribed form, to specific questions regarding their 
corporate and personnel experience (among other factors), and their narrative proposals describing 
their probable technical approach to the work. The offerers' responses were ranked according to 
prescribed evaluation criteria, previously prepared for the Corps by the author. Cost was to be used 
only as a "tie-breaker" among the most technically-qualified offerers (which, ultimately, was not 
necessary). Five proposals were received. The work was awarded to Team Land Development, Inc. 
of Pompano Beach, FL, in March, 1995. 

Construction. Project construction was initiated in April, 1995. The Maitland site's 40 armor 
units were cast in the Contractor's south Florida yard over a 30-day period using about a dozen 
wooden forms. The limerock boulders and gravel were locally quarried. The carbonate sand for 
the Elpis site was oolitic aragonite, imported from the Bahamas and stockpiled in Fort Pierce, FL. 

On site, the Contractor utilized conventional shallow draft barge (12 m by 43 m with 1.1-m draft 
at 150-ton nominal payload), and 27-m tug (1.4 m draft) as the primary work platform. A 10-m 
pusher tug (0.8 m draft) was used to maneuver the work barge over the shallow Maitland site. At 
nightfall, the 8- to 12-man work crew bivouaced ashore, at Key Largo, via small workboats. 

Cement 600 lbs./cu.yd. 

Fly Ash (class F) 90 lbs./cu.yd. 

Silica Fume 43 lbs./cu.yd. 

Coarse Aggregate (3/8") 1105 c.y. (40%) 

Fine Aggregate 1685 c.y. (60%) 

Water 250 lbs/cu.yd. 

HRWRA (Sikament 300) 1.3 gals./cu.yd. 

AWA(SikamixlOOSC) 0.6 to 0.9 gals./cu.yd. 

Water/Cement Ratio 0.4 ±0.01 

Slump 10" (spec); 9"-11" (typ.) 

Unit Weight (typ.) 1421b/cu.ft. 

% Washout Loss <1.5% 

Initial Setting Time 60 minutes (approx.) 

4-day Strength (typ.) 5425 lbs/in2 

28-day Strength (typ.) 6110 lbs/in2 
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Virtually all aspects of the work were primarily accomplished or directed by one or two surface-air- 
supply divers. These divers' communications were audible to the crane operator on the barge deck. 

A 3-point mooring was used at the Elpis site, with 120-degree separation at 120-m distance, each, 
from the work site. Each mooring consisted of a 61-cm, 1.3-cm steel plate anchored to the seabed 
via four 3-cm, 1.2-m long threaded rods located at the corners of the plate. The rods were anchored 
to the seabed by pre-drilling deep holes into the coral seabed, placing the rods therein, and grouting 
with pre-mixed hydraulic cement carried to the seafloor in a 10-cm PVC tube. The plate was 
secured to the rods by a lockwasher and nut. A padeye was welded to the center of each mooring 
plate. To each padeye was attached a 3-cm shackle and a buoyant (9-cm polypropylene) mooring 
line for the barge. Each of the four threaded rods at the corner of each mooring plate was load- 
tested to vertical pull-out resistance in excess of 66.8 N (15 kip). The barge moorings for the 
Maitland site consisted of three 61-cm dia. by 1.3-cm wall steel pipes driven approximately 6-m 
into the seabed by vibro-hammer. Here, the barge was moved offsite at night, during particularly 
low tides, or in advance of approaching squalls. 

At the Elpis site, the rubble berm material was transferred into the cranters using both a crane- 
operated grapple and diver-operated water jet. The latter was more succesful, by far, than the 
former. The limerock armor boulders were placed individually by grapple. The fill sand was placed 
by a crane-supported, diver-operated 3.5-m3 hopper. Tidal currents carried some of the sand as 
much as 150-m downcurrent, and resulted in the upcurrent crater being filled with sand to a notably 
lesser degree than the downcurrent crater (see Figures 8 and 9, respectively). As seen in Figure 
9, local fishes were attracted to the work within hours of its completion. 

Attempts were made at the Elpis site to remove unconsolidated coral rubble using both a 15-cm 
suction dreged with deck-mounted pump and a 10-cm water lift discharging into metal baskets 
lowered to the seabed. Neither technique proved satisfactory for the work because the rubble was 
scattered and productivity was very poor. Larger rubble (>8 cm) frequently jammed the intake. 
[Subsequent rubble removal activities undertaken with suction dredging and water lifts at other 
grounding sites - where the rubble was more spatially concentrated and completely unconsolidated 
(i.e., where the vessel grounding had occurred within the previous year) demonstrated far greater 
success than at the Elpis site.] 

At the Maitland site, the Contractor preferred to use gravel fill to level the crater's seabed (in 
preparation for the units' placement) rather than excavation. This choice was primarily dictated by 
the cumbersome difficulty in excavating the dense rubble/sand matrix of the crater's coralline 
seabed. Excavation around the crater's perimeter, however, was nonetheless necessary to ensure 
that the upper surface of the perimeter armor units (thickness < 36 cm) would not extend above the 
adjacent, ambient seabed grade. Coral rubble excavated from within the crater was used to 
construct a berm around the crater to serve as an additional termination form for the underwater 
concrete, and to help blend the units' perimeter with the ambient seabed. 

After precision placement of the 40 armor units (placed with 5-cm maximum allowable gap 
between units, and tighter tolerances for vertical differential), and placement of the perimeter 
boulders and coral/gravel berms, the underwater concrete was placed using a swing-tube pump with 
5-cm hose, PVC nozzle, and diver-operable ball-valve. The concrete was batched aboard the barge 
using a portable ("junior") mixer. 
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Figure 8: 
Photograph of upcurrent Elpis site crater 
immediately after restoration. Voids between 
the boulders provided extensive fish habitat 
and vertical facing for coral larvae recruit- 
ment, but resulted in an aesthetic that con- 
trasted with the ambient seabed. 

Figure 9: 
Photograph of downcurrent Elpis site crater 
immediately after restoration. Voids between 
the boulders were more effectively filled with 
carbonate sand, resulting in an excellent 
aesthetic match with the ambient seabed. 

Figure 10 (next page) is a photograph of the M/VMaitland hull aground upon the reef in 1989. 
Figure 11 depicts one of the pre-cast armor units being lowered from the barge deck to the 
Maitland site seabed. Figures 12 and 13 are typical photographs of the Maitland site restoration, 
taken about a week after the work was completed. 

Site work was conducted between June 19 and July 12 at the Elpis site, and between July 13 and 
September 1, 1995, at the Maitland site. For about half of this time, however, no site work was 
undertaken because of relentlessly bad seas. In all, the 1995 season was the second worst on record 
in terms of Atlantic tropical storm activity. At one point in August, there were five tropical storms 
simultaneously lined-up across the Atlantic, moving toward the Florida peninsula. 

Construction Review. Real-time construction review was conducted and coordinated by the Corps, 
with direct participation of NOAA/SRD personnel and the Design Engineer (Olsen Associates, 
Inc.). The unique and complex relationship between the project's many parties was facilitated, from 
the outset, by a 2-day partnering conference organized by the Corps prior to construction. 
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Figure 10: 
Photograph of Maitland aground on the 
reef, 1989. The ship screw is seen 
resting amidst the coral rubble caused 
by the grounding. 
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Figure 11: 
Photograph of one of the 40 pre-cast 
reef-replicating armor units being 
lowered to the seabed. The lifting eyes 
were unscrewed from the units' threaded 
inserts after installation. 

Figure 12: 
Photograph of the top surface of the 
Maitland site repair, taken several days 
after project completion. The ambient 
seabed is in the far background. A 
grouted joint between adjacent armor 
units is discernible below the fish, in the 
foreground. 

Between site visits, the Engineer (author) was kept abreast of the work by viewing underwater 
images that had been video-taped by his on-site representative (Mr. Mark Schroeder, Continental 
Shelf Associates, Inc.). Selected videotape images were captured as a single frame by Mr. 
Schroeder, then transmitted from his boat via laptop computer, cellular phone, and E-mail to the 
author's Jacksonville office — usually within 20- to 30-minutes of the original photography. On 
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several occassions, the Engineer's access to virtually real-time construction photos permitted timely, 
cost-saving corrections to the work; or, alerted the Engineer to situations that required an immediate 
trip to the site and/or instructions to the site-representative. 

Environmental Monitoring. Turbidity was monitored using concepts of "exposure" by which 
"cumulative NTU-hours" were measured and tabulated. There was no observed environmental 
degradation resulting from the work — despite the fact that the work was conducted in the midst of 
sensitive coral resources. Fishes, soft and hard corals have begun re-colonizing the sites (Harold 
Hudson, NOAA/SRD - personal communication). 

Project Cost and Completion. The project's construction cost (bid) was U.S. $1,047,000, with 
subsequent change orders resulting in a net additional cost of $ 19,600. The total construction cost 
was about 10% less than the Engineer's estimate. Overall, the project was completed on-time, 
within budget, in accordance with the design intent, and with no apparent net adverse impact to the 
environment. 

Figure 13: 
Photograph of exposed side-face of Maitland 
restoration, where the repair was terminated 
adjacent to an existing sandy channel. The 
restoration is on the left, the ambient seabed is 
on the right. 

CONCLUSION 

To the author's knowledge, this experimental project represents the first large-scale, in-situ 
structural restoration of a coral reef damaged by mechanical impact. Innovative methods 
introduced, or resurrected, during this project included 

development of structurally sound seabed restoration with emphasis on aesthetic blending 
with the ambient environment; 
further application of new non-separable underwater marine concretes, 
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contract award by the Corps using "best-overall-value" procurement, 
unique cooperation between multiple federal agencies and the private sector, and 
semi-real-time construction review using underwater-taped video images via the Internet 

among other items. The unfortunate, increasing frequency with which vessels ground upon coral 
resources - and other environmentally sensitive seabed resources - suggest that the lessons learned 
as part of this project will be of increasing utility to future restoration projects. 
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CHAPTER 331 

Dredging and Disposal within the Limits of a National Park 

H. A. Manzenrieder and J. M. de Vries1 

Abstract 

In coastal areas under tidal influence, recurrent dredging is an important part of 
the maintenance work to secure the nautical situation and the functionality of the 
harbors. In the past, the orientation of dredging activities was purely economic but 
since the early 80's, environmental concerns have rapidly increased and these con- 
cerns often define the limiting or determining factors that cover all parts of such op- 
erations in the marine region. At present, the sometimes quite different interests of 
engineering and ecological groups are becoming more gentle. Besides the natural 
learning effect from the changes in general, economic conditions are also an impor- 
tant factor. 
This situation especially applies when maintenance dredging takes place within the 
limits of a national park where environmental concerns have the highest priority. 
The scope of the engineering investigations was the estimation of the environmental 
capacity as a function of hydrology, sedimentation and biology leading to a specific 
management for dredging and disposal areas. 

Introduction 

Public awareness concerning the environment was highlighted at the United 
Nations Conference on the Environment in 1970. This triggered the development of 
legislation concerning the control of all kinds of waste. In Europe, a need for legal 
action ensued from the following international agreements, some of which were rati- 
fied by Germany: 

- Oslo Convention of Feb. 15, 1972, with a supplement of June 12, 1991 
- Helsinki Convention of April 9, 1972, with a supplement of June 6, 1992 
- London Dumping Convention of Dec. 29, 1972 
- Paris Convention of June 4,1974 

i Consulting Engineering Office Dr. Manzenrieder and Partner, Brookweg 29, 
26127 Oldenburg, Germany 
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The guidelines for the disposal of dredged sediments are designed to assiscontracting 
parties in the management of dredged sediments in a way that will prevent pollution 
of the marine environment. The relative importance of the dumping of dredged 
material within the containment arriving in the North Sea is estimated at approx. 
1,600,000 t/y for nitrogen and approx. 10,000 t/y for lead (Neville-Jones 1994). 
The guidelines and restrictions apply to the removal as well as the disposal of 
dredged sediments. A special question is hydraulic injection dredging and transport 
by the local current capacity. 
When making an assessment in general, it will be necessary to consider the central 
factors as legal requirements, technical aspects, economic considerations, environ- 
mental aspects and more complicated subjective local knowledge and emotional as- 
pects or estimations. 

In fact, a very important stimulus for this investigation came from the observa- 
tions of people who have been personally involved in local activities for a long time 
(even generations), e.g. the tourist guide. 

In practice, environmental requirements are reflected in the individual permits 
which are only valid for a limited time (2-3 years). In Germany, such official permits 
actually specify the amount of dredging material (sand, mud), the dredging and 
dumping areas and the duration of dredging and disposal related to the season in the 
year (preference: winter) and the phase during the astronomic tidal cycle. 

The need for investigation which is laid down by the valid guidelines is deter- 
mined by the pollution load of the dredged material. Guide values r (mg/kg) are re- 
spectively defined for the individual heavy metals. 
The guide value r results from concentration c related to the 20 um fraction multi- 
plied with an uncertainty factor a (r = c • a), at present a = 1.5. 
Within the maximum period of three years, the need for investigation is classified by 
three ranges of values (c<r, r <c< 5 • r, c> 5 • r). 
In addition, permits can also define the need for and determine the scope of investi- 
gations on environmental effects as in this case. 

Dredging in the National Park 

The islands along the southern part of the German North Sea coast, which are 
predominately oriented to tourism, are located within the eco-system of the National 
Park's tidal mud flats and have been an important part of this young park, deserving 
special protection, since 1985. 
Based on a mathematical model that gives a rough description of the current field 
(Dick 1992), the transport system under tidal effects is predominantly from West to 
East: 

The protection status is to safeguard natural development and covers all activi- 
ties in an area of approx. 2,400 km2 with some exceptions within the framework of 



4276 COASTAL ENGINEERING 1996 

coastal protection (dikes) and maintenance activities (dredging). In 1993, the Na- 
tional Park became part of the UNESCO-Program "Man and Biosphere" (MAB). 
This status was the reason for some interesting economical and engineering require- 
ments e.g. when an expensive tunnel was build for a standard pipeline with a diame- 
ter of approx. 1 m (Europipe-Project) or the work to raise a dike was suspended 
during the operation. 

Within this protectorate, the navigable channels to the harbors along the coast 
and the islands lie mainly in areas with continuous sedimentation, the transport proc- 
esses of which are defined by a regular average tidal range of approx. 2.6 m, super- 
imposed by random storm surges. The consequence of these conditions is the 
substantial necessity for quasi permanent dredging activities inside the National Park 
and subsequent dumping. Alternatives, such as disposal outside the protected area or 
use of the material for beach nourishment in the vicinity are discussed and carried 
out in part. 

Within the National Park, annual dredging quantities of between 300,000 and 
500,000 m3 arise from the maintenance of navigation channels. Small suction hopper 
dredges with a cargo hold capacity of 150 t (mud) to 3001 (sand) are used for dredg- 
ing and disposal, the limiting factor of which is the allowable draught with a maxi- 
mum of 3 m determined by the shallow depth of the flat tidal area. As a rule, 
disposal is carried out gradually over the whole disposal area to achieve an even as 
possible distribution at the bottom and in the space of the water. 
In connection with intensive monitoring of all dredging activities within the National 
Park, the measures are based on complete modernization of the position finding sys- 
tem based on the highest GPS technics in combination with the continuous recording 
of basic data to objectively document dredging activity. 

With these measures, the efficiency of maintenance dredging is to be increased 
on the one hand and on the other, complete evidence on the executed dredging and 
disposal processes are to be ensured. 

Effects of Dredging and Disposal 

Due to the fact that the main problems concentrate more and more on the dis- 
posal of dredged material, the following description will focus on this question. 
Dependent on material and area specific parameters, the introduction of dredged ma- 
terial into the water space may, as a result, have a variety of effects on the ecological 
boundary conditions (changes in the environment). This especially applies to the 
tidal mudflats. 

In keeping with the knowledge we have today, an underlying, lasting and nega- 
tive effect cannot be assumed a priori. 
Area specific parameters such as e.g. current conditions, bottom material or sea con- 
ditions, are important boundary conditions for the transport and the dispersion be- 
havior of the solid matter introduced into the natural tidal mud flat area by disposal. 
The content of suspended solid matter is influenced by a number of parameters: 
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• Tide (current velocity, water level, turbulence, salinity) 

• Meteorology (sea conditions, temperature,) and Climate (duration of ice covering) 

• Topography (surrounding tidal mud flats, bottom material, artificial buildings) 

In addition, there are chemical parameters such as e.g. oxygen or nutrient con- 
tent which influence solid matter content, sedimentation behavior and turbidity 
conditions. 
An urgent, independent problem is defining and selecting suitable parameters and 
characteristic quantities for describing or supplying evidence on the effects against a 
background of high, natural variance in tidal waters. 
In the following, possible effects from the introduction of dredged material into the 
space of water and therefore the questions associated with it are presented for 
assessment: 
• Local increase of solid matter content 

- Is there a correlation between solid matter content and turbidity? 

- Does a sandblasting effect occur at the bottom in the case of sandy material? 

- Can a natural turbidity or solid matter background be defined? 

- Are changes in light conditions to be evaluated vertically? 
- Is the influence on photosynthesis quantifiable? 

- Will the migration behavior of fish be influenced? 
- Will this reduce the recognition of danger (e.g. fishing nets)? 

- Are there accumulation effects? 

• Reduction of oxygen content by introducing oxygen-depleting matter 

- Which material is considered oxygen-depleting? 
- Which depletion potential leads to a reduction in oxygen content? 

- How does the same depletion potential act under dynamic variability? 

According to ESSINK (1993), the disposal of dredged material can, among other 
things, have the following ecological effects: 
• Change of the nutrient balance 

Example: Phosphate redissolution can have the effect of increasing the growth of 
phytoplankton (Sea grass can be negatively influenced when algae cover the 
surface). 

• Inhibition of growth 

Example: An inhibition of the growth of phytoplankton can occur through 

increased turbidity resulting in a reduced supply of food for zooplankton and 
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filtering bottom organisms. Turbidity interferes with the search for food of visual 

predators (flat fish, ocean swallows) 

Inhibition of respiration 

Example: Increased content of suspended solids inhibit gill respiration offish and 

invertebrates as well as food intake for zooplankton and filtering organisms 

(small crabs, mussels) 

•   Overtaxed adjustment 

Increased sedimentation rates have the effect of smothering bottom animals. 

Sedentary Benthos species have less chance of survival as opposed to mobile 

species. Fundamental changes in the composition of sediment can increase the 

damaging effect on bottom fauna. 

The processes that take place in the water space and at the bottom are interde- 
pendent and have superpositioning effects. Colonization at the bottom can, for exam- 
ple, lead to increased erosion resistance and therefore influence the suspension 
content (Manzenrieder 1983). 

Relevant Publications 

In the past years, several papers have been published on the problem of envi- 
ronmental effects caused by dredging and disposal of sedimentary material and Inter- 
national Conferences in particular have provided an opportunity for exchanging 
ideas and establishing relationships on a wide range, e.g.. DREDGING '94 by the 
ASCE in Orlando. 
Some of the projects include the results of field studies and corresponding theoretical 
models. In Table 1, a partial list gives short information on selected studies based on 
the results of field programs covering typical engineering tools (sounding, sampling, 
sensor measurements, etc.) and an indication of extended results from natural science 
(Chemistry, Biology). The depth given indicates the depth at the dumping area. 

The targets, size and executing institutions and - last not least - financial frame 
for such programs vary. In general, it can be stated first of all that every dredging 
and disposal area has its own behavior so that a direct transfer of results is not likely. 
Experience in engineering practice has often indicated that the respective research 
must be delegated to basic research and research with a direct reference, the latter of 
which often has narrow limitations on time and budget. Nevertheless, this is often 
the appropriate solution. 

To answer basic questions concerning mud flats, a very large research program 
named "Ecosystem-Research" has been underway in Germany since 1989, the main 
phase expected to end in 1996. Beyond general statements, the results presented 
could not support the concrete questions formulated in the permits for maintenance 
dredging. 
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Table 1: Selected publications on dredging effects with field studies 

Literature Year Country Location Chemistry Biology 

Hiibner, H.-J. et al. 1996 Germany Mudflats yes yes 

Pejrup, M. 1995 Denmark Mudflats no no 

Netzband A. et al. 1995 Germany Elb River yes yes 

Borst, W.G. et al. 1994 Netherlands Haringsvliet yes yes 

Halka, J. et al. 1994 USA Chesapeake Bay no no 

Wiley, M. et al. 1994 USA Connecticut no no 

Marsh, J. 1994 U.K. Cornwall yes yes 

Stuber,L.M. et al. 1994 USA Savannah Harbor yes yes 

Tubman, M. et al. 1994 USA San Francisco no no 

Courtney, C.A. et al. 1994 USA San Francisco no no 

v. Oostrum, R. et al. 1994 Netherlands yes no 

Bundesanstalt (BfG) 1993 Germany Ems River yes no 

Essink, K. et al. 1993 Netherlands Ems, Mudflats no yes 

Thevenot, M. et al. 1992 USA Tylers Beach no no 

Paul, J.H. (BfG) 1992 Germany Weser River no no 

Dammschneider 1992 Germany Elb River yes no 

Gallenne, B. 1989 France Loire River yes yes 

Vale, C. et al. 1989 Portugal Tagus River yes yes 

Bossinade, J.H. et al. 1988 Netherlands Eemshaven no no 

Truitt, C.L. 1986 Duwamish WW no no 

van der Veer, et al. 1985 Netherlands Mudflats no yes 

Tavolaro, J. 1982 USA New York Bight no no 

Malherbe, B. 1980 Belgium no no 

Bokuniewicz, H.J. 
etal. 

1978 USA Lake Erie/Ontario no no 

New York Bay 

New York Bay 

Saybrook 

Elliott Bay 

Sustar, J.;Wakeman,T. 1977 Carquinez no no 

McCauley, J.E. et al. 1976 USA Coos Bay yes yes 

Gordon, R.B. 1974 USA Long Island no no 

May, E.B. 1973 USA Mobile Bay yes yes 
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The various public interests in the results of such (expensive) investigations which 
include social and political components are often much greater than the knowledge 
that has been established on the processes. The contrary explanations for the appear- 
ance of large areas with a oxygen deficit in the upper mud flat surface, so called 
"black spots" after a strong winter, was the last remarkable example. 

Procedure 

The main target of our investigation was and is compliance with the require- 
ments that are a part of the permit, currently valid for a period of 3 years. To achieve 
this, an investigation program was started in 1994 which is still being executed, the 
areas of operation being: 

- sediments in the subtidal and intertidal flats 
- water column 
- macrozoobenthos 

For a pilot project, disposal sites are selected, which differ in respect to their 
location within the hydrological units, the quantity of material being disposed as 
well as the type of disposed material. 
In compliance with the concrete time and economic terms of reference and under the 
responsible coordination of engineering sciences, a pilot study was developed for the 
interdisciplinary questions, the structure with long-term measurements and detailed 
surveys was selected as follows: 

- Meteorological and hydrological surveys 
- Static and dynamic sedimentological surveys 

- Biological surveys 

To describe biological processes, macrozoobenthos were selected as an indicator 
group. 

Long-term measurements gradually broaden our knowledge and are therefore a 
part of extended basic research. In view of the investigations listed for the disposal 
site area, these are primarily oriented to stabilizing the respective causal analysis: 

- Analysis of the dredged material (grain distribution, pollutants) 

- High resolution topographical surveys using state-of-the-art techniques 

- A rough sedimentological and biological survey of the disposal sites 

- Taking samples from monitoring stations in the subtidal and intertidal flats 

- Sedimentological characterization of surface samples from the mudflats 

- Assessment of macrobenthic fauna on the mudflats 



DREDGING AND DISPOSAL 4281 

The detailed investigations include a great number of individual measurements and 
are continuously coordinated to developments. Previous investigations have concen- 
trated on the natural variation of turbidity and the change and extension during dis- 
posals as well as the changes in oxygen content during disposals. 

Previous Results 

Part 1: Dredged Material 
All objective reflections on the effects of disposal arise from the potential load 

potential and therefore from the properties of the dredged material with following re- 
sults: 

- The results of laboratory measurements confirm pronounced material- 
dependent differences. 

- As opposed to fine sand, silt (coastal marsh sediments) shows continuously 
higher depletion rates. 

- Silt samples show an up to 45 times higher average depletion activity related 
to mass than fine sands. 

- Depletion curves of the silt samples show a high initial depletion at the begin- 
ning which can exceed mean oxygen depletion by 10 times. 

- Quantitative results of stabilized laboratory results cannot be directly con- 
firmed by the natural measurements during disposal. 

- In individual measurements during the disposal of coastal marsh sediments 
and sand, no changes in oxygen content beyond the fluctuation margin of 
measured values before disposal were determined in the space of water over a 
period of approx. one hour after disposal. 

- Heavy metal concentrations determined in the grain size fraction d < 20 um 
all range below the defined limiting values in the guidelines used (Figure 1). 

- On the basis of this assessment, the examined dredged material can be rated 
as non-polluted. 

- At present, there is no uniform assessment concept for the evaluation of 
heavy metal content and organic pollutants in dredged material. 

- In regard to the area-specific loads from sediments, there is a need for uni- 
form recording of data as a basis for documentation and the evaluation of 
trends while isolating anthropogenetic intervention 

Part 2: Disposal Sites 
Previously determined results of the engineering and natural science work 

fields will be presented in abbreviated form. 

- Sediment composition and seasonal changes are different at every disposal 
site. 

- Fine and medium grain sands dominate in the sublitoral, the highest variation 
being shown by the fine grain size fractions. 
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Figure 1. Heavy Metal Concentration and Determining Factors 

- With mostly constant main sediment types, changes also occurred on the ex- 
amined mudflat surfaces during the low-energy summer months in the fine 
grain areas. 

- A sorting of grain size takes place within the immediate disposal site. 

- The fine sediment part rises to the edges of a hydraulic/morphological unit 
(tidal mudflat watershed). 

Part 3: Turbidity and Suspension 
In order to determine the value range and variation of the natural suspended 

matter content in connection with current behavior, selective measurements were 
made over one tide respectively. These results form the basis for an evaluation of 
concentrated measuring results that were made during the disposal of sand and 
coastal marsh sediment. The results are characterized as follows: 

The suspension content measured fluctuated during a natural tide cycle (with- 
out disposal) in a wide range between 120 mg/1 and 660 mg/1. The result over 
the whole tide was a mean suspension content of c=225 mg/1 with the maxi- 
mum values near the bottom. 

Drogues and continuous current measurements in the area of the examined 
disposal site support a current potential with the highest velocities close to the 
surface of up to 1.5 m/s at ebb current which, as a whole, dominates over the 
flood current. 

The measurements made immediately before disposal at lower current veloci- 
ties comprised recorded values of 2.5 to 30 TE/F (turbidity unit related to 
Formazin) with respective suspension samples with solid matter contents of 
50 to 200 mg/1. 
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During disposals, stationary and dynamic measurements were made at a mean 
water depth of 15 m and in depth steps of 5 m and 10 m in the disposal site 
and adjacent lee area to survey the spreading cloud of turbidity. 

In Figure 2 a passage of the turbidity cloud during a disposal of sand (d50 ca. 
0,15 mm) giving a current velocity and water level above the probe is pre- 
sented. Distance to the input point was approx. 200 m. 
It was observed that the disposal "trail" clearly stands out against the back- 
ground values of turbidity. Just a few minutes after input, turbidity values at 
the selected measuring position rise to approx. 100 TE/F. 
The mean basic turbidity of approx. 15 TE/F is significantly exceeded over a 
period of approx. 11 minutes with up to 150 TE/F. After that, the level returns 
to the level before disposal. At a mean current velocity of 40 cm/s, an exten- 
sion in the length of the turbidity cloud to approx. 270 m results which corre- 
sponds to doubling. 

After the disposal of coastal marsh sediment, the maximum level in the tur- 
bidity cloud over a range of 3,000 m was reduced to a third of the measured 
maximum value. 

The oxygen content within the detected turbidity cloud consistently ranged 
within the measured natural fluctuation margin. 

Riffgtrt 

:3i in 11S40 11:45 11:50 11s55 

Figure 2. Turbidity Cloud during Dumping passing in the central Lee Side 

The newest version of a modern self-sufficient instrument, a so called sand-surface- 
meter (Manzenrieder 1995) was placed during the disposal of sand and mud direct 
under the hopper dredger. The real-time history of the stationary measurements is 
concentrated on Figure 3. 
During the observation the disposal of sand is predominant indicated by a stepwise 
change in the bottom position. The dominant effect of mud disposal is the transient 
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formation of a cloud with very low particle movement. The stability of the mud 
clouds was detected between 2 and 6 hours during the measurements. 

[n-situ measurement during disposal (20.-22.06.1995) 
(Below hopper dredger, depth at disposal site: ~8 m below chart datum) 

Installation 

LW 

no (low) partica! movement Removal 

HW SLW LW HW 

Figure 3. Direct Measurements under a Hopper Dredger during Disposal 

Part 4: Benthos Investigations 
In the subtidal flats, quantitative samples were taken using van Veen grab sam- 

pler supplemented by trawl net catches from a research dredge which were to give a 
qualitative overview of the epibenthic animal species. 
In the intertidal flats, surface samples up to 30 cm in depth were taken respectively. 
A presentation of the complicated types of analysis and the different extensive 
groups of results will not be dealt with in this paper. 

Assessment (Example) 

Since the natural measurements carried out and the model approaches that are 
available do not form a stable basis for a closed solid matter balance, continuous cur- 
rent and suspension measurements were carried out for a rough model of solid matter 
loads. 

For a defined cross-section in the middle of the disposal site, corresponding 
suspension loads of 5,800 to 7,700 t per tide phase result for suspension contents of 
150 to 200 mg/1. Independent analyses on local bed loads carried by currents show 
that with an order of magnitude of approx. 10 % of the suspension load, this is a 
clearly smaller part of the total solid matter load. In Figure 4 the increase of the 
above presented (natural) suspension transport caused by the input of two dredged 
material disposals with a quantity of 300 t each is presented for the cross-section of 
the disposal site. In this case, the first disposal is assumed at approx. 2 hours after 
the turn of the tide and the second disposal 2 hours before. Under the assumptions 
made here, both disposals lead to an increase in the quantity of solid matter 
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transported in suspension during the course of a tide of approx. 10%. This value lies 
within the documented natural fluctuation margin for the location. 
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Figure 4. Increase of the natural suspension transport due to 2 disposals (example) 

The conditions presented are based as an estimate on assumptions stabilized by 
measured data and describe the order of magnitude of the solid matter transported. 
Greater knowledge about natural variation as a result of seasonal fluctuations or me- 
teorological influences as well as secured data concerning the transport of sediment 
and suspended solids and their distribution for individual tide phases separately are 
needed for a secured, quantitative assessment of the effect of dredged material dis- 
posal. For this, a corresponding picture of current and transport must be described 
for the area. 

Disposal Site Management 

Because of the great number of influencing factors that are to be taken into 
consideration when managing dredged material, especially in shallow water areas, 
individual disposal site management is to be connected with corresponding ecologi- 
cal requirements. Here, the qualitative and quantitative assessment of specific 
boundary conditions provides an opportunity to combine the relevant economic and 
ecological interests into solutions capable of reaching a consensus. 
Sufficient knowledge on the load potential in connection with the tolerance potential 
forms the basis for such disposal site management. 
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The load potential (stress factors) comprises all effective area and material 
specific effects concentrated in disposal. 

The tolerance potential (ecological elasticity) describes the available reaction 
options of the water ecology and especially the bottom of the body of water under 
natural and/or anthropogenic loads. 

A sensitivity classification as a basis for making decisions which defines limit 
criteria by stabilized guide parameters and therefore contains e.g. statements on al- 
lowable sedimentation dynamics (height, duration) should be the goal for selecting 
main areas for disposal or disposal sites. 
When defining possible disposal sites, the question of whether selective or gradual 
disposal presents the more economical and ecological solution in the course of a year 
and for different energy input must be answered. 
All of the known or the yet to be determined area and material specific parameters 
supply a contribution to the effect processes which define the eco-system. 

Tolerance potential» Load potential -» Mostly uninfluenced environment 
No prolonged change or damage to water ecology and little utilization of loading 
capacity 
Tolerance potential > Load potential —> Stable environment 
No long-term change or damage to water ecology to be expected for high utilization 
of loading capacity 
Tolerance potential = Load potential -» Unstable environment 
Unstable limit state of water ecology is reached by full utilization of loading 
capacity 
Tolerance potential < Load potential —» Destabilized environment 
Prolonged changes or damage to water ecology occur when loading capacity is 
exceeded 
Tolerance potential« Load potential -» Changed environment 
Comprehensive changes or damage to water ecology by clearly exceeding loading 
capacity 

In the following, an evaluation matrix for the individual monitoring stations 
has been compiled for a disposal site within the National Park (example). 
Based on a measuring program carried out over a period of several years in the area 
of the disposal site, short-termed, local changes could be quantitatively determined. 
Long-term changes or damage to the environment which can be directly attributed to 
the disposals could not be documented in the dynamic ocean area so far. 
A valid assessment of the project dream - "stable environment" - was undertaken ac- 
cording to the presented assessment scheme for the evaluation of intervention in the 
eco-system which forms the basis for the pending decision of the responsible permit 
authorities. 
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Parameter 
Retake stations in/around the disposal area in relation to LW 

above (mudflats) below 

Bottom Sediments - / - - / / - / / + / n 

Sedimentary Material n n + + n - n n 

Oxygen Content n n / / / / / + / n + n n 

Topography n n + - / - - - - + + n n 

Benthos fauna n n + - / / n - - / - / n 

Turbidity n n n n n n n n n n n + + 

Suspension n n n n n n n n n n n + + 

Values in relation to the natural variation: +:above,/:boundary,-:below,n:not determined 

When objectively viewing the (required) state of knowledge on the manifold 
influencing factors (cluster), it can be determined that there are considerable deficits. 
Therefore, qualitative natural observations and quantitative natural measurements 
will still supply the central contributions. 

Conclusion 

The quantity of the actual dredged material in the National Park is relatively 
small in relation to the average annual amount in Germany of 35 million m3. 
By complying with the defined requirements, the unit price for dredging in the Na- 
tional Park - up to US $ 13 - has nearly doubled in the past few years. When com- 
pared internationally, for example with the United States which has an annual 
average of 230 million m3, the relation of costs for 1995 is approx. 10:1 (Hales 
1995). 

The type and nature of the sediment is often different from that in the harbors 
(mud) and the connecting navigable channel (sand). This is important for dredging 
and the area influenced by disposal. The strategy and collected results were used as 
input for characterizing the environmental behavior of each region as a part of a 
morphological and hydrological unit. To do this, the natural background needed to 
be described in its seasonal variation, also with regard to the effect of single, ex- 
tremely energetic storm periods. The assessment will resume on the central question 
concerning the following relation between the natural tolerance potential and the ad- 
ditional artificial load potential due to dredging and disposal with the simple effects 
for the concerned environment: 

Tolerance potential > Load potential = Stable environment 
Tolerance potential ~ Load potential = Unstable environment 
Tolerance potential < Load potential = Destabilized environment 
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Experience from such investigations with an ecological orientation show that not 
only the formulated requirements and limit values but also the relevant investiga- 
tions are to be objectively adjusted to the respective questions. In this connection, 
the results from natural measurements are of central importance with increasing du- 
ration of observation. 

In this process, the engineering sciences with their optimizing work methodol- 
ogy must actively shape these projects in a major way, also searching for overlap- 
ping areas in other sciences as they proceed. 
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CHAPTER 332 

Storm-Derived Bar/Sill Dynamics in a Dredged Channel 

Sean O'Neil, Student Member ASCE,1 Keith W. Bedford, Member ASCE,2 and 
David P. Podber, Student Member ASCE3 

Abstract 

The development of sediment bars and sills due to storm-induced flow events 
in a dredged Great Lakes tributary is studied. The hydrodynamics associated with 
long-waves from the lake, create flow reversals at the river mouth, and storm runoff 
produces large sediment loads delivered to the lake. A laterally-averaged numerical 
model, including a turbulence closure sub-model, is used to simulate the hydrod- 
namics. A simple sediment settling, resuspension and transport model is coupled to 
the hydrodynamic model. Model runs are made for flow and temperature conditions 
which would be typical of the region during the spring season. Runs are made with 
and without the sediment settling velocity term, which effectively represents the mod- 
eling of two grain sizes; clay particles which have extremely small settling velocities 
and tend to floe together producing neutrally buoyant particles, and silt sizes which 
have finite settling velocities. 

Introduction 

Harbor dredging is the necessary result of long term, persistent deposition of 
watershed-derived sediments. Periodic redredging is required to ameliorate the oc- 
currence of sills and bars which form as a result of the interaction of wave climate, 
channel geometry, tributary flow and littoral drift. As opposed to the persistent and 
predictable tidal forcing on coastal harbors, the harbors on the Great Lakes are mod- 
erated by random, long-wave effects derived from storms. The storm surges and 
resulting seiches, coupled with a high sediment influx from watershed runoff, often 
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conspire to yield a two-sill bottom configuration which motivates maintenance dredg- 
ing. 

As part of a study designed to investigate the impacts of dredging operations, the 
physical processes responsible for the formation of sills and/or bars is explored by the 
use of detailed numerical models. The models developed as part of this study will also 
be used to enhance the tributaries portion of Great Lakes Forecasting System (e.g., 
Bedford and Schwab, 1994) which currently produces nowcasts four times daily and 
24-hour daily forecasts of the state (water levels, wave heights, temperature, currents, 
etc.) of Lake Erie. This contribution details some of the results of the sill dynamics 
modeling and analysis for conditions marked by flow reversals and stratified flow. 

Study Site 

Toledo Harbor, on the Maumee River, is the third busiest port in the Great Lakes 
shipping arena. The site of the model investigation, shown in Figure 1, extends along 
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Figure 1: The Maumee River region. 

the river, through the Maumee Bay, along a dredged navigation channel. The Maumee 
River delivers the single largest tributary-derived sediment load to Lake Erie, con- 
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tributing 44% of the total annual load (Kemp et al, 1976). This high load occurs 
because 85% of the watershed land use is for agriculture. The extreme shallowness 
of Maumee Bay, with an average depth 1.5 m (5 ft), and the Western Basin of Lake 
Erie, average depth 7.6 m (25 ft), necessitates the maintainance of the 152 m (500 ft) 
wide, 8.5 m (28 ft) deep navigation channel. The dredged portion of the model do- 
main extends from a ship turning basin 9 km upstream in the river, to approximately 6 
km into the bay. Figure 2 shows a profile of the modeled portion of the river and nav- 
igation channel including the double-silled bathymetric configuration near the mouth 
of the river. 

5 10 15 20 25 
Distance from Upstream Boundary (km) 

Figure 2: Schematic of model domain profile. 

Physical Setting 

The physical setting within the Maumee River, Bay and Western Basin of Lake 
Erie displays all of the features which might be found in a typical marine estuarine 
system, excluding of course tidal regularity. Storm events in the Lake Erie region 
occur with a frequency of 5-7 days during the spring and fall, with durations of 1-2 
days. The corresponding increase of river flow rate and stage attain values that are 
significant fractions of the ambient levels. 

A typical storm track during these seasons will follow the major axis, west to 
east, of Lake Erie, producing a significant storm surge at the eastern end of the lake. 
The storm surge will decay into a lakewide seiche with frequently observed 14.4,9.1, 
5.9 and 4.2 hour longitudinal modes. The seiche typically produces water elevation 
changes of more than 1 m, which is a significant fraction of the average water depth 
at Toledo Harbor. After the storm event, the decaying seiche may take 3-4 days to 
completely disappear. The narrow and deep dredged channel results in a "pipelining" 
of the excess flow due to runoff into the lake. The oscillations combined with the 
seasonal variations in water density gradients, here due to temperature differences 



4292 COASTAL ENGINEERING 1996 

between river and lake water, result in a system which behaves like a typical estuary 
during storms, and like a river during calm conditions. Flow reversals are frequently 
noted as are internal waves and oscillations. 

Numerical Models 

The numerical methods and schemes employed for this set of model runs have all 
been well documented and used by several researchers under a variety of conditions, 
therefore only a brief outline will be given as to how the model couplings occur. 
The one-dimensional, hyperbolic de St. Venant equations are solved to determine 
the river stage and discharge from Waterville, OH to the river mouth at Lake Erie, in 
this case using the upstream discharge at Waterville and the downstream stage at the 
lake, as boundary conditions. In turn, the values of discharge and stage are used as the 
boundary conditions for the two-dimensional hydrodynamic model, which is based on 
the laterally-averaged, hydrostatic, Navier-Stokes equations. The use of this type of 
model allows the vertical structure of the flow field to be captured without the expense 
of a fully three-dimensional model. The use of the model is justified by the fact of the 
narrow, deep dredged channel. The two-dimensional model is used only from the ship 
turning basin (see Figure 2) to the lake and uses specified temperature and velocity 
boundary conditions at the upstream, downstream and bottom. A turbulent closure 
submodel, the Mellor-Yamada level 2.5 scheme (e.g., Blumberg and Mellor, 1987), 
is employed to calculate the time-varying vertical eddy viscosities and diffusivities. 
At the water surface, the flux of velocity and heat are nil, and at the bottom a drag- 
law based on the square of the horizontal velocity just above the bottom, allows for a 
shear stress or no-slip condition. 

The sediment transport component of the model solves the advection-diffusion 
equation for suspended sediment concentration using an upwind advection scheme, a 
size specific constant settling velocity term, and source/sink terms for the erosion and 
deposition of sediment. The erosion and deposition terms are parameterized using the 
model of Sheng and Lick (1979), where the deposition of sediment is proportional to 
the sediment concentration and erosion is proportional to an excess shear stress as 
compared to the shear stress for sediment resuspension. Boundary conditions are 
specified to be no sediment flux through the water surface, a well mixed upstream 
condition giving a constant input sediment concentration, and lake-like concentration 
and temperature profiles imposed downstream. Empirical parameters in the erosion 
and deposition terms are based on previous studies performed in the Western Basin 
of Lake Erie and reported in Sheng and Lick (1979). 

Conditions and Assumptions 

The specific imposed conditions and assumptions which are applied for the spring 
season case study are outlined. The boundary conditions at the two ends of the model 
would normally come from data, or possibly, the output from other models. For the 
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spring storm conditions of interest, a typical steady river inflow was applied upstream, 
the magnitude of 141.6 m3/s (5000 cfs) was determined from flow hydrographs ob- 
tained during the spring months (Pinsak and Meyer, 1976). To approximate the effect 
of the lake seiche after a storm, a downstream sinusoidal water elevation with an am- 
plitude of 0.61 m (2 ft) and a period of 14 hours, was applied for four complete cycles. 
Given the short term nature of the simulation, the bottom was assumed to be fixed, 
so that the sills were not moving or changing shape. This is justified by the fact that 
(with the exception of the sping snow melt discharge) the bottom probably doesn't 
evolve much under the influence of a single storm event, but does over the course of 
a season or longer. 

The river temperature was assumed to be a constant upstream value of 12°C and 
the lake was assumed to have a temperature of 7°C, typical for spring (Shindel et al, 
1993). The upstream sediment concentration was assumed to be 1 kg/m3, and down- 
stream a constant concentration profile, with maximum concentration near the bottom 
of 1 kg/m3, imposed if the flow reversed and lake water traveled upstream. However, 
the form of the profile was found not to affect results in trials with different profile 
shapes. Model runs were performed for single sediment grain sizes, and two cases 
were examined. The Stokes' settling velocities were determined to be 1 x 10"5 m/s 
and 0 for the two cases of silt (median diameter 0.004 to 0.06 mm) and clay particles 
(median diameter < 0.004 mm). 

Results 

Analyses examine the impacts of flow reversals introduced by seiches versus reg- 
ular downchannel river flow during inter-event periods. The following plots depict the 
water velocity field in the dredged channel as well as the suspended sediment con- 
centration contours. These results were determined at several points within a single 
seiche cycle, where the cycle fractions are defined as in Figure 3. For brevity, not all 
of the cycle points designated in Figure 3 will be shown. Depicted in the figures is 
the third of four complete cycles run due to the fact that the fourth cycle of a run is 
generally not very different from the third. 

The velocity fields shown in Figures 4-7 show that moderate seiche amplitudes 
are sufficiently strong enough to cause flow reversals in the river, even for riverine 
flow rates as high as 141 m3/sec (see also Podber and Bedford, 1993). The upstream 
sill proximity is consistent with its origination from simple channel deposition of 
sediments introduced upstream, and the downstream sill is located at the furthest up- 
channel extent of the 14-hr seiche mode excursion distance. During spring conditions 
a stable gyre is present above the downstream sill and positioned such that horizon- 
tal velocities are zero directly above the peak of the downstream sill, as shown in 
Figures 5 through 7. As the cycle progresses, the gyre appears to move up and then 
back down in the water column, but maintaining its position above the downstream 
sill. This may be an extremely important agent in sill formation and migration. Note 
also that at all times in the cycle the stratification of the water is maintained, where 
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Figure 3: Definitions within a seiche cycle. 

the warmer river water flows over the colder lake water. During the fall the inverse 
situation occurs. 

In comparing the suspended sediment contours, it can be seen in all cases that 
there is a greater mass of the silt sized sediment within the water column than the 
neutrally buoyant particles. This is seen by fact that the larger valued contours are 
closer to the bottom and the lake side of the modeled domain. This is most likely 
due to the fact that neutrally buoyant particles enter the modeled region from the 
upstream direction, but they can only pass out through the downstream end of the 
model domain. For the case of the settling silt particles, some portion of the total 
mass of particles will be settling towards the bottom, and though the flow reversal 
will bring less sediment-dense water into the river, the settling sediment will tend to 
push the contours down and closer together. Also note that the extent of the upstream 
excursion of the intruding lake water has the effect of pushing the neutrally buoyant 
particles back to the upstream sill, whereas the maximum upstream extent of the silt 
particles is the downstream sill, which occurs at maximum flood. 
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Figure 4: Velocity structure and suspended sediment contours for SBE. 
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Figure 5: Velocity structure and suspended sediment contours for ME. 
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Figure 6: Velocity structure and suspended sediment contours for SBF. 
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Figure 7: Velocity structure and suspended sediment contours for MR 



CHAPTER 333 

Bivalve Habitat Based on Sediment-Transport Mechanics 

Hitoshi Gotoh1 and Tetsuo Sakai2, M. ASCE 

Abstract 

After a storm, thousands of dead bivalves washed upon a beach are sometimes 
observed. Bivalves are important not only as the marine products but also as the index 
of the quality of coastal environment. Hence, the field observations of the distribution 
of bivalves in a coastal zone; and the laboratory experiments on the characteristics of 
the behavior of bivalves have been performed. 

An interesting result is found by Yamashita and Matsuoka (1994) in a laboratory 
experiment on the burrowing process of bivalves under eroding condition due to the 
oscillatory flow: even when the descending velocity of a sand surface is sufficiently 
smaller than the burrowing velocity of bivalves, some bivalves cannot stay in the sand 
layer and are picked-up by oscillatory flow. 

In this study, the physical background of their results are considered from a 
viewpoint of sediment transport mechanics. Two important aspects are investigated: 
the one is the stochastic aspect of the burrowing process of bivalves; and the other is 
the reverse grading phenomena observed in motion of mixed-size grains. 

Introduction 

Thousands of dead bivalves washed upon beach after a storm have been sometimes 
observed in the coastal region around Japan. Most of the former field observations 
and laboratory experiments (Watanabe, 1982; Higano and Yasunaga, 1988; Yamashita 
and Matsuoka, 1994; and Kuwahara and Higano, 1994) have been performed because 
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of the importance of bivalves as fishery products. Bivalves, or creatures living in 
sandy beach, are also important as the index of coastal environment. 

There are many irregular factors in a moving process of bivalves such as 
fluctuation of bottom velocity, descending velocity of sand surface due to scoring, size 
of bivalves, activity, or moving ability, of bivalves and so on. To take these irregularities 
into consideration, the moving process of bivalves should be treated as a stochastic 
process. 

The other important aspect in the moving process of bivalves is the mode of 
sediment motion around bivalves. In general, sediment is transported in various modes; 
bed load, suspended load over sand ripples and sheetflow. Especially, during storm, 
or under the action of high-shear force, sheetflow should be a dominant transport mode. 
In the sediment transport in sheetflow regime, the particle/particle interaction, or the 
momentum transport due to interparticle collision is a mechanism governing the flow 
structure. To understand the behavior of bivalves in a sediment layer moving in 
sheetflow regime is an important subject to clarify the mechanism of bivalves-upward 
motion in a sand layer. 

Two important aspects mentioned above are treated in this study based on the 
numerical model such as the stochastic model for simulating the probabilistic 
characteristics of bivalve's behavior and the granular material model for the simulation 
of sediment/sediment and sediment/bivalves interactions. 

Laboratory experiment by Yamashita & Matsuoka 

Yamashita and Matsuoka (1994) found out very interesting characteristics of 
bivalves in their laboratory experiment. They performed the experiment on the 
burrowing process of infant bivalves, or Spisula sachalinensis, maximum length of 
which is more than 5 mm and less than 20 mm, under the oscillatory flow generated by 
U-tube type oscillating water tunnel. They investigated the probability of the occurrence 
of the bivalves picked-out-of sand layer under the various values of the ratio of the 
descending velocity of sand surface, or ve, to the burrowing velocity of bivalves, or vs. 
Figure 1 shows the one of the results of their study on the relation between the probability 
of the occurrence of the bivalves picked-out-of sand layer and the velocity ratio ve/vs. 

When the descending velocity of sand surface due to the erosion is larger than 
the one-thirds of the burrowing velocity of bivalves, namely in the region where the 
ratio Ve/vs>0.3, whole of the bivalves in a sand layer are picked-out-of sand. In their 
experiment, the burrowing velocity of bivalves are measured in a still sand layer. To 
understand the physics of this phenomena, the behavior of bivalves in a streamwise- 
moving sand layer should be investigated. 

In the region 0.1<ve/vs<0.3, some bivalves are picked-out and others are staying 



4302 COASTAL ENGINEERING 1996 

Zs(mm) 

ve(mm/s) 

Figure 1. Occurrence of the bivalves picked-out 
(Data from Yamashita and Matsuoka, 1994) 

in a sand.   This means the importance of stochastic consideration of the motion of 
bivalves to express the probabilistic aspects of the moving process of bivalves. 

Stochastic consideration of burrowing process of bivalves 

procedures of stochastic calculation 
The following assumptions, some of which are based on the previous experiments 

conducted by Higano, Kimoto and Yasunaga (1993) and Yamashita and Matsuoka 
(1994), are introduced in this calculation. 

(1) The shell length of bivalve /s=8 mm. (2) The bivalve burrows in a sand layer 
keeping shell-length axis parallel to the vertical direction. (3) Initially, the top edge of 
bivalve coincide with the surface of sand layer, as schematically shown in Fig. 2. 

(4) Bivalve begins to burrow in a sand layer when its top is exposed due to the 
scouring. The threshold of exposed length at the beginning of bivalve's burrowing is 
treated as the probabilistic variables based on the experiment by Higano et al (1993). 
(5) Bivalve rests in sand layer when the clearance between its top edge and the surface 
of a sand layer is equal to the half of shell length as shown in Fig. 2. The burrowing 
and the resting are iterated alternately. (6) Bivalve is defined to be picked out of sand 
layer when the 80% of the shell length are exposed in water as shown in Fig. 2. (7) 
The cycle of calculation begins at the moment when the condition (5) is satisfied. If 
the condition (6) has not been satisfied for 2200 s from the beginning, the calculation 
is terminated. This situation is defined as the survival of bivalves. (8) As it is 
mentioned above, bivalve is repeating the burrowing process and resting process, the 
average of the repeating period of which is equal to 2.2 s, according to Yamashita and 
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Figure 2. Definition of parameters in bivalves 

Matsuoka (1994). They also investigated the distribution of burrowing velocity of 
bivalves. In this calculation, the burrowing velocity of bivalves changes at every 2.2 
s based on the Monte Cairo Method, namely by generating the random numbers 
following the distribution of the burrowing velocity experimentally investigated. (9) 
The descending velocity of the surface of sand layer is treated as a probabilistic variables 
following the normal distribution, the standard deviation of which is equal to one-third 
of averaged descending velocity, or c*=Ve/3. 

results of the stochastic calculation 
Figure 3 shows one of the calculated results of the one-cycle of the burrowing 

process of bivalves under the condition of Ve/vs= 1.0. In this figure, the time series of 
the existing height of bivalves, elevation of sand-layer surface and the thickness of 
sand layer above the top of bivalves, or 8, are shown. In this case, the thickness 8 is 
decreasing rapidly during 0.0<tVs/ls<l.O, and on the verge of the picking-out of bivalves. 
After fvs//s=1.0, the thickness 8 increases again. In this case, the bivalve survives 
through one cycle of calculation. If the decreasing velocity of the thickness 8 during 
0.0<fvs//s<1.0 is a little more rapidly, this bivalve is picked-out-of sand layer. The 
survival of bivalve is strongly depends on the accidental-drastic change of the surface 
elevation of sand layer. 
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seabed surface 

Figure 3. Burrowing process of bivalve 

The probability of the survival of bivalves, or Pm, is calculated by continuing the 
cycle of calculation for m-times with assessing the occurrence of the bivalves picked- 
out-of a sand layer. Fig. 4 shows the existing probability of bivalves after 100 cycle of 
calculation, or Pioo> against the ratio of the descending velocity of sand-bed surface to 
the burrowing velocity of bivalve, ve/vs(=a). Two cases of the calculation are shown 
in this figure. The one is the calculation in which the probabilistic characteristics of 
bivalves are only considered; and the other is the calculation in which both of the 
probabilistic characteristics of bivalves and that of sand-bed surface are considered. 
The transition range of the probability of the survival of bivalves experimentally 
investigated by Yamashita and Matsuoka is also shown in this figure. 

The transition range of the experiment is 0.1<a<0.3, while the calculation, in 
which the probabilistic characteristics of bivalves is only considered, shows the drastic 
transition around a=0.9. The calculation, in which both of the behavior of bivalves 
and the motion of sand-bed surface are treated as the probabilistic variables, predicts 
the transition range in 0.6<«<0.75.   But even if the probabilistic characteristics of 
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Figure 4. Survival probability of bivalve 

sand-bed-surface elevation is considered, the threshold of the emergence of bivalves 
picked-out-of sand layer are overestimated. 

Although the stochastic calculation reproduces the existence of the transition 
region in the probability of the bivalve's survival against the change of velocity ratio 
ve/vs, the threshold of the bivalve's survival is not reproduced well at least quantitatively. 
This fact suggests the existence of other mechanism, which promotes the picking-out- 
of bivalves. 

Behavior of bivalves in sheetflow laver 

reverse grading as the mechanism of upward vertical motion of bivalves 
Boulders are frequently observed to be concentrated at the near-surface region 

of the front part of debris flow. This phenomenon, namely the existence of the boulders 
above other grains and gravel, is called reverse grading. 

Interparticle collision is the governing mechanism both of debris flow and 
sediment transport in sheetflow regime. Therefore the same kind of phenomena as the 
reverse grading of debris flow can be thought to be a mechanism to promote the bivalves 
to be picked-out-of sand layer. In this study, the behavior of bivalves is traced 
numerically in the moving sediment particles in sheetflow regime by the distinct element 
method (=DEM). 

distinct element method 
Sakai and Gotoh (1995) performed the numerical simulation of the motion of 

sheared sediment-particle layer based on the distinct element method.   In this study, 
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their simulation is applied to simulate the interactive behavior between bivalve and 
sediment particles around bivalve by regarding the bivalve as a large and light particle. 

governing equations of sedioment particles 
Sediment particles are modeled by the rigid cylinders with uniform diameter d; 

and the bivalve is modeled by the rigid cylinder with diameter D. At inter-cylinder 
and cylinder-bivalve contacting point, the spring and dashpot systems are introduced, 
and the equations of motion of cylinder and bivalve are solved by an explicit method. 

Equations of motion of the i-th particle or bivalve in the vertically two-dimensional 
coordinate are as follows: 

^f-^T = !{"/„ (Ocos^ +/J(0sinaij}j + Foi (1) 

4 '   d?2 = X{-/,(0sm«ij + /.(Ocosgijj. —K     4' (2) 

!E&*A = Yf(t) (3) 
16    dt2     t       j 

in which/n,/s=the forces acting between the i-th andy'-th particles; oiij=contacting 
angle between the i-th andy-th particles; F0i=shear force acting on the i-th particle; 
oj=density of particle; and dj=diameter of particle; and g=graviational acceleration. 
The subscript "ri',"s" mean normal and tangential components, respectively. 

calculation of interparticle-acting force 
Figure 5 shows the schematics of the interaction between two contacting particles. 

Between two contacting particles, springs and dashpots are introduced to describe the 
dynamic interparticle relation. The acting force between the i-th andy-th particles in 
normal and tangential direction, /„ and/s, can be written as follows: 

Ut) = e„(t) + dn(t)    •   fs(t) = es(t) + ds(t) (4) 

en(t) = min{en(t-At) + kn-ASB,emmx}    ;    dn(t) = tlll-^- (5) 

es(t) = min{es(t-At) + ks-Ai,esmax}    ;    ds(t) = tls^- (6) 

in which en, es=forces working on springs; dn, ds=forces working on dashpots; A£n, 
^^displacement of particle during the time At ( At=time step of the calculation); kn, 
&s=spring constants; and 7jn, 7}s=damping coefficients.   In this simulation, particles 
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Figure 5. Schematics of the interaction between two contacting particles 

are non-cohesive, hence the tensile force does not act between two contacting particles. 
To describe this characteristics, the joint, which no resistance to the tensile force, is 
assumed to exist in the normal direction. While, in the tangential direction, the friction 
force works. To describe this characteristics, the joint, which slips at the limit of the 
shear stress, is assumed to exist in the tangential direction. 

initial conditions and boundary conditions 
Figure 6 shows the schematic expression of the calculating domain. In this 

simulation, streamwise uniform condition is treated, therefore, the both sides of the 
calculating domain are the periodic boundaries. The bottom boundary is the fixed 
rough bed constituted by the particles with the same diameter as the moving particles. 
Before the beginning of the main calculation, the packing to determine the stable 
initial location of the particles is executed. 

The shear stress is distributed to the particles in the neighborhood of the surface 
of sand layer in a following procedure. Procedure are, firstly, to set the threshold yth 
(see Fig. 7); secondarily to calculate the area of the particles above the threshold, or 
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Figure 6. Schematics of calculating domain 

the shaded area in Fig. 7, for the particles existing on and above the threshold; and 
finally to distribute the shear force to the particles existing on and above the threshold 
with calculating the area of particles above the threshold S(9i) as follows: 

5(8,) = •  e^cos-'f^—^ (7) 

Distributed shear force to the Mh particle is written as 

FOL=LWIT0 • w^siev^sfr) 
I j=l 

(8) 

in which L=length of the calculating domain in horizontal direction; To=bottom shear 
stress par unit area. The test particle is 0.5 cm in diameter and 2.65 in specific 
gravity; and the model of bivalve is 2.0 cm in diameter and 1.30 in specific gravity (see 
Higano et al., 1993). In the calculating domain, 91 particles and 1 bivalve are traced. 
The model constants are shown in Table 1. 

Initially the bivalve is contacting to the bottom constituting particles. The time 
step of the calculation is 2.0xl0"5 s and the totally 80,000 cycles of calculation is 
executed, hence the motion of sediment particles and bivalve for 1.6 s is traced. 
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Figure 7. Shear stress distributed to sediment particles 

Table 1. Model constants 

kn 9.45x106 N/m 

ks 2.36x106 N/m 

Tin 40.0 Ns/m 

Is 20.0 Ns/m 

H 0.577 

enmax 2.5 N 

esmax 0.025 N 

At 2.0x10-5 s 

results of simulation 
Figure 8 shows the snapshots of the sediment-and-bivalve motion with 0.2 s 

intervals under the action of the shear stress T*0 ul I ^a I p-\)gd)-l.5 on the surface 
of sediment layer. Bivalve, which is initially contacted to the bottom constituting 
particles, moves upward gradually, and it is picked-out-of a sand layer 0.8 s after the 
initiation of the shear action. Most of the particles in lower layer has laminar motion, 
hence the momentum exchange in lower layer is inactive. While, in the upper layer 
the concentration of sediment particles is less than that in the lower layer, the vertical 
motion of the sediment particles is less frequently obstructed by the particles in the 
upper layer than in the lower layer. 

To understand the physics of the upward motion of bivalve, following hypothesis 
is proposed.   The bivalve exists in the shear layer, in which the sediment particles 



4310 COASTAL ENGINEERING 1996 

Figure 8. Snapshots of the sediment-and-bivalve motion 
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Figure 9. Upward motion of bivalve 

have a vertical velocity distribution as schematically shown in Fig.9. Therefore the 
particle colliding at the upper part of bivalve is faster than that colliding at the lower 
part of bivalve. This velocity difference of the colliding sediment particles makes the 
bivalve to rotate in clockwise. Supposing the contacting sediment particle with just 
the lower part of the bivalve in the downstream section (hatched particle in Fig.9) and 
the hypothetical plane at the contacting point between bivalve and the particle, the 
behavior of the bivalve can be simplified as the clockwise rotating cylinder on the 
slope.   And the clockwise rotation moves the cylinder to upward. 

Figure 10 shows the time series of the rotating angle, the sign of which is positive 
in counterclockwise, and the elevation of the centroid of bivalve. The bivalve begins 
to move upward gradually accelerating the rotational motion. Around 0.6 s, bivalve 
moves in upward direction drastically, and at the same time the rotational motion is 
accelerated also drastically. From this fact, the rotational motion of bivalve can be 
regarded as the driving mechanism of the upward motion of bivalve. 

Conclusion 

The physical background of the behavior of bivalve in sand layer during storm 
are considered from a viewpoint of sediment transport mechanics. Two important 
aspects are investigated: the stochastic aspect of the burrowing process of bivalves and 
the reverse grading phenomena observed in a motion of mixed-size grains. 
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Figure 10. Rotating angle of bivalve 

The stochastic model simulates the probabilistic characteristics of environment 
around bivalves. And the granular material model, or distinct element method, simulates 
the motion of bivalve in upward direction based on the sediment/sediment and sediment/ 

bivalves interactions. 
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CHAPTER 334 

Hydraulic Controls on Tidal Wetlands 

R. Eric Katmarian, Philip A. McKee, Timothy W. Kana1 

Abstract 

Tidal wetlands have long been identified as critical habitats for many species 
of fish, birds, and other wildlife and are protected areas in many states. For these 
reasons, coastal projects which impact or destroy wetland areas are difficult to permit 
and often require substantial mitigation. An hydraulic design procedure is presented 
for the creation or improvement of wetlands based on flooding duration — the 
percentage of time an area is inundated by tidal waters. This is followed by a sample 
application of the procedure to a recent mitigation project in Savannah, Georgia. 

Introduction 

Tidal wetlands, sometimes called the oceans' nurseries, contain many habitats 
for both plants and animals. Among the many habitats that exist, the basic ones 
include open water, tidal flats, low marsh, high marsh, transitional wetlands, and 
highland (Fig. 1). These habitats are sensitively balanced for existing tidal conditions, 
wave climate, daily flooding duration, sedimentation rates, and climate (Kana et al., 
1986). Perturbations of these factors over an extended period can result in the 
transformation of one habitat into another. 

Because wetlands tend to exist in areas of limited topographic relief, 
transitions between habitats can be indistinct and often occur over some distance, 
making precise location of boundaries difficult. Nevertheless, it is generally 
recognized that the character of flooding controls species distribution, with some 
wetland species preferring infrequent and irregular inundation, while others have 
adapted to frequent flooding. As a result, many studies have been undertaken to 
define wetland boundaries (Teal, 1958; Redfield, 1972; Nixon, 1982). 

Coastal engineer, research assistant, and senior scientist, respectively; CSE-Baird, PO Box 8056, 
Columbia, SC 29202 
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One method of delineation has been to identify habitats on the basis of 
flooding frequency - the number of times per day that an area is inundated. On the 
basis of flooding frequency, the basic habitats occur as follows (Kana et al., 1986): 

Highland 
Transitional wetlands 
High marsh 
Low marsh 
Tidal flats 
Open water 

flooded rarely 
flooding ranges from biweekly to annually 
flooding ranges from daily to biweekly 
flooded once or twice daily 
flooded up to half the day 
flooded more than half the day 

NORMALIZED TIDE RANGE VS. 
WETLANDS SPECIES 

Additionally, an often repeated rule of thumb has developed which states that 
low marsh exists where the substrate elevation is roughly at the mean high water 
level. However, the above criteria are too general to be incorporated into procedures 
for quantifying impacts on wetlands or to be used in wetland design criteria. 

Many investigators (Adams, 
1963 in Lagna, 1975; Kana et al., 1986) 
have extended the "mean high water" 
rule, saying that the primary factor 
controlling the distribution of wetland 
species is the relationship between marsh 
substrate elevation and local tidal water 
levels. Kana et al. (1986) even 
developed a normalized curve to be 
applied to arbitrary sites (Fig. 2). To use 
the normalized curve, a species-specific 
factor is read from the vertical axis and 
applied to the local extreme high water 
level referenced to mean sea level (MSL) 
datum. For example, for Spartina 
alterniflora, the water level factor is 
approximately 0.48. Therefore, at a site 
where extreme high water is 3 meters 
(m) MSL, Spartina alterniflora would 
be found in low energy environments 
with a substrate elevation of about 1.44 
m MSL. Despite some findings that Figure 2. Normalized probability distribution 
elevation alone does not control species of elevations for various wetland species 
distribution (Lagna, 1975), the appeal of (From Kana et al., 1986). 
such simple methods for engineering and environmental applications is clear. 

In this paper, the idea of hydraulic controls on tidal wetlands are refined and 
extended, and a general wetlands design method is proposed. 

2O.O0 40.00        00.00 80. OO        100.00 

CUMULATIVE PROBABILITY  (%) 
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Flooding Duration as a Control on Wetland Habitat Distribution 

It is generally accepted that character of inundation is the primary factor 
governing the distribution of wetland species. As described above, previous 
investigators have chosen to describe inundation in terms of substrate elevation 
relative to tidal water levels. However, relative elevation does not necessarily 
represent identical flooding characteristics at sites where tidal signature differs. For 
example, if two sites have equal tide ranges but one has an attenuated ebb tide, they 
will be flooded for differing periods for a given elevation (Fig. 3). When the effects 
of daily inequality, fortnightly cycles, and atmospherical affects are also introduced, 
relative elevation becomes an even less reliable measure of flooding character. 

Tide Curves for Sites with Equal Tide Range 

8 12 
Time (hours) 

16 20 24 

Figure 3. Flooding duration at equal elevations differ at sites where tidal signatures differ. 

Flooding duration, the percentage of time that an area is inundated, is 
proposed as a more accurate measure of flooding character than relative elevation. 
Flooding duration is applied to species zonation in a manner similar to elevation. 

It is assumed that wetland plant species are found in specific ranges of 
flooding duration. These ranges often overlap, and ranges for some species may be 
contained in the ranges of others. Indicator species may be chosen to identify specific 
wetland habitats. Wetland habitats are categorized by flooding duration in Table 1. 

The durations listed in Table 1 are based on several wetlands surveys, the 
project described below, and many years of field observation. Nevertheless, minor 
variations should be expected on a site-specific basis. Until this method of design has 
gained wider acceptance, surveys of existing wetlands to confirm flooding durations 
for specific habitats should be conducted prior to design of new sites. 
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Table 1. Approximate flooding duration ranges for wetland habitats 
 Habitat Flooding Duration  

Upland                                                0 % 
Transitional Wetlands                                  0-2% 

High Marsh                                           2-5% 
Low Marsh                                         5-25% 
Tidal Flats                                         25-50% 

 Open Water >50%  

Although somewhat cumbersome to use, flooding duration has several 
advantages over elevation, particularly when broadly applied: 

1. The dominant factor controlling species zonation, the character of flooding, is 
more directly represented by flooding duration. 

2. Flooding duration can be more generally applied than relative elevation since 
variations in tidal signature are accounted for. 

3. The effects of frequent inundation due to storm surge or other factors are 
more accurately accounted for using flooding duration, particularly if a 
lengthy water level record is available. It is likely that this factor is 
particularly important where the tide range is relatively small and 
atmospherical events are more significant. 

4. Flooding duration emphasizes the need for relatively long-term, site-specific 
water level measurements, while elevation data is easily misapplied to areas 
where the tide is attenuated or otherwise different from open-water conditions 
(commonly where tide gauges are located). 

To calculate flooding duration, a relatively long-term, site-specific water level 
record must be used to account for daily inequality, fortnightly cycles, and irregular 
variations in water levels. Furthermore, existing tide gauges are generally located in 
open water where water levels are often significantly different than water levels in 
wetlands. To obtain an acceptable water level record, a tide gauge may need to be 
deployed. 

The length of the record required will depend on local conditions affecting the 
variability of the water levels. Judgment must be used in determining the minimum 
length of record required at a particular site though, in most locations, a 25-day 
record will suffice. 

Once an acceptable water level record is obtained, flooding duration for a 
given elevation is calculated as: 

Cumulative time with water level above elevation 
Flooding Duration = —— — x 100 

Total length of record 
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In some cases, the creation or alteration of a wetland has the potential to 
significantly change local water levels. This is undesirable since it has the potential to 
cause habitat transformations in existing wetlands. Additionally, specification of a 
substrate elevation corresponding to a desired flooding frequency becomes very 
difficult when postproject water levels are uncertain. Steps must be taken to minimize 
the impact of projects on local water levels. This can be accomplished by specifying 
an appropriate substrate elevation for the new wetland or by increasing the hydraulic 
capacity of connections to open water to accommodate increased flooding areas. 

Numerical models can be extremely helpful in predicting postproject water 
levels when local hydraulics are altered by wetland creation. 

Sample Application: Mitigation Site Design 

A recent CSE (1995) project involved hydraulic design for a 10-acre wetland 
at a site previously used for dredge spoil disposal near Savannah, Georgia. The site is 
approximately 900 m from the Savannah River and has hydraulic connection to the 
river via a complex network of ditches, culverts and existing wetlands (Fig. 4). The 
design objective was to create a tidal wetland at the site while minimizing both 
excavation requirements and impacts to existing wetlands. 

4-^^^-      t                   A^ ^"""nnn h  River          /u 

Fort Jackson  Road                                      ^^^ ^^_ •—" ' ^                          ^^ 

^^^^^^  -^**"~~~ ^^^^ ^-* 

<\^<-^r  /Savannah  River 
/ Water Level 

^•NXulvert  5         ^"s.   4, /   Measurements 

X              x*o X                          \\ 
X                        s" / 

1/ 
^fjSjl^         ^OCulvert 2  (Bridge) cAlvert 4 

>*^^**^      N. 
Existing                                   \X^ 
Marsh                                          ^, 

NT         -g^-^C^rnxXT,         _ _ - '5 "Rood 
Legend 

—'""" ,--'"T^ Road  

0                    100 

V Flood Tide  Current 
Approximate  Scale   -   m \ Direction      «- 

Culvert    O 

Figure 4. A complicated system of ditches, culverts, and wetlands connected the mitigation 
site to the Savannah River (From CSE, 1995). 
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The first step in applying the flooding duration method to the design was to 
determine the range of flooding duration for the type of wetland desired. A number 
of transects were surveyed through a nearby "natural" wetland. Elevation and 
distance were recorded at each point where species changed or where there were 
noticeable breaks in slope or elevation. Species types were identified with the 
assistance of a biologist. Elevation for each species was weighted by distance of 
occurrence to produce an elevation distribution for frequency of occurrence. The 
elevation data for all observed species were approximately normally distributed. 

Local water level data were required to calculate flooding duration for the 
range of elevations observed for each species. Therefore, water level measurements 
in the surveyed wetland were taken over several tidal cycles and compared against 
data from a nearby permanent tide gauge. No significant water levels differences 
were observed between the surveyed marsh and the permanent gauge, so a 30-day 
record from the permanent gauge was used for flooding duration calculations. If 
significant differences had been noted between the marsh and gauge, water levels 
would have had to be measured at the site for a minimum of 25 days to provide 
adequate water level data for flooding duration calculations. 

Flooding durations were calculated for the average elevation, and average 
elevation ± one standard deviation of each species observed (Table 2). Elevations 
outside this range are attributed to localized variations in water levels and errors 
introduced by weighting approximations. Spartina alterniflora was chosen as the low 
marsh indicator species, as is the usual practice on the East Coast. Therefore, the 
observed flooding duration range for local low marsh was found to be approximately 
5 to 21 percent. 

Table 2.    Wetland species flooding durations near Savannah, Georgia (CSE, 
1995). 

Flooding Duration (% of tidal cycle) 
Species Mean Lower Bound Upper Bound 

Spartina cynocuroides 13.7 8.3 18.5 
Spartina alterniflora 12.0 4.5 20.5 

Carex sp. 9.3 2.7 19.9 
Juncus sp. 6.3 3.2 11.3 

Typha augustifolia 3.5 1.3 6.8 

With the design flooding duration for low marsh established, the next step was 
to determine how to achieve this range at the mitigation site. The goal was to specify 
a substrate elevation range for the mitigation site which would result in the desired 
flooding frequency, given the hydraulic capacity of the ditch and culvert network. 
However, it was recognized that the addition of the 40,000 m2 wetland to the existing 
system would change its tidal characteristics, making postproject water levels 
different than preproject levels. Without good estimates of postproject water levels, 
accurate determination of flooding duration was impossible. Furthermore, 
measurements of flows through existing channels and observations of flow restrictions 
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at culverts indicated that the existing system could not supply adequate tidal exchange 
to the mitigation site to sustain a low marsh. This meant that improvements would 
have to be made to the drainage system. 

To gain some confidence in postproject conditions, DHTs Mikel 1 river model 
was used to simulate the ditch and wetland system. Figure 5 shows a schematic of 
the model setup. After calibration to existing conditions, the model proved 
instrumental in arriving at the final design by allowing the effects of ditch and culvert 
improvements, variation in mitigation site elevation, and impacts to existing wetland 
areas to be investigated. 

MIKE 11 Model Setup 

Mitigation Site 

Forced Boundary /^V\*\ Forced Boundary 
(Savannah River) /....) (Savannah River) 

Flow Restrictions 
(Culverts) 

•+ 

Existing Wetlands 

Figure 5.   Schematic Mikel 1 model setup showing the channel/wetlands system modeled 
(From CSE, 1995). 

Model results supported by field observations showed that both the existing 
wetlands and the site to be mitigated were flooded primarily by the south ditch (Fig. 
4). This was primarily due to a topographic high point in the north ditch. With the 
high point and culvert 4 removed and the north ditch widened, the model showed that 
flooding of the mitigation site would occur from both the north and south. The model 
also showed significant increased flooding of the existing wetlands and the potential 
to convert them to "wetter" habitats. The final design recommendation was to isolate 
the mitigation site from the existing wetlands by closing culvert 1. Since the north 
ditch initially provided negligible flooding, the final design did not significantly impact 
existing wetlands. 

With the hydraulic connection set, Mikel 1 was used to predict postproject 
water levels at the mitigation site. Using a simulated postproject water level record of 
30 days, the variation in flooding duration at the mitigation with mitigation site 
elevation was established. Mikel 1 results for water levels at the mitigation site are 
shown in Figure 6, and corresponding volumetric flow rates in the improved north 
ditch are given in Figure 7. 
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Flooding Duration vs. Mitigation Site Elevation 

1.15 1.20 1.25 1.30 1.35 1.40 1.45 

Mitigation Site Elevation (m NGVD) 

1.50 

Figure 6.  Mike 11 model results.  Flooding duration variation with mitigation site elevation 
and ditch/culvert configuration (From CSE, 1995). 
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Figure 7. Mikel 1 model results.  Volume flow rates to mitigation site for various ditch and 
culvert configurations (From CSE, 1995). 
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Despite the tidal attenuation, the mitigation site elevations were higher than 
those of the natural marsh. This was a result of greater attenuation of the ebb tide 
than the flood, which increased flooding duration at the site. 

The final design for the mitigation site had the following dimensions: 

Wetland area to be created: 40,000 m2 

Wetland substrate elevation: 1.22 m to 1.46 m NGVD 
Wetland flooding duration: 5 to 20 % 
Length of ditch to Savannah R.: 900 meters 
Width of ditch: 3 meters 
River to wetland tide attenuation: 0.03 to 0.15 meters 
River to wetland phase lag: 30-50 minutes 

Conclusions 

A procedure for the hydraulic design or improvement of tidal wetlands was 
proposed based on the principle that wetland plant species inhabit specific ranges of 
flooding duration. By creating areas with the appropriate flooding duration, desired 
habitats can be successfully created. When calculating flooding duration, relatively 
long-term site-specific water levels are required. A 30-day water level record is 
suggested for typical conditions. Where the creation of wetlands significantly alters 
local hydraulics, numerical models may be required to predict postproject water levels 
needed to determine wetland substrate elevations. 
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CHAPTER 335 

Enhanced Mixing Through Perforated Discs 
on Round Buoyant Jet 

Lilun Wu1, Jiin-Jen Lee2 

Abstract 

Jets have been widely used in submarine outfall diffuser systems for discharging 
the sewage effluents into large bodies of sea water to facilitate rapid mixing of the 
effluent with the ambient water. The primary goal of an outfall diffuser system is to 
accomplish rapid mixing of the effluent with the ambient water. In an effort to 
enhance the near field mixing, various obstruction devices may be placed exterior to 
the diffuser nozzle. This experimental study focuses on the enhanced mixing 
mechanisms of the jets obstructed with perforated discs. 

Experiments are conducted in a deep water tank with glass walls on four sides of 
the tank. The tank has the dimension of 3.35 m in depth with a square cross-section 
of 1.15 m. The water particle velocities of the resulting flow field are measured by 
using a portable four-beam, two-component, fiber-optic Laser-Doppler Velocimeter 
system (LDV). The concentration of the entrained fluid is measured by using a 
Laser-Induced Fluorescence system (LIF). The data acquisition system used for 
obtaining data on the concentration profiles is processed by Labview's 
programmable virtual instruments software. 

The experimental data consist of the axial (vertical) and radial (horizontal) 
velocities, turbulent intensities, Reynolds stresses and concentrations. It is found 
that velocity fluctuations in both the axial and radial velocities help to generate 
vorticity and to induce mixings over a larger area in the neighboring flow region. 
Moreover, the velocity gradient is significantly increased over the region based on 
the experimental data involving the perforated discs. The results also show that a 
large reduction in the concentration of the entrained fluid can be achieved due to the 

1 Graduate Research Assistant, Department of Civil Engineering, University of Southern California, 
Los Angeles, CA 90089. 
2 Professor of Civil Engineering, University of Southern California, Los Angeles, CA 90089-2531 ,• 
Member of ASCE. 
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obstructing disc. The results demonstrate quite convincingly the ability of the 
perforated disc to enhance the mixing and entrainment of the discharging fluid with 
the ambient fluid. 

1.0 Introduction 

For the removal of municipal sewage, treated or untreated waste water must be 
disposed of in such a way that will generate minimal effects to the environment. An 
ocean discharging system is commonly used to discharge sewage effluents into 
coastal water and to induce mixing of the effluent with the sea water. The systems 
are generally comprised of embedded pipes, the main outfall, which delivers the 
waste water to a diffuser system. The length of the main outfall pipes normally 
range from 1 km to 9 km, depending upon the sea bed topography, ocean currents 
and environmental requirements. 

There are three major factors that affect the mixing of effluent (Fischer et al. 
1979). They are: jet parameters, environmental parameters and geometrical factors 
of the discharging jet. Both the jet parameters and the environmental parameters 
have been studied extensively in the last four decades. Geometrical factor is an 
interesting field for the scientists and engineers to study because better geometrical 
arrangements may result in greater dilution. Increasing dilution in an ocean 
discharging system would produce significant saving in the construction costs by 
reducing needed mixing height of the rising plume. 

The present experimental investigation includes measurements of axial and radial 
velocity, turbulent intensity, turbulent shear stress and concentration profiles. The 
purpose of the measurements is to accurately measure various flow parameters in the 
flow field of the jets obstructed with perforated disc to provide an answer to the 
important question posed for the study. 

2.0 Experiments 

Experiments were performed in a deep water tank system with vertical glass face. 
The water tank has the dimensions of 335 cm high, 115 cm wide and 115 cm deep. 
The facilities also included a mixing tank, a constant-head tank, air bubbling hose 
and a manometer (flow meter). The mixing tank provides a space for adding dye or 
salt into effluent fluid. The constant-head tank is used for maintaining a steady flow 
for the effluent fluid, while the air bubbles provide enhance mixing in both the 
mixing tank and the glass water tank before conducting experiments. Fluid velocity 
and Rhodamine 6 G dye concentration can be measured by a Laser Doppler 
Velocimeter (LDV) and a Laser-Induced Fluorescence system (LIF), respectively. 
For measuring purposes, this glass walled tank is equipped with an instrument 
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carriage supporting a Laser Doppler Velocimeter or a Laser-Induced Fluorescence 
device. The carriage is able to move both vertically and horizontally with respect to 
the tank, thus velocities and concentrations could be measured at various axial and 
radial locations. The jet nozzle is located on the top of the tank and pointing down. 
The density of the exit fluid from the jet nozzle is greater (heavier) than that of 
ambient fluid. Sodium Chloride (salt) is added into the exit fluid to obtain the 
desired initial density difference between exit fluid and ambient fluid. 

A portable four-beam, two component, fiber optic Laser Doppler Velocimeter 
(LDV) manufactured by TSI, Inc. was used for measuring the water particle 
velocities. The software of data acquisition for controlling the LDV system, Flow 
Information Display (FIND) Data Analysis Package from TSI, Inc. was used. The 
concentration is measured by a laser-induced fluorescence system (LIF) at various 
cross sections downstream from the jet nozzle. This system includes a 2W Argon- 
Ion laser (Spectra Physics Model 265), a CCD camera (EG&G Reticon LC300A), an 
analog input/output data acquisition board (National Instrument, AT-MIO-16X) and 
data acquisition program (Labview). The laser beam is oriented in the direction 
perpendicular to the centerline of the flow, and it is shot into the water tank across 
the entire flow field from one side of the tank. A line fluorescence light source is 
then detected by an array of light-sensitive photo diodes inside the EG&G Reticon 
LC300A camera. The data acquisition system receives signals from the camera and 
converts the analog signals to digital data. The data for the concentration profile is 
processed by Labview's virtual instruments software. 

3.0 Results and Discussion 

3.1 Velocity Profile and Width of Simple Jets 

The results of the velocity measurement conducted for the present work are in 
agreement with those of Fischer et al (1979) and Papanicolaou and List (1988). This 
agreement ensures that the instrumentation system used for the present study can 
yield reliable results. Thus, comparisons can be made between the results conducted 
for simple jets and for jets obstructed with perforated disc. 

Figure 1 shows the normalized diagram by combining all of the velocity profiles 
of the simple jets into one figure. Data distribution in Figure 1 is a Gaussian 
distribution. The jet has Umean/Uc value in the range of I r/z I < 0.2 , beyond this 
range the Umeai/Uc values tend to zero. The normalized diagrams for representing 
the results of jet obstructed with each perforated disc are presented in Figures 2. 
Most values of Umean/Uc of each obstructed case are located in between I r/z I < 0.4. 
After comparing the results of velocity profiles for the case of simple jets and the 
cases of jets obstructed with perforated discs, conclusions can be drawn as follows: 
(1) For the jets obstructed with different perforated discs compared with the simple 
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jet (Figures 3), the axial (longitudinal) velocity distributions of the jets with 
perforated disc have more fluctuations exhibited in each profile. (2) The cases of the 
jets obstructed with perforated disc have larger plume width on each cross section. 
(3) For jets obstructed with various perforated disc, the axial velocity distributions 
are more uniform and broader when compared with the case of simple jets. (4) The 
centerline velocities of the jets obstructed with perforated disc have relatively 
smaller value with compared with simple jets. 

3.2 Turbulence Properties 

The axial (vertical) and radial (horizontal) turbulent intensities have been 
measured simultaneously by LDV for both simple jets and jets obstructed with 
perforated discs. After comparing the results on the turbulent intensity (both axial 
and radial) for both simple jets and jets obstructed with perforated discs, general 
conclusions can be made as follows: (1) Simple jets have larger fluctuations of the 
axial velocity around the boundary of jet. In the outer region of the cross section 
(beyond the boundary of the plume width), the percentages of axial turbulent 
fluctuation of jets with each perforated disc are much greater than those of the simple 
jets. This shows that jets obstructed with perforated discs can produce more 
turbulent fluctuation of axial velocity than the simple jets in the outer region of the 
cross section. (2) The distributions of turbulent fluctuations in the axial and radial 
component for the jets obstructed with perforated discs are much more uniform and 
much broader than those of simple jets. (3) The jet obstructed with the 2x8 
perforated disc has an overall higher U'rms/Uc value than those for other disc 
arrangements. (4) The percentages of radial turbulent fluctuation of jet obstructed 
with perforated disc have higher values than those of simple jets at all of the cross 
sections within the region of the jet width. Moreover, the overall percentages of 
radial turbulent fluctuation of jets obstructed with perforated discs are higher than 
those of simple jets in the region beyond the boundary of the jet for each cross 
section. This shows that the jets obstructed with perforated discs have higher radial 
(horizontal) turbulent fluctuation than simple jets beyond the boundary region. 

The results from the measurement of turbulent intensity indicate that the jets 
obstructed with perforated discs will enlarge the region of turbulent fluctuation and 
resulting in more interaction between ambient and effluent fluid. This also supports 
the experimental hypothesis that using the perforated discs to obstruct the jets will 
result in larger areas of axial and radial fluctuations in the flow field. 

3.3 Reynolds Stress 

The shear layer between the effluent fluid and the ambient fluid was proved by 
Fischer et al (1979) as an important factor to entrain the ambient fluid into effluent 
fluid and to induce mixing of both fluids. The Reynolds stress (U'V or turbulent 
shear stress) measurements were conducted for both simple jets and jets obstructed 
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with perforated discs. Experimental results have been presented in Figure 4 for the 
simple jets and in Figure 5 for the jets obstructed with perforated discs. 
Comparisons between the results of simple jets and jets obstructed, can lead to the 

following conclusions: (1) Fluctuations can be observed on the U'V profiles of the 
jets obstructed with perforated discs. This is because the effluent fluid flows through 
the perforated disc (or holes on the disc) and generates many small vortices inside 
the boundary of the jets. Thus, it creates a larger area of shear layer and induces 
more entrainments for the entire flow field. (2) Results show that the jets obstructed 
with perforated discs have higher value of U'V at the region outside of the jets' 
boundary, and this is the advantage of using the obstructed perforated discs to 
broaden the extents of the velocity field and the velocity fluctuation. A broader 
mixing area is created by the obstructing perforated discs, Thus, mixing is enhanced 
by a broader region possessing certain value of turbulent shear stress. 

3.4      Concentrations and Dilutions 

The concentration measurements were conducted and included in the present 
study. The simple jets' maximum concentrations obtained for the present work are 
in agreement with the previous studies such as Fischer et al. (1979) and 
Papanicolaou (1984). The widths of concentration profiles of the simple jets 
measured in the present study are also in agreement with those of Papanicolaou and 
List (1988). 

After comparing the results of concentration measurements for both simple jets 
and jets obstructed with perforated discs, conclusions can be made as follows: (1) the 
results of the simple jets are similar to that reported by Fischer et al. (1979) and 
Papanicolaou and List (1988), (2) the maximum concentration for the cases of the 
jets obstructed with perforated discs are quite smaller than those of the simple jets, 
and (3) the concentration widths (bc) for the jets obstructed with perforated discs are 
broader than those of the simple jets. 

The calculations for the mean dilution achieved for the simple jets and for jets 
with perforated discs also were performed. The results indicate that (1) the Craax/Cave 
ratios of the simple jets are in the range of 1.315-1.592, this result is in agreement 
with that summarized by Fischer et al. (1979) which is 1.4 +_0.1, (2) for the jets 
obstructed with perforated discs, the mean dilution is higher than that of the simple 

jets,  (3)  the  values  of mean  dilution  reflect that both   —   (from velocity 
Qo 

measurements) and Cmax (observed from concentration measurement) are in 
consistant trends, (4) the Cmax/Cave ratios of the jets obstructed with perforated discs 
are in the range of 1.052 to 1.369, (5) the \i/Q (mean dilution) versus z//Q 

(normalized distance) of the simple jets and the jets obstructed with perforated discs 
have been plotted in Figures 6.  They show that the jets obstructed with perforated 
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discs have a higher mean dilution than that of the simple jets for a given z//Q . 
Another measure of the effectiveness of enhanced mixing is to compare the 
maximum dilution for both the case of simple jet and that for jet obstructed with 
perforated disc. This is shown in Figures 7. It is found that there is a significant 
increase of the maximum dilution with perforated disc. 

4.0 Conclusions 

The results of the present work proved that the jets obstructed with perforated 
discs have wider profiles of velocity, turbulent intensity, turbulent shear stress and 
concentration than the simple jets. The normalized diagrams from the experimental 
results also indicate that the data distributions of the jets obstructed with perforated 
discs are flatter and broader than those of simple jets in the fields of velocity, 
turbulent intensity, turbulent shear stress and concentration. All of this provides 
evidence that jets obstructed by perforated discs have larger areas for mixing than 
those of the simple jets. 

It is clear from the concentration measurements that for the jets obstructed with 
perforated discs, the concentration of the entrained fluid is greatly reduced and that 
the region for mixing is significantly enlarged. The results from the calculation of 
mean dilution and maximum dilution also indicate that the jets with perforated discs 
can produce significantly increased dilutions when compared with simple jets. The 
overall experimental results demonstrate quite convincingly the ability of the 
perforated disc to enhance the mixing and entrainment of the discharging fluid with 
the ambient fluid. 

Acknowledgment 

This research study has been supported by University of Southern California 
Foundation for Cross-Connection Control & Hydraulic Research and the San Gabriel 
Valley Protective Association. The authors extend special thanks to Professor 
Fredric Raichlen and Professor John List of the California Institute of Technology 
for their generosity in granting use of the deep water tank and its associated facilities 
at W. M. Keck Laboratory of Hydraulics and Water Resources of CalTech for the 
experiments. 

References 

1. Chen, C. J. and Rodi, W. (1978), Vertical Turbulent Buoyant Jets - A review of 
Experimental Data. HMT Vol. 4, Pergamon Press, 83 pp. 



ENHANCED MIXING THROUGH PERFORATED DISCS 4331 

2. Fan, L. N. (1967), Turbulent Buoyant Jets into Stratified or Flowing Ambient 
Fluids, Report No. KH-R-15, W.M. Keck Laboratory of Hydraulics and Water 
Resources, California Institute of Technology. 

3. Fan, L. N.; Brooks, N. H. (1969), Numerical Solution of Turbulent Buoyant Jet 
Problems, Report No. KH-R-18, W.M. Keck Laboratory of Hydraulics and Water 
Resources, California Institute of Technology. 

4. Fischer, H. B.; List, E. J.; Koh, R.C.Y.; Imberger, J.; and Brooks, N. H. (1979), 
Mixing in Inland and Coastal Waters, Academic Press, New York, N. Y., 483 pp. 

5. Hannoum, I. A. and List, E. J. (1988) Turbulent mixing at a shear free density 
interface. J. Fluid Mechanics, 189,211-34. 

6. Koh, R. C. Y. and Brooks, N. H. (1975), Fluid mechanics of wastewater disposal 
in the ocean. Ann. Rev. Fluid Mech., 7,187-22. 

7. Noutsopoulos, G. C. and Demetriou, J. (1980), The round vertical turbulent 
buoyant jet impinging on a concentric disc, Progress Water Technology, 13, 305- 
314. 

8. Noutsopoulos, G. C. and Yannopoulos, P. C. (1989), Axial dilution in obstructed 
round buoyant jet. J. of Hydraulic Engineering, Vol. 115, No. 1, Jan., 1989. 71- 
81. 

9. Papanicolaou, P. N. and List, E. J. (1987), Statistical and spectral properties of 
tracer concentration in round buoyant jets. Int. J. Heat Mass Transfer, Vol. 30, 
No. 10,2059-2071. 

10. Papanicolaou, P. N. and List, E. J. (1988), Investigations of round vertical 
turbulent buoyant jets. J. Fluid Mech., Vol. 195, 341-391. 

11. Wallace, R. B. and Wright, S. J. (1984), Spreading layer of two-dimensional 
buoyant jet, J. Hydraulic Engineering, Vol. 110, No. 6, June 1984. 813-828. 

12. Wu, Lilun (1996), Enhanced mixing through perforated disc on round bouyant 
jet, Ph.D Thesis University of Southern California, Los Angeles, CA 



4332 COASTAL ENGINEERING 1996 

Figure 1    Non-dimensional Mean Axial Velocity Profile for Jets Plotted 
Against Non-dimensional Distance from Jet Axis, z/D > 50 
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Figure 2a    Non-dimensional Mean Axial Velocity Profile for Jet 
Obstructed with Perforated Disc (2x2) Plotted Against Non-dimensional 

Distance from Jet Axis, z/D > 50 
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Figure 2b    Non-dimensional Mean Axial Velocity Profile for Jet 
Obstructed with Perforated Disc (2x8) Plotted Against Non-dimensional 

Distance from Jet Axis, z/D > 50 
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Figure 2c    Non-dimensional Mean Axial Velocity Profile for Jet 
Obstructed with Perforated Disc (B2x8) Plotted Against Non- 

dimensional Distance from Jet Axis, z/D > 50 
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Figure 2d    Non-dimensional Mean Axial Velocity Profile for Jet 
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Figure 3b Profiles of Axial Velocity of Jet and Jet Obstructed with Each 
Perforated Disc at z=60 cm for Q=24.72 cm3/s 
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Figure 3c Profiles of Axial Velocity of Jet and Jet Obstructed with Each 
Perforated Disc at z=80 cm for Q=24.72 cm3/s 
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CHAPTER 336 

ASSESSING COASTAL FLOOD RISKS 

by Roger Maddrell1, Chris Fleming1 and Chris Mounsey2 

Abstract 
The English and Welsh coasts of the United Kingdom are 

protected from coastal flooding (as opposed to coastal erosion) by 
some 1300km of defences, containing about 2000 defence structures. 
Using data from the sea defence survey of these structures and over 
20 years of joint probability data on sea levels and waves, Halcrow 
assessed the failure risks and coastal flood risks for all these 
defences. The risks were examined for three Bands or return periods, 
namely 50 years, 100 years and over 200 years. This analysis included 
50 years of relative rise in sea level (isostatic and eustatic changes). 
The modes of defence failure examined were from overflow, 
overtopping and toe failure. The results were supplied to the insurance 
industry, as maps and on disc, as 1km map squares giving the risk 
band, flood depth and the postal codes in the areas. 

Flood risks were shown to be significant and even though 
reduced when more recent flood defence projects were included, they 
remain high. The impact of individual storms was later examined and 
obviously, while the risks were limited to specific areas and coasts, 
they were still significant. The insurance industry have used these 
results in order to assess their financial exposure to individual events 
and to their reinsurers. 

Introduction 
Potential coastal flood risks areas represent only about 3% of 

the area of England and Wales, but the value of their insured assets 
is much higher. Two major storm events in October 1987 and January 
1990 sharpened the insurance companies and the "reinsurers" (who 
insure the insurance companies) concern about their exposure to 

1 Sir William Halcrow & Partners Limited, Burderop Park, Swindon SN4 0QD, UK 

2 Association of British Insurers, 51 Gresham Street, London, EC2V 7HQ, UK 
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weather and coastal flooding risks. No one wished to see another 1953 
type disaster. Consequently, in 1992 the Association of British Insurers 
(ABI) asked Halcrow to categorise the flood risk from coastal storm 
events for the benefit of their 450 members 

The ABI membership between them account for over 90% of 
the UK business. ABI's key objectives are to help insurance companies 
by representing their interests to Government, particularly on public 
policy issues; providing them with technical services, in particular in 
respect of industry statistics, market and regulatory information and 
reducing the incidence of claims; and promoting insurance and 
insurance companies generally. It also helps its members at the pre- 
competitive stage, to improve their chance of success in achieving a 
balanced underwriting account. 

Naturally, ABI are the focus for presenting the industry's 
concerns on major issues to the Government, ministers and civil 
servants, MPs, European bodies, the media, consumer bodies and 
other opinion formers. This responsibility is taken very seriously and 
it is recognised that their value is diminished if based on inaccurate 
and illfounded information. Thus, ABI concentrates on resolving real 
live issues which will affect the industry, of which coastal flooding is 
particularly relevant. 

The areas covered in the Halcrow study were those protected 
by 1300km of coastal flood defence, the defences of only four main 
estuaries, namely, Tees, Humber, Thames (Upper and Lower) and 
Severn, but none of the other estuaries and channels. The pilot study 
in 1993 examined a detailed approach and one using the sea defence 
survey (SDS) data from the UK's Environmental Agency (EA). As the 
results in terms of flood risk were similar, the latter was chosen as it 
had the shortest completion time and was the most cost effective. 

The first main study report was presented to the ABI 
membership in 1994 and was subsequently updated in 1995 to include 
for the new and improved defences built since the SDS was published 
in 1990. Additional studies include the prediction of flood risk from 
individual storms, using data supplied by the UK's Meteorological 
Office, examining and reporting on those defence lengths shown to be 
not performing or at greatest risk and the flood risks to London from 
combined tidal and high fresh water flows. The latter study is nearing 
completion. 

Study Methodology 
The assessment of flood risk needs to examine the integrity 

of the existing sea defences and assess their likelihood of failure and 
the extent of the subsequent flood area. There are nearly 1300km of 
coastal flood defences in England and Wales, containing some 2000 
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structures and the integrity of each defence had to be examined. Flood 
risk can be approached in a number of ways, from highly subjective 
visual assessments, through to detailed probabilistic analyses based 
on comprehensive structural data. Whilst detailed probabilistic 
analyses, including all failure modes, can be applied in specific cases, 
the pilot study showed it was not economically viable for application on 
a nationwide basis. 

Two methods were examined in the pilot study, which explored 
the relative costs and the quality of results from each approach. The 
first method offered a detailed approach, analysing a number of key 
failure modes (see Figure 1) to provide a quantified assessment of 
failure risks. This method also incorporated a set of screening tests to 
reduce the number of defences to be analysed, with the remainder 
requiring detailed structural information. The major disadvantage of 
this approach was not the amount of calculation required, which could 
be automated, but the high costs of acquiring detailed data which could 
only be acquired through structural inspections (Burgess and Reeve, 
1994). 
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The alternative second method made use of information in the 
UK's Environmental Agency's (EA) sea defence survey (SDS) to 
estimate risk of failure, supplemented with environmental data. This 
methodology (see Figure 2) concentrated three primary failure modes 
namely: 

• Overflow - when    the    still    water    level 
exceeds    the    crest    of    the 
defence; 
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• Overtopping      - when   the   combined   effect   of 
waves and water levels results in 
waves running up and breaking 
over the defence; 

• Toe Failure       - when the toe of the structure 
fails due to low beach levels at 
the base of the defence (erosion 
being one of the most common 
causes    of    damage    to    sea 
defences). 

For open coasts, normally overtopping and toe failure and to 
a certain extent, overflow were critical, but for the estuaries the modes 
were overflow and toe failure with overtopping being less critical. 

The starting point of the study was the 1990 SDS which was 
a major undertaking and a considerable step forward in flood defence 
management by updating the original 1980 Herlihy study. An analysis 
for each defence required a site specific knowledge of waves and 
water levels. Therefore, inshore study points were defined on the open 
coast and in the estuaries. Future relative sea level changes were also 
established. Water level time series covering a period of 30 years were 
combined with 20 years of offshore wave data, transformed inshore 
through modelling, to produce marginal and joint probability extremes 
together with a statistical description of the conditions. 

The quality of available structure and beach data was, 
unfortunately, extremely variable and thus two types of risk assessment 
were developed for each defence; "direct" and "probabilistic" 
approaches. In general terms the "direct" approach involved 
determining the specific conditions and calculating to see whether a 
particular structure could withstand or would be likely to be at risk of 
failure under these conditions. The risk of failure and hence flood risk 
was described by risk bands, with Band 1 defined as a defence 
potentially vulnerable to a 1 in 50 year event ie with an annual 
probability of failure greater than 0.02, Band 3 as a defence 
withstanding conditions with a return period of 200 years, and Band 2 
falling between these two limits. The "probabilistic" approach was a 
first order risk method to calculate the annual probability of failure and 
defined the risk as Bands 1, 2 or 3, depending on the annual 
probabilities of failure comparable with the return periods above. 

The software package "SANDS" already existed, which could 
be used for data storage, retrieval and analysis. However, to perform 
the risk analysis computational software had to be developed for the 
project, acronym "FRANC", which enabled all three failure modes to be 
analysed by both the "direct" and "probabilistic" approaches. This was 
essential given the volume of data and the need to analyse 3 modes 
of failure for nearly 2000 defences. "FRANC" read the relevant data 
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direct from the "SANDS" database, performed the calculations, 
combined the results and assigned the defence classification. The 
software was designed to establish either an overall probability of 
failure risk based upon the results of all three mechanisms or to 
establish the worst case, ie the most likely mode of failure. The results 
were generated in a format that could be directly linked into the flood 
area mapping. 

To perform the analysis of overflow and overtopping, both 
wave and water levels were needed. A 30 year water level time series 
for nearshore locations was obtained from the Proudman 
Oceanographic Laboratory's (POL) tide and surge model for the United 
Kingdom. Additional data, including annual maximum levels, were 
obtained for the Severn, Thames, Tees and Humber estuaries, 
supplemented by information gathered from the relevant Port 
Authorities. 

Wave data at offshore locations were obtained in the form of 
a time series output for the North European Storms Study (NESS), 
which gave wave height and direction for some 32 offshore locations 
and covered a period of just over 20 years. For the outer areas of the 
estuaries, wave time series were hindcast from wind measurements 
covering a period in excess of 14 years for each estuary. Extreme 
wave heights in the upper estuaries were calculated from monthly 
maxima wind speeds using shallow water wind-wave hindcasting 
techniques. 

The site specific information on waves and water levels was 
derived from inshore study points using wave refraction models. This 
required the digital reproduction of the nearshore bathymetry around 
the entire English and Welsh coastlines and resulted in the generation 
of sets of time series wave conditions at each of these locations. 
Shallow water effects were accounted for by spectral saturation, Bouws 
et al (1985), whilst wave breaking at each structure related to the 
beach condition and water level. 

In interpolating the water level data to the study points, 
extreme values were adjusted to reflect the natural variation in Mean 
High Water Spring (MHWS). Future relative sea level changes in 50 
years time for each location required the IPCC's (1990) prediction of 
global sea level increase due to global warming and isostatic changes 
described by Shennan (1989). 

Extreme values of water levels, wave heights and periods were 
defined in terms of a return period with the marginal distribution 
functions determined by fitting a distribution to the data. In this case, 
the Generalised Extreme Value (GEV) was used to estimate extreme 
values from the annual maxima of each variable (Carter et al, 1986). 
Joint extreme values were established empirically from frequencies of 
occurrence (see Owen, 1980 and Hawkes, 1990), for assessing the risk 
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of overtopping, where the combination of water levels and waves is 
important. The results of these data processing exercises were 
incorporated into the database, for use in the risk assessment. 

The results of the risk analysis were transferred to a 
Geographic Information System (GIS) to relate the risk classification 
of each defence to its associated flood area. The flood areas were 
defined by establishing the intersect between predicted extreme water 
levels and the terrain. Flood depths were established from the 
interrogation of the Ordnance Surveys (OS) base data and any 
available drawings to derive ground level estimates. Maps were 
produced on OS backgrounds using the GIS for 10km by 10km coastal 
flood areas, showing the risk bands and predicted maximum depth of 
flooding within each 1km grid square. This size grid was chosen mainly 
because of the large area that had to be covered in the short time 
available and the lack of detailed survey data below the 5m contour. 

Two characteristics of the sea defences were of relevance to 
the flood risk mapping; the location of a defence and its risk 
classification. The location of each defence length was defined by start 
and end co-ordinates in the SDS database. An automated routine was 
used to interrogate this information and plot the defences within the 
GIS. The risk classification output from the defence analysis software 
was loaded into the GIS database and related to the plotted graphic 
elements using a unique defence length code identifier. When more 
than one defence structure existed within a defence length, the highest 
risk probability amongst those structures was assigned to that length. 

The risk assigned to a defence length was then transferred to 
the area being defended. Again, the rationale of assigning the highest 
risk was applied so that in cases where a single flood area was 
bordered by a number of defence lengths of differing risk values, the 
highest risk value amongst those was transferred to the defended area. 
The seaward extent of the defended area was taken as being the line 
of defence and the landward extent that line at which the water level, 
associated with a given event, intersected the land surface ie the same 
methodology as that used in the SDS. The accuracy with this line could 
be determined was largely reliant on the availability of ground level 
information, some of which was poor. 

The variation found in the water levels associated with the 50 
and 200 year event typically ranged between 0.1m and 0.5m. This 
made the differentiation of discrete flood boundaries associated with 
the 50, 100 and 200 year events problematical, given the quality and 
quantity of ground level data available from OS sheets. 

The protected areas were overlaid with 1km grid squares. 
Each 1km grid square took on the highest risk classification of any 
defended areas which it wholly or partially covered. Post code sector 
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data was provided by the UK's Post Office and the risk was related to 
the post code sectors. 

In addition to the risk classification assigned to each grid 
square, an attempt was made to assess the depth of flooding using the 
very limited ground level data available. The approach was generally 
simple, making a direct interpolation of the depth of flood water 
calculated at available data points behind the defence and at the 
inland boundary of the flood water. Where possible, the influence of 
features such as inland embankments was included. 

This method of interpolation obviously created discrepancies 
when assigning a single flood value across 1km grid squares, which 
might contain areas of higher relief. Similarly, where the level of the 
ground was below that defined by drawings or spot heights, 
underestimation of the depth of flooding occurred. 

Results 
Each analysis was rigorously checked for its approach and the 

correctness of numerical results and a further check was carried out to 
verify the overall output. Direct verification was restricted due to the 
lack of recorded instances of defence failures, despite obtaining 
newspaper reports. The "Effective Level of Service" recorded in the 
SDS provided an alternative measure against which the analysis 
results could be compared, details of which are given in Table 1. 

Classification SDS 
(%) 

Halcrows' Study 
(%) 

Band 1, 50 year 33 28 

Band 2, 50 to 200 years 15 5 

Band 3, > 200 years 52 67 

Table 1. Overflow   classification   results,   percentages   of 
defences at risk 

The results from the original study showed a good agreement 
for overflow with those in the SDS (only overflow was examined in the 
SDS) with 64% of all structures analysed having the same risk 
classification. Of the remaining 36%, the majority had a lower 
classification than that given by the SDS. However, notwithstanding the 
differences in analysis and classification techniques, a slightly lower 
result is expected as the Halcrow study used probabilistic calculation 
where possible, in preference to a direct method of determination. 
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Figure 3. Coastline of England and Wales, outlined by Band 1 
risk areas 

Consequently, the overall result was considered satisfactory and was 
confirmed by major coastal flood events. Consequently, the overall 
results was considered satisfactory and was confirmed by recent major 
coastal flood events such as those at Towyn in North Wales, which 
were shown to be in Band 1. 
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Toe failure results were spread between the risk bands 
although 22% of them fell within Band 1. Given the widespread erosion 
of many of the UK's beaches, this was perhaps not too surprising. Of 
possibly greater significance was the high percentage of defences 
apparently at risk from overtopping. Whilst the risk criteria were based 
upon well established and universally accepted overtopping thresholds 
(see Owen, 1980 and Hawkes, 1990), the question of whether critical 
damage would only result from sustained overtopping over a 
reasonable duration, was examined. To take account of this, the risk 
thresholds were therefore set an order of magnitude higher, ie 
assuming the defence could withstand ten times the established criteria 
before failure could occur. All the areas falling into Band 1 are shown 
on Figure 3. 

It should also be noted that, with the Band 3 risk threshold as 
a 1 in 200 year event, the total number of potentially defences at risk 
falling within Band 2, was only 12%. This percentage could only be 
increased if the upper and lower thresholds for Band 2 were an order 
of magnitude apart ie taking Band 1 as a 20 year event. 

The initial study was based upon the structural data in the 
SDS and did not include new defences or remedial works carried out 
since 1990. However, minor updating of the SDS information was 
undertaken where possible, and Halcrows recently completed an 
updated study for the ABI following liaison and co-operation from the 
EA Regions. The results, which included the most recent defence 
improvements, showed a reduction of 7% in the structures vulnerable 
to Band 1 events. 

The maps produced for ABI only indicate the flood areas 
associated with the defined sea defences and the named estuaries. 
Other potential risk areas, eg the Fens inland of the Wash and other 
estuaries were not within the defined scope of this study and were 
therefore not included on the maps. In addition, the available OS maps 
were not up to date and recent urban developments may have been 
missed. 

Whilst many defences and thus coastal areas were given a 
Band 1 classification, this did not mean that all defences protecting 
such areas had an equivalent risk as, in reality, the failure of only a 
relatively short length of defence could lead to widespread flooding. As 
described earlier, the weakest link in any flood area frontage was taken 
to represent the risk associated with that area, although the majority 
of the defences might have had a much greater integrity and a 
relatively minor amount of remedial works could be sufficient to move 
the areas into Bands 2 or 3. 

The results provide a relative measure of flood area risks and 
the risk of failure does not necessarily imply that a total functional 
failure of a defence and subsequent flooding would definitely occur. It 
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simply indicates potential risks and vulnerability under particular 
conditions. No account could be taken of remedial or emergency 
action, which might occur prior to or after an event. Because of 
constraints in time, the impact of successive tides could not taken into 
account, nor the likely time for breach repair or flood duration. 

The 1:10,000 maps and Figure 3 show very large areas of the 
coast and specified estuaries as Risk Band 1, ie being at risk to 
inundation from a 50 year storm event, it does not mean that all these 
areas are susceptible to any one single event, simply that they have a 
greater probability of being affected. Thus, while a major storm event 
could affect large areas of the East, South and West coastal areas of 
England and Wales, it will not affect all coastal areas as its impact will 
be limited to relatively short lengths of coastline, particularly on the 
South and West coasts. On the East coast a major event could affect 
larger areas, as experienced during the disastrous 1953 event. 

The impact of individual storms was therefore examined 
following on after the two earlier studies. As described above, the 
coasts of England and Wales were divided into three coastal areas: 
West, South and East. Meteorological records going back to the last 
century were analysed by the UK's Meteorological Office in order to 
determine generic storm types. In all, the two storms likely to have the 
most significant impact on each of the coasts and their associated 
wave and surge conditions were defined for each section of coast. 
Significant storms affecting more than one section of coast were also 
defined. While it is possible to define wave and surge levels in terms 
of their probability of occurrence, it is not possible with storms. This is 
because they are made up of many different elements eg air pressure, 
density and spacing of isobars, storm track direction etc, each of which 
can influence the other. The impact of the conditions produced (wave 
and surge) also varies along the coast, say being 1 in 50 year near its 
centre decreasing to 1 in 1 year towards its edge. 

The storms produced varying conditions along the coastline 
and thus assigning a particular return period to an individual storm is 
problematical. A prime example is the 1953 East coast storm, where 
shoreline conditions experienced in Yorkshire were estimated to be in 
the order of 1 in 50 years, whilst by the time the storm surge had been 
driven south to Lincolnshire and East Anglia, it represented a 1 in 500 
year condition. 

The analysis defined the impact of potentially different storm 
types for each coastal area rather than specific storms. Detailed 
comparison of the analysis against past events was not possible, but 
a qualitative comparison of results and newspaper reports of flooding 
was made. 
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Two storms affecting individual coasts were examined, 
together with one affecting both the East and South coasts, one 
affecting both the West and South coasts and one hypothetical storm 
for each coast. The hypothetical storms represent small changes of 
previous storms to modify the timing of the storm surge to coincide with 
high water. These were then compared as a way of establishing the 
storm scenarios with the greatest impacts. 
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Typical variations in the wave and water level conditions 
adopted for the single storms and the two earlier studies were 
examined, including the probabilistic wave heights and water levels for 
return periods of 50, 100 and 200 years. The comparison showed 
variation in wave height for the East coast locations were markedly 
different and other differences along the remaining coasts were also 
apparent. The variations were smaller for water levels. 

The results produced by "FRANC" for these storms showed 
that one of the East coast storm produced the highest number of 
defences at risk ie 36.5% (see Figure 4) The percentages at risk from 
the other two East coast storms were very similar, although their 
distribution was different. 

The South coast storms indicate that a high percentage of 
defences were at risk (approximately 70%). Both have an eastbound 
surge associated with waves of between 9m and 13m, generated by 
gale force winds sweeping in from the Atlantic. On the West coast, the 
hypothetical storm produced the worst conditions with 383 defences at 
risk (48.1%). Had it been coincident with high tide, the results would 
have been more severe. 

The Insurance Industry's Application of the Results 

The information from the studies was applied by the Insurance 
Industry in two basic ways, namely; 

• the practical application of the project output data in 
overall portfolio exposure and in underwriting individual 
property risks on a geographic basis according to flood 
risk; and 

• strategic use of the valuable data (which supplements 
and refines the existing knowledge base) to assist 
Government, through its agencies (MAFF and the EA), 
to target resources to exposed locations, always 
recognising the need for cost/benefit analyses. 

The individual insurers try to obtain sufficient premium to 
cover their potential exposure and to do this they need to understand 
the underlying risk. The output of the project was therefore applied to 
this end by analysing the areas at risk against the locations and post 
codes of the insured properties to establish their aggregate portfolio 
exposure. 

Insurers usually also have to operate with the support of 
reinsurers (who are also subject to the same regulatory approach) to 
give them added capacity or to reduce the financial consequences of 
a catastrophic loss eg 1987/90 storms or coastal flood. These 
reinsurers need to be satisfied that the insurers they are backing are 
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not themselves overexposed and also require some technical evidence 
these studies provided in order to take on these risks. 

The data analyses from the study were therefore able to assist 
the insurers to: 

• assess their overall exposure; 
determine whether correct rates are being charged; and 

• provide information to reinsurers to gain their "capacity" 
and "catastrophe" support. 

It   also   allows   them   to   put   pressure   on   the   relevant 
Government Departments and to consider their exposure globally. 
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CHAPTER 337 

EXPERIMENTAL STUDY ON THE BEHAVIOR OF BIVALVES BY 

OSCILLATORY FLOW 

Toshihiko Yamashita1, Akira Wada2, Gaku Matsuoka3, 
Kenji Yano4 and Sadamitsu Akeda5 

ABSTRUCT 

To improve propagation of bivalves living in exposed sandy beach, we need to 
clarify the behavior of bivalves affected by water waves. Using a U-shape tube, the 
behavior of bivalves (surf clam and sunray surf clam) in an oscillatory flow was 
experimentally studied. It was found that the critical condition at which bivalves 
are forced out of the sand into the water is determined by the ratio between the 
velocity of bed erosion and the burrowing rate of bivalves, and until the bivalves 
are forced out into the water their own movement is significant. Also the 
experimental values measuring their behavior on a smooth surface fixed bed was 
found to be theoretically explained by setting CD(drag coefficient), CM(added mass 
coefficient) and u '(coefficient of dynamic friction) at 1.0,0.5 and 0.1, respectively. 
After the bivalves are forced out into the water from the sand, therefore, their behavior 
is hardly affected by their own movement and we can regard them as inanimate 
objects. 

INTRODUCTION 

Japanese surf clam (Pseudocardium sybillae) and sunray surf clam (Mactra 
cinensis), which live in open sandy beaches along the coast of northern Japan are 
important fishery resources. However, there is a high mortality rate among young 
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bivalves, which must be minimized to ensure their propagation. 
There have been reports showing an increase in young bivalves of surf clams in 

tranquil areas around newly constructed ports (for example, Hayase and Miyamoto 
, 1985). A large number of young bivalves are often cast onto the shore by high 
waves in winter (Photo. 1). From these examples and other on-site investigations 
of the clam's population (Watanabe , 1980), waves, especially high waves during 
winter, have been thought to be one of the major factors responsible for the mortality 
of young bivalves. Therefore, the process of mortality and the behavior of young 
live bivalves due to waves must be clarified. As the first example above shows, 
bivalves are deeply related to structures built on coastlines. Therefore, for the designe 
of coastal structures with consideration to the surrounding environment, the influence 
on the bivalves by waves must be clarified. 

The effects of the bivalves' own active movements (burrowing) are important for 
investigating the behavior of bivalves due to waves. Although some experimental 
studies have been carried out on the behavior of dead bivalves (Watanabe ,1982; 
Kuwahara ,1993,1994), except for our previous studies (Yamashita et al. 
1994a,1994b,1995), very few experimental studies have been carried out on the 
behavior and mortality of live bivalves due to waves. The effects of the bivalves' 
own active movements (burrowing) under water waves have still not been estimated 
quantitatively. 

Bivalves usually dig themselves into the sand. According to our previous studies, 
when the sea bed erosion and accumulation occurs due to the action of waves, the 
bivalves keep digging into the sand by reacting to the deformation of the sea bed. 
However they are sometimes forced out of the sand into the water by a sudden 
deformation due to high waves. This movement is thought to be the first phase in 
the mortality process. 

In this study, the following five points were investigated in order to understand 
the first phase of the mortality process: (1) the critical condition of release, (2) the 
critical condition of burrowing, (3) the burrowing rate of bivalves, (4) the bed erosion 
velocity and (5) the moving velocity of bivalves on a fixed bed. 

' - i >""••''  ' 

Photo. 1 Young bivalves cast onto the shore in winter 

2   Yamashita,Wada,Matsuoka,Yano and Akeda 
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PISTON 

Fig.l Schematical view of the U-shape tube 

EXPERIMENTS 

For the experiments, a U-shape oscillatory flow tube made of acrylic resin was 
used (Fig. 1). Sea water and sand were put into it. In the movable bed experiments, 
a 16cm-deep layer of sand, with a grain size of 0.3mm, was made at the bottom of 
the tube. In the fixed bed experiment, a plate made of acrylic resin with a smooth 
surface was used. Young live bivalves (surf clam and sunray surf clam), 5mm~ 
40mm in size, were used in the experiments. The wave period was set at either 3 
sec. or 3.5 sec. The amplitude of the flow velocity (Urn) ranged from 20 cm/s to 90 
cm/s. The water temperature was set at 16°C~22°C. 

The following were investigated: 
(l)the critical condition at which bivalves are forced out of the sand into the water 
(2)the critical condition at which bivalves forced out into the water can burrow 

back into the sand again 
(3)the decrease in the energy ( burrowing rate ) of bivalves due to a drop in water 

temperature 
(4)the bed erosion velocity at which sand ripples are formed 
(5)the behavior of bivalves forced out into the water on a fixed bed with a smooth 

surface. 
Experiments were conducted according to the following methods. Experiment 

(1): After the bivalves had dug themselves into the sand, we generated an oscillatory 
flow, and the deformation of the bed and behavior of bivalves were recorded by 
video camera. Experiment (2): To measure the critical flow velocity at which bivalves 
can burrow into the sand, bivalves were put into water where stable sand ripples 
had formed by varying the flow velocity. Experiment (3): We measured the 
burrowing rate of bivalves by changing the water temperature from 20°C to 5°C 
every 5°C in a controlled temperature room, and investigated the relationship 
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between water temperature and burrowing rate of bivalves after adapting bivalves 
to each water temperature for three days. Experiment (4): We measured the bed 
erosion velocity at which sand ripples were formed from a flat condition using a 
video camera. Experiment (5): We measured the moving velocities of bivalves, and 
compared the theoretical and experimental values. 

RESULTS 

(1) Critical Condition of Release 
Fig.2 shows typical examples of sea bed deformation and the behavior of the 

bivalves. The velocity of the sea bed erosion was calculated hourly from the variation 
in bed form. Fig.2(a) shows an example where the bivalve kept digging into the 
sand and remained there despite erosion of the sea bed, because the velocity of the 
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Surf clam 

° : Inside sand beds 
X : Outside sand beds 

0 0.5 1 1.5 2 
Bed erosion velocity  Ve (mm/s) 

Fig.3 Critical condition at which bivalves are forced 
out of the sand into the water by the flow 

sea bed erosion (Ve) was lower than the burrowing rate of the bivalve (Vb). Fig.2(b) 
shows another result. At the beginning of the experiment, the velocity of the 
deformation of the bed exceeded the burrowing rate of the bivalve, and only one- 
fifth of the shell length of the bivalve was washed out of the sand. However, later 
as the velocity of the bed erosion became lower than the burrowing rate of the 
bivalve, the bivalve remained in the sand. Fig.2(c) shows the following example. 
At the beginning of the experiment, the deformation of the sea bed occurred at a 
velocity almost equal to the burrowing rate of the bivalve, and the bivalve kept 
digging into the sand and remained there for 43 sec. after the experiment started. 
Later, as the velocity of the deformation of the bed exceeded the burrowing rate of 
the bivalve, the bivalve was at first partly washed out, and then completely forced 
out into the water. Fig.2 clearly shows that the critical condition at which the bivalves 
were forced out into the water is related to the bivalves' burrowing rate (Vb) and 
the velocity of deformation of the sea bed (Ve). 

Fig.3 shows the relation between Ve and Vb based on data from 80 samples, 
using surf clams as Fig.2. Fig.3 shows the conditions of the bivalves with a certain 
burrowing rate at a certain velocity of deformation of the sea bed, which are 
categorized into the following: O indicates bivalves that remained in the sand 
completely, and X indicates bivalves that were completely forced out into the water. 
When the bivalves were washed out of the sand by about half the length of their 
shell, they tended to be completely forced out of the sand. Thus, the velocity of the 
deformation of the bed can be defined as the maximum value (Vemax) in the 
experiment of the mean erosion velocity at which erosion of the sea bed occurred at 
a depth of half of the shell length. The burrowing rate of bivalves (Vb) can be 
calculated by dividing the shell length (L) by the time taken for bivalves to burrow 
into the sand. 
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Fig.3 shows that the critical condition at which bivalves are forced out of the sand 
into the water by the flow is determined by the ratio between Ve and Vb, i.e. 1.1. 
The present experimental results were higher than those using dead bivalves placed 
on the sand. Thus, until the bivalves are forced out into the water, their own movement 
is important. 

(2) Critical Condition of Burrowing 
Fig.4 shows the results using sunray surf clams of the critical condition at which 

bivalves forced out into the water can burrow back into the sand. In Fig.4, O indicates 
bivalves that could burrow into the sand under the water flow, and X indicates 
bivalves that couldn't. The oblique line in the figure shows the critical condition. 
The critical flow velocity at which a bivalve with a certain burrowing rate can burrow 
into the sand is quantitatively obtained from this figure. It was found that when the 
burrowing rates of the bivalves increased, they can burrow back into the sand by 
themselves against higher flow velocities. 

The critical flow velocity obtained in this experiment is the value that usually 
occurs at the sea bottom. Therefore, it seems to be difficult for bivalves which are 
forced out of the sand to burrow into the sand again under a rough sea for several 
days. 
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Fig.4 Critical condition at which bivalves forced out 

into the water can burrow back into sand again 

(3) Borrowing Rate of Bivalves 
The ability of the bivalves to dig into the sand by themselves greatly affects both 

the critical conditions at which the bivalves are forced out of the sand into the water 
and at which the bivalves can burrow back into the sand. Fig. 5 shows one example 
(surf clam) of the experimental results concerning the burrowing rates of bivalves 
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with varying water temperatures from 20CC to 51. The straight lines in the figure 
indicate regression lines that coincide with the origin under each temperature. The 
result of the experiment was that the burrowing rate of bivalves below a certain 
water temperature is roughly proportional to the length of the shell, and decreases 
with a fall in water temperature. 
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(4) Bed Erosion Velocity 
It was observed in Experiment (1) that the critical condition at which bivalves 

are forced out of the sand into the water was related to the velocity of the sea bed 
erosion. Bivalves tend to be forced out of the sand when sand bed are eroded about 
shell length in depth for a short time. Major examples of local deformation at a 
high velocity of topography by waves are the erosion and accumulation of sand 
resulting from the formation of sand ripples, the movement of sand ripples, and the 
large scale vortex caused by wave breaking. In this experiment, we first measured 
the bed erosion velocity under which sand ripples were formed from a flat condition 
to clarify the bed erosion velocity under which sand ripples were formed by an 
oscillatory flow, and then the amplitude of the flow velocity Um = 20,40,60,80 
cm/s. 

Under the condition where sand ripples were formed, the erosion and accumulation 
of the sea bed occurred complexly. The pattern of deformation of the topography 
showed a wide variation from 50 sec. to 2000 sec. The release of bivalves out of 
the sand into the water depended on whether the velocity of the deformation of the 
bed exceeded the burrowing rate of the bivalves. Therefore, the probability of the 
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bivalves being released is related locally to the probability of maximum bed erosion 
velocity occurring. Fig.6 shows the local probability of the maximum bed erosion 
velocity at which it exceeded a certain erosion velocity of the bed. In the calculation, 
as in Experiment (1) , the maximum bed erosion velocity is defined as the maximum 
value in the experiment of the mean bed erosion velocity at which the erosion of the 
bed occurred at a depth of half of the shell length. 

Fig.6(a) shows an example of the experimental results of the maximum bed erosion 
velocity for the bivalve with a shell length of 10mm. Fig.6(b) shows another example 
of the bivalve with a shell length of 30mm. These figures indicate that under the 
condition where the same flow velocity or deformation of the bed occurred, the 
shorter the length of the bivalve, the higher the bed erosion velocity related to the 
release of the bivalve became. Fig.6 quantitatively shows that as the amplitude of 
the flow velocity increased, the maximum erosion velocity of the bed increased. 

0 0.5 1 1.5 
Maximum bed erosion velocity  Vemax(mm/s) 

0 0.5 1 1.5 
Maximum bed erosion velocity  Vcmax(mm/s) 

(a) (b) 

Fig.6 Probability of maximum bed erosion velocity occurring 

(5) Moving Velocity of Bivalves on a Fixed Bed 
We measured the velocity of moving bivalves which had been forced out into the 

water from the sand due to the flow, using a fixed bed with a smooth surface. Fig. 7 
shows a comparison between the experimental and theoretical results. The 
theoretical values were calculated by the following equation, and we regarded the 
behavior of bivalves as that of inanimate objects, which can not move by themselves. 

..dUs    _      d(Us- M + Cmm 
dt        m dt 

-^ = m^ + icDpwA|u-Us|(u-Us)-u'(M-m)gI^ 
dt     2 Us 

Where, M is the mass of a bivalve, m is the mass of water equal to the volume of 
the bivalve, Us is the velocity of the moving bivalves and u is the water particle 
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velocity. In the calculation, (1) the volume of a bivalve is converted into a globe and 
its projected area is regarded as the projected area A of the bivalve in the direction of 
the flow; (2) the drag coefficient CD = 1.0; (3) the added mass coefficient CM = 0.5; 
and (4) the coefficient of dynamic friction n ' = 0.1. Fig.7(a), Fig.7(b) and Fig.7(c) 
show the results of experiments using sunray surf clams at three different amplitudes 
of the flow velocity. Fig.7(d), Fig.7(e) and Fig.7(f) show the results of experiments 
using surf clams of three different sizes. 

The zero on the hour axis indicates the time when the main stream was reversed. 
The experimental values of three different velocities of moving bivalves in a one- 
half wave period were plotted. Turbulence was observed from experimental values 
because, while the flow acts on the bivalves, they turn around in various directions. 
However, in general, the theoretical values and experimental values agreed well. 

Fig.7(a), Fig.7(b) and Fig.7(c) indicate that bivalves began moving at an early 
phase as the amplitude of the flow velocity became higher, and the ratio between the 
maximum value of the moving bivalves' velocity (Usm) and the amplitude of flow 
velocity (Urn) approached 1.0. Fig.7(d), Fig.7(e) and Fig.7(f) indicate that the longer 
the shell length of the bivalves is, the lower Usm becomes, although there were few 
differences between shell lengths because of the high flow velocity. 

The results of the present study showed that once bivalves are forced out into the 
water from the sand, there is little effect of their own movement. Therefore, they can 
be regarded as inanimate objects. 

CONCLUSIONS 

[l]The critical condition for which bivalves (surf clam) forced out of the sand and 
into the water by the water flow was determined by the ratio between Ve and 
Vb, which are the velocity of bed erosion and the burrowing rate of bivalves, 
respectively. Ve/Vb is approximately 1.1. 

[2]The critical flow velocity at which bivalves can borrow into the sand increases 
as the burrowing rate rises. 

[3]The burrowing rate of bivalves is related to both critical conditions, and the 
effects of the bivalves' own active movements (burrowing) were found to be 
significant for these conditions. 

[4]The burrowing rate of bivalves below a certain water temperature is roughly 
proportional to the length of the shell, and decre ases with a fall in water 
temperature between 20 °C and 5°C. 

[5]Under conditions where sand ripples are formed, as the amplitude of the flow 
velocity increases, the probability of a higher bed erosion velocity increases. 

[6]The behavior of bivalves which are forced out of sand are hardly affected by 
their active movements, and they can be regarded as inanimate objects. 
Supposing that the volume of a bivalve is converted into a globe, the behavior 
of bivalves could be theoretically explained by setting CD ( drag coefficient) , 
CM ( added mass coefficient) and n ' (coefficient of dynamic friction) to 1.0, 
0.5 and 0.1, respectively. 

[7]The shorter the length of the bivalves, the lower the water temperature, and the 
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higher the wave height, the more easily the bivalves are forced out of the sand 
into the water by the water flow. These are considered to be one of the major 
factors affecting the mortality of young bivalves due to waves in winter. 
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Wind- and Sea Level-Induced Shore Evolution in Poland 

Ryszard B. Zeidler, Marek Skaja, Grzegorz Rozyriski & Jarka Kaczmarek 1 

Abstract 

The effect of climate change factors on Polish shoreline is investigated in meso- 
scales of decades and tens of kilometres along the entire Baltic coast, with em- 
phasis on the selected segment from Ustka to Leba. Intensification of westerly 
wind circulation and sea level rise (SLR) are quantified as an input in compu- 
tations of shoreline change by a one-line model. Joint probability distributions 
of wind and sea level derived under an extensive programme employing field 
data are used to produce input for computations of shoreline change due to 
rare events. The computations prove that the effects of both wind change and 
SLR can be perceptible in mesoscales, although it is difficult to clearly single 
out one from the other. In general, the westerly intensification of wind climate 
along the Polish coast seems to be slightly less important than SLR. A separate 
qualitative analysis of the acceleration of Polish shore retreat noted in recent 
years points to wind change as one of the possible causes. 

1.   Introduction: Coastal Climate Change  (CCC) 

The present coastal climate in the Baltic area, including Poland, is believed to 
undergo perceptible change due to global warming. The sea level rise, an in- 
crease in storminess and annual sea level maxima, and the changing patterns of 
wind circulation are the most pronounced change features affecting the coastal 
processes. The potential changes in precipitation, evaporation, transpiration, 
and their various outcomes over the Baltic coast and its drainage area, are also 
investigated although they are not easy to predict reliably and accurately. 

An analysis of the variation of the zonal and meridional components of 
the geostrophic wind vector allows one to draw conclusions on the change 
of both components in the 40-year period from 1951 to 1990. For the more 
pronounced zonal component, this appears to be a trend of 0.0125 m/yr having 
a 95-% confidence level. By and large, one may note an intensification of the 
westerly air flow over the Polish coast, reflected in a shift of predominant wind 
directions towards W and NW, at the expense of the SW-W sector. A schematic 
change in the wind direction rose postulated for 50 years from 1995 to 2045 is 
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Figure 1. Frequencies of wind along the Polish coastline in 1995 (solid line) and postulated for 
the year 2045 (dash line). 

depicted in Figure 1. In seasonal terms, the intensification of the westerly sector 
is particularly conspicuous in the winter season from October to March. 

The mean sea level (SL) rise in Poland is presently estimated below 30 
cm per century but its acceleration due to the greenhouse effect is taken into 
consideration (Zeidler 1995). 

Another factor of climate change, i.e.  storm intensity or  'storminess' 
can be analysed in terms of the annual sea level maximum (occurring once per 
year). One can prove that such storminess clealy increases over recent decades 
(Zeidler 1995). The growth trend of annual sea level maxima (ASLM) along 
the Polish coast is estimated about 10 cm per century. 

It is also worthwhile to recollect that sea level increments Ah (four- or 
six-hourly at the Polish stations) display a certain long-term trend (Zeidler 1995). 
Moreover, they have been found to be correlated with high sea levels. 

The present practice identifies as storm surges the events at which high 
sea levels alone occur, which brings about ambiguities. In order to determine the 
linkage between high sea levels and significant sea level increments, an analysis 
of the two quantities has been carried out (Wroblewski et al. 1996), with the 
primary objective as the derivation of statistical and probabilistic characteristics 
for both datasets and subsequent identification of their common features. Taken 
as a criterion of similarity was the condition that the numbers of occurrences 
of both quantities (SL and SL increments) are nearly equal. Such similarity has 
been concluded for 4-hourly SL increments greater than 21 cm at Ustka and 
Gdansk (Nowy Port) or 26 cm at Swinoujscie, versus h > 563 cm at Swinoujscie 
and Gdansk and h > 560 cm at Ustka (mean sea level being 500 cm). Within 
the above approach, regressional relationships between the time series for SL 
and their increments have been established. 

Further on, the trend of storm winds could have been determined on the 
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basis of the sea level increments measured at Swinoujscie, Ustka and Gdansk 
(Wroblewski et al. 1996). This was done by relying on relationships between Ah 
and storm winds in selected areas; a detailed analysis of statistical characteristics 
of storm winds and identification of their trend would have required processing 
of thousands of synoptic maps (e.g. above 100,000 maps taken every 4 hours in 
the investigated time span of 1955-1990). 

The two major factors of CCC, i.e. wind and sea level in Poland are 
dealt with in this study while other CCC effects (primarily temperature, pre- 
cipitation and groundwater changes) are incorporated in a coastal management 
programme led by the first author, where they contribute to changes in land-use 
patterns, flooding of coastal lowlands, cliff stability and other phenomena. 

The basic objective of this study is to determine the effects of wind change 
and sea level change on the evolution of the Polish coastline. 

It is interesting to note that the intensification of the westerly circulation 
has also been noted along the Danish coast. Figure 2 provides evidence for a 
time span of 100 years, showing increasing frequency of high wind speeds of the 
westerlies. The atmospheric circulation in Denmark has been shown to change 
by enhancement of the westerly winds and the clockwise turning of the predom- 
inant winds (from W to NW along the Jutland Peninsula coast investigated by 
Christiansen and Bowman, 1990). The wind change is accompanied by a more 
severe wave attack and retreat of the more exposed coastline segments. 

In this paper, description of the climate change precedes shore evolution 
computations, from which conclusions can be drawn as to the evolution of the 
Polish coast in decadal scales, and these findings can be compared with the 
prototype data available. 

The entire Polish coast measures five hundred kilometers between the 
mouth of the Oder (Odra) River and Poland's eastern border with Russia across 
the Vistula Spit. All over the Polish coast one encounters coastal lakes/lagoons 
of glacial origin. The same origin is assigned to the Hel Peninsula, a spectacular 
yet vulnerable to storms and climate change 30-km barrier separating the Gulf 
of Gdansk from the open sea. Although the large-scale evolution of the Hel 
Peninsula is also investigated, this paper describes only some results obtained for 
the coastal stretch from Ustka to Leba, belonging in part to the former category 
(lagoonal barrier). 

The primary objectives of the study discussed in this paper consist in as- 
sessing the effects of climate change on the evolution of Polish coastline. The 
two basic effects tested are sea level change and wind change, treated both sep- 
arately and jointly. 

2.   Joint Characteristics of Coastal Phenomena 

In an investigation of shore evolution due to climate change one faces the ne- 
cessity of focusing on joint characteristics of coastal phenomena, such as waves, 
sea level and wind. Also, extreme cases of coast evolution should be looked 
at. The selection and definition of extreme cases brings one to the problem 
of joint probability distributions for coastal quantities (such as sea level, wave 
parameter(s), wind etc.). By using the software produced for this programme 
one is able to compute shoreline changes or coastal evolution for every situation 
(sea level, wind speed and direction and at the same time the respective wave 
climate and other derivatives) but the open question remains how wave param- 
eters are correlated with wind and sea level, and which combinations thereof 
are representative for extreme cases. 

Hence four-dimensional probability distributions of wind (speed and di- 
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Figure 2. Change in wind direction along a latitudinal segment of NW Jutland (Klitmoller to 
Blokhus) shown by Christiansen and Bowman (1990). 

rection), wave height and sea level have been investigated by the use of a large 
database for the Polish coastal weather stations, covering the years 1955-1990. 
At the beginning of the investigations it was realised that the probability of 
higher sea levels (exceeding 60 cm above the multiyearly mean value) might 
depend on wind direction. This would mean inter alia that the local growth of 
the mean sea level along the Polish coast due to the expected changes in wind 
circulation patterns could be quite pronounced by the year 2050. 

As the study proceeded, wind-wave parameters were found to be cor- 
related with wind direction as well, which is linked to the effect of fetch. At 
the same time, the correlation of wave height and sea level is low (about 0.2 
for the stations of Hel and Gdynia) for all wind directions lumped, but a clear 
dependence on particular wind directions is displayed in some classes of water 
levels. 

Figure 3 illustrates the cumulative joint probability of wind speed and 
sea level for N and NW winds at Hel, while Figure 4 shows the counterparts 
for Gdansk (North Harbour). The two graphs stem from different datasets, 
not only for their locations but also because of the concept by which they were 
selected. The data for Hel in Figure 3 were taken for all events, i.e. at regular 
time steps, every three hours over nearly 5 years from 1976 to 1981 (11,500 
events). The data for Gdansk were purposefully biased to represent the impact 
of storm events (defined as those with significant wave height above 1 m); they 
also cover a shorter time lapse (1991 to 1992 and some months of 1995; about 
4,500 events). 

The correlations between sea level and wind speed were tested in eight 
principal classes of wind directions. Sea levels were arranged in sets exceeding 
the numbers indicated in the top lines of the tables in Figures 3 and 4. In order 
to examine the dependence on wind strength, the datasets were truncated in the 
sense that all events with wind speed below 6 or 8 m/s were rejected. 

The correlations at Hel have been found very low in general; they seldom 
exceed 0.6 (the rightmost figures in the tables are not conclusive because of the 
low counts of data in those classes). The findings are certainly affected by the 
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Hel. Correlations sea level (L) - wind speed (v), truncated at v=6m/s 

500 510 520 530 540 550 560 570 580 
N 0,253 0,177 0,146 0,016 -0,03 -0,23 -0,03 0,408 X 

NE 0,271 0,326 0,123 0,021 0,017 0,288 0,444 X X 

E 0,131 0,12 0,248 0,071 0,228 0,375 0,431 X X 

SE -0,02 0,04 0,249 0,041 X X X X X 

S. 0,017 0,087 0,093 0,156 0,478 0,424 X X X 

sw 0,073 0,104 0,155 0,141 0,232 0,262 -0,06 X X 

w 0,277 0,293 0,306 0,266 0,321 0,335 0,326 0,408 0,116 
NW 0,301 0,301 0,281 0,269 0,268 0,267 0,259 0,146 0,319 

N NE E SE S SW W NW 
L-V 0,287 0,199 -0,13 -0,24 -0,11 0,051 0,244 0,246 

Hel. Correlations sea level (L) - wind speed (v), truncated at v=8m/s. 

500 510 520 530 540 550 560 570 580 
N 0,222 0,137 0,097 0,057 0,13 -0,11 0,422 X X 

NE 0,095 0,146 0,062 -0,08 0,163 -0,53 -0,4 X X 

E 0,13 0,06 0,237 0,034 0,251 0,424 0,41 X X 

SE 0,308 0,187 0,622 0,614 X X X X X 

S. 0,069 0,097 0,266 0,264 0,702 X X X X 

SW 0,088 0,143 0,195 0,308 0,329 0,29 0,918 X X 

w 0,298 0,316 0,367 0,18 0,359 0,453 0,417 0,225 0,116 
NW 0,35 0,333 0,276 0,278 0,301 0,322 0,253 0,041 0,687 

N NE E SE S SW W NW 
L-V 0,238 -0,05 -0,15 -0,18 -0,05 0,049 0,254 0,218 
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Figure 3. Correlation tables and cumulative exceedance graph for sea level and wind speed at 
the station of Hel, 1976-1981. 
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North Harbour. Correlations sea level (L) - wine speed (v), truncated at v=6m/s 

500 510 520 530 540 550 560 570 580 
N X 0,27 0,13 0,17 0,20 -0,20 -0,31 -0,35 X 

NE 0,35 0,35 0,35 0,17 0,64 0,41 0,44 -0,24 X 

E 0,47 0,39 0,34 0,54 0,54 0,50 -0,57 X X 

SE -0,05 X X X X X X X X 

S. -0,05 -0,23 0,45 X X X X X X 

sw 0,03 -0,27 -0,76 X X X X X X 

w 0,21 0,47 0,41 0,34 0,06 -0,37 X X X 

NW 0,29 0,26 0,20 0,07 -0,15 -0,05 X X X 

N NE E SE S SW W NW 
L-V 0,66 0,52 0,31 0,01 0,13 0,15 0,23 0,31 

North Harbour. Correlations sea level (L) - wind speed (v), truncated at v=8m/s. 

500 510 520 530 540 550 560 570 580 
N X 0,18 0,07 0,10 0,04 -0,20 -0,31 -0,35 X 

NE -0,09 -0,09 -0,09 0,03 0,03 0,61 0,55 -0,24 X 

E 0,39 0,19 0,17 0,54 0,54 0,50 -0,57 X X 

SE X X X X X X X X X 

S. -0,17 -0,05 X X X X X X X 

SW 0,22 0,12 -0,52 X X X X X X 

w -0,07 0,21 0,19 -0,07 -0,24 -0,37 X X X 

NW 0,21 0,20 0,17 0,05 -0,11 -0,05 X X X 

N NE E SE S SW W NW 
L-V 0,66 0,54 0,33 -0,07 -0,13 0,21 0,13 0,25 
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Figure 4. Correlation tables and cumulative exceedance graph for sea level and wind 
the station of Gdansk (North Harbour, 1991-1992..1995). 
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very specific location of the station and the complex nature of the controlling 
hydrodynamic phenomena. 

For the North Harbour, the correlations become significant for NE winds. 
The relatively high marginal correlations with both N and NE winds (given at 
the bottom of table) are linked to the fact that all sea levels were taken into 
account there (also those below 500, i.e. below MSL). 

In representation of some characteristic rare events in the subsequent 
shoreline evolution computations, reference should be made to the exceedance 
graphs of the type shown in Figures 3 and 4. The following couples of wind and 
sea level were chosen for the selected isolines of the exceedance probability F: 

(al) wind N 9 m/s + SL 545 (F=2%); 
(a2) wind N 16 m/s + SL 500 (F=0.01%); 
(bl) wind NW 9 m/s + SL 555 (F=2%); 
(b2) wind NW 17 m/s + SL 500 (F=0.01%); 
(cl) wind E 7 m/s + SL 535 (F = 2%); 
(c2) wind E 12 m/s + SL 500 (F=0.01%). 

3.    Shore Evolution Computations 

The wind change trends alone have been taken for granted by Zeidler (1995), 
who computed the respective sediment transport along the Polish coast in the 
50-year time span, and drew conclusions on shoreline evolution. Despite a sharp 
change in wind direction (but not speed) the alteration of sediment transport 
rate and the subsequent shoreline evolution was not found dramatic, due to the 
wind change alone. Yet it was concluded that shoreline change might become 
quite conspicuous if the wind change is added to the accompanying storm surge 
or a sea level rise. 

The shoreline computations in this study are founded on the one-line 
theory, which ends up with the diffusion-type equation 

(1) 
dy _ 
dt ~ dx2 - B 

in which 
A = 

B = 

2 
(l-p)Ac 

2        1 

dQl 
dtp 

'dQl 
<• Bx 

hc = depth of closure, 
p = porosity of bed sediment, 
Qi = longshore sediment transport rate, 
qc = cross-shore transport rate per unit length along shore, 
t = time, 
x, y = longshore and cross-shore coordinate of shoreline. 

In order to determine the long-term shore evolution due to changes in wind, 
waves and sea level, by the above one-line scheme, an extensive computational 
procedure had to be employed. It encompasses five major subroutines: (1) 
preparation of input data with CCC quantities (wind, wind-induced waves and 
sea level); (2) arrangement of probability distributions for wave height and sea 
level in the format accepting CCC; (3) computations of sediment transport for 
the whole domain of wave height and sea level occurrence; (4) integration of 
sediment transport rate over representative time spans, with their probability 
distributions; (5) one-line type assessment of shore evolution over the time span 
of CCC. 
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Figure 5. Longshore sediment transport rate as a function of wind speed and direction at Leba, 
for the years 1995 (SWL datum 500, top) and 2045 (SL rising by 50 cm to SWL datum 550, 
bottom). 
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Waves are computed routinely by Krylov's 'spectral' method calibrated 
against field data. A Battjes/Jansen-type algorithm for irregular wave transfor- 
mation is used as an input of the IBW PAN program for wave-induced currents, 
and the sediment transport formulae are Bijker-type for longshore movement 
and IBW PAN modified Bailard-type for cross-shore transport. Sea level con- 
trols the shore evolution at the places where shoaling and the closure depth 
intervene but is not included in nonlinear interactions with waves. 

Hence in our routine, the input wind change leads to wave climate change, 
waves producing currents and then sediment transport. On the basis of that 
input, together with sea level rise, shore evolution patterns are produced. 

The results of our computations of the longshore transport are depicted 
in Figure 5. For every cell of particular wind speed and direction one has the 
sediment transport rate computed for the present situation (1995) and for the 
future (2045). It should be noted that the future situation can arise in two 
versions — wind change only and wind change plus sea level rise. Hence at 
present one has the status shown at the top of the drawing, while in the future 
one may face two different situations with sediment transport for sea level change 
and for wind climate change. 

The coefficients A and B in the one-line equation are functions of long- 
shore sediment transport rate (partial derivatives) and cross-shore rates as well 
(per unit length along the shore). Those coefficients were assessed separately for 
every location of the study area, with respective closure depths, wave incidence 
angles, breaking parameters etc. 

The study area was confined to the coastal stretch between Ustka and 
teba. Various climate input situations were tested. In addition to the rare cases 
selected from the joint probability graphs as described in Section 2 (situations 
al-c2), the average year was also simulated. The latter encompassed aggre- 
gated westerly winds and aggregated easterly winds, for which one obviously 
had different sediment transport rates, different angles of wave attack etc. 

The program USTLEB was compiled for computations of shoreline change 
in accordance with the one-line model, and was validated against the known 
analytical solutions (i.a. Larson et al. 1996). It is based on an explicit finite- 
difference scheme, where instablity problems do not arise in practice. Some 
peculiarities emerge at points of discontinuity (of sediment transport rate, shore- 
line position) but the difficulties are overcome by locally decreasing space steps 
and iterative finding of shoreline derivatives. Estimates of the partial derivatives 
of the longshore transport rate must also be reasonably derived in a practical 
way. 

In the computations by USTLEB for the 45-km segment Ustka-teba, the 
following conditions were adopted: 

(i) the time span 1995-2045 divided in 25 time steps 2 years each; 
(ii) two basic versions of climate change: (a) wind climate change only, (b) wind 
change + sea level change, 50 cm per 50 years; 
(iii) 'average year' and 'rare cases' al-cz as specified above for the wind ... 
sediment transport input. 

Some results of the shoreline change computations are illustrated in Fig- 
ure 6. Only the aggregated annual effects are shown to highlight the basic 
differences resulting from the impacts of the two major directional sectors of 
wind action along the Polish coast — from west to east (top) and east to west 
(bottom). The two annual components of shoreline change are strikingly dif- 
ferent. The wind change effect is negligible vs. the sea level rise effect for the 
westerlies, and becomes of the same magnitude for the easterlies. The absolute 
magnitude of shoreline change is greater for the westerlies than for the winds 
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Figure 6. Results of one-line computations for the Polish coast segment from Ustka to Leba, 
showing the 50-yr climate change effects — wind change only and wind change + SL change. 

blowing from the eastern sector. If one takes into account that the former are 
more frequent than the latter, then one may venture the conclusion that the ef- 
fect of wind change on the shoreline change is generally weaker than the impact 
of sea level rise. 

Yet it is appropriate to note that the above conclusion is not so straight- 
forward for the individual 'rare events' (al-c2) tested in this study. Moreover, 
the contribution of the cross-shore transport to results of the computations by 
USTLEB also remains unclear so far. Attempts with various predictors of the 
cross-shore transport integrated along the shore transects (26 from Ustka to 
Leba) have been inconlusive, and therefore are not reflected in Figure 6. More 
complementary research is required to shed light on the cross-shore effects. 
Needless to say, the latter may turn out fairly diversified along the Polish coast, 
if the research is extended far beyond the segment from Ustka to Leba. 

4.   Prototype Data and Comparison with Computations 

In preparation for the extended research on the entire Polish coast, as signalled 
at the end of Section 3, one may turn to the prototype evidence collected to 
date. On the basis of this data one can then venture some general observations 
and hypotheses relating to the evolution of the Polish coast in large scales of 
decades and hundreds of kilometres. Similarly, postulates can be formulated for 
the effects on shoreline of sea level rise and wind climate change. 

For a period of slightly above one hundred years, Zawadzka-Kahlau 
(1994) retrieved the data on the position of Polish beach and shore features. 
The basic core of that collection consists of a vast database for shoreline ('wa- 
terline')and cliff/dune toe stemming from cartographic mapping dating back to 
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Figure 7. Decadal shoreline change along the coast segment from Ustka to Leba (Zawadzka- 
Kahlau 1994). 

the 19th century and extending over most of the Polish coastline. The statisti- 
cal estimates obtained by processing of that database provide an opportunity of 
verifying the quantities resulting from our computations. 

Under this study the database has been re-arranged graphically in the 
form illustrated in Figure 7 for the area Ustka-teba (although the same format 
was applied to the entire coast). Hence the shoreline change undergone in 
the years from 1875 till 1979 is shown in the lower band, while that in the more 
recent 20 years (1960-1983) is presented in the upper band. The purpose of such 
rearrangement is to provide insight into the general trends and to determine 
whether one faces some more conspicuous, dramatic shoreline changes in the 
recent years and if these changes are somehow linked to the change in wind 
circulation patterns and sea level change. 

Consider the intensification of westerly winds, i.e. decadal increase in 
the frequency of W and NW winds depicted in Figure 1. More pronounced 
abrasion of concave shore segments could be expected, although to a different 
degree, depending on the coast type i.e. lake/lagoon barriers, dunes and cliffs. 
Indeed, such a trend is visible on many Polish coast segments. For majority of 
concave shore segments it can be concluded that more erosion is encountered in 
the recent years. There are a number of locations on concave segments where 
this can be claimed and where dramatic shift from accretion to erosion is noted. 
As a sound hypothesis, such behaviour can be assigned to the intensification of 
the westerly circulation. Unfortunately, this qualitative finding suffers i.a. from 
being embedded in the effect of sea level change. Unless differentiated more 
clearly, the two effects should be considered equally probable. 

Figure 7 has been drawn for the stretch from Ustka to Leba only. Ac- 
cretion and erosion have been marked for three different shore types, accretion 
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lines progressing towards the sea and erosion being marked as lines of landward 
retreat. One very conspicuous feature visible in the drawing is the clear growth 
of the erosion rate in the years 1960-1983. Identification of the nature and 
cause of that accelerated growth remains a task of future investigations — the 
combined effects of the westerly intensification and SL change are slightly more 
likely than decadal cyclicity of shore evolution change. 

5.  Summary and Conclusions 

The effect of climate change factors (wind and sea level) on Polish shoreline 
has been investigated in mesoscales of decades and tens of kilometres along the 
entire Baltic coast. Emphasis has been placed on the selected segment from 
Ustka to teba. Intensification of westerly wind circulation and sea level rise 
(SLR) have been quantified as an input in computations of shoreline change by 
a one-line model. Joint probability distributions of wind and sea level derived 
under an extensive programme employing field data have been used to produce 
input for computations of shoreline change due to rare events. 

The computations carried out in this study prove that the effects of both 
wind change and SLR can be perceptible in mesoscales, although it is difficult 
to clearly single out one from the other, and/or from other natural and man- 
induced effects. In general, the westerly intensification of wind climate along 
the Polish coast seems to be less important than SLR alone, in terms of decadal 
and centurial coast evolution patterns. Simple one-line computations of Polish 
coast evolution confirm the potential effects of wind change and SLR in both 
interannual coast evolution and extreme events (SLR + Wind Change). Both 
effects are also equally probable in the light of field data for Polish shore covering 
the period of more than one century. 

The software routine worked out in this study provides a useful tool of 
long-term coastal planning facing coastal climate change. The data input (wind, 
wave, sea level, bathymetry) and the software itself pave way for more complex 
investigations of coast evolution, including the modelling of joint wind, wave 
and sea level input and chronology effects. 
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CHAPTER 339 

ASHDOD PORT'S EFFECT ON THE SHORELINE, SEABED AND SEDIMENT 

Abraham Golik1, Dov S. Rosen'-MASCE, Arik Golan1, 
Maxim Shoshany2, Dan DiCastro3 and Pinkhas Harari3 

Abstract 

During its 35 years of existence, Ashdod Port, Israel, caused changes to its physical 
environment. Analysis of aerial photographs and bathymetric surveys show that the 
port served as a sediment trap, blocking the natural northward sediment transport. 
Between 1958, prior to the port construction, and 1992 the beach to the south of the 
port underwent accretion which increased in magnitude from zero, at a distance of 2.5 
km south of the port, to more than 100 m near the main breakwater. On the northern 
side of the port the shoreline was stable during that period. It was found that the 
beach north of the port did not suffer erosion because the sand of that beach was 
mined for building purposes prior to the port's construction. When the port was built, 
it was already a rocky beach. 

Comparison between bathymetric surveys, which were carried out in the vicinity of 
the port, at various periods since prior to its construction until 1995, show that the 
port has trapped some 4.5 million m3 of sediments on its southern side. Of these, 
about 2.2 million m3 were deposited during the period of 1985-1995. It is estimated 
that more than half of this volume was deposited in 1992 during three very severe 
storms. On the basis of the depositional pattern in the vicinity of the port, and 
assumptions related to the net longshore sediment transport, it is estimated that more 
than half of the sediment volume bypasses the port northward. 
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Introduction 

Ashdod Port is located on the Mediterranean coast of Israel some 30 km south of 
Tel-Aviv. It was built between 1961 and 1964 on a straight sandy beach backed by 
sand dunes. About 200 m south of the main breakwater of the port Lakhish River 
discharges into the sea. The length of the existing main breakwater is 2,200 m and 
that of the lee breakwater is 900 m. The head of the main breakwater is at a water 
depth of 15 m, and the entrance of the port was 13 m deep when it was built. The port 
penetrates seaward from the shore to a distance of about 1,000 m. 

Since the beginning of its operation in 1964, the volume of traffic in this port has 
continuously increased. Presently (1996), it handles some 13.7 million tons of cargo a 
year, but projections are for 15.4 million in the year 2000 and 16.6 million tons a year 
in 2010. It is therefore planned to expand the port by extending its main breakwater 
by 1,150 m to a water depth of about 21 m (Figure 1). 

• EXISTING 

•PLANNED EXTENSION 
PHASE I 

Figure 1. General plan for the planned expansion of Ashdod Port, phase I. 

The increasing concern in Israel, as in the rest of the world, regarding the effect of 
coastal construction on the marine environment, led the authorities in Israel to impose 
preparation of environmental impact statements (EIS) for each major coastal 
structure. As part of the requests of the EIS for the expansion of Ashdod port, a 
numerical sedimentological model had to be carried out. This model should predict 
the effect of the port's expansion on the environment, and in particular on the nearby 
bathymetry, coastline and sediments. The present study was carried out in order to 
gather available information on the sedimentological development resulting from the 
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construction of the existing Ashdod Port, and to evaluate the effect of its breakwaters 
on the sedimentological balance in the area and the stability, in terms of erosion or 
accretion, of the seabed and of the shoreline. The results of this study should be used 
to calibrate and verify the above mentioned model. 

Previous studies on the effect of Ashdod Port on the sedimentological processes in its 
vicinity were carried out by Kran (1980) who analyzed bathymetric profiles which 
were surveyed between 1964 and 1971 in the vicinity of the breakwaters. 
Computations of changes in the volume of sediment in the vicinity of the port between 
1959 and 1975 were made by Finkelstein (1980) and between 1959 and 1985 by 
Vajda et al. (1988). Rosen (1985) assessed the longshore sediment transport rate at 
Ashdod on the basis of wave energy flux calculation. 

Three data bases were used for this study: 
(a)Aerial photographs, taken since prior to the construction of the port until the 

present. They enabled to detect shoreline erosion and accretion caused by the port, 
(b)Bottom charts and profiles which were prepared before and after the port was 

built. These were used in order to evaluate changes in the seabed which were 
caused by the port. 

(c)Wave climate resulting from wave observations and measurements carried out near 
the port since 1957. These were used to evaluate the natural rate of sediment 
transport in the area, and in particular the longshore transport. 

Methodology 

Analysis of Aerial Photographs 
The changes in shoreline position which resulted from the construction of the port 
were measured by comparing aerial photographs, which have been taken on different 
dates since prior to the port construction until 1992. To avoid errors resulting from 
seasonal changes in the shoreline, only photographs taken during the autumn season 
were used. This season was selected because the sea is calm and the beach face is 
steep at that period. Therefore, horizontal change in the waterline due to sea level 
fluctuations, is rather limited. Also, wave records showed that during the 
photography sortie and the days preceding it, wave height was less than 1 m. Eight 
aerial photographic sorties from the years 1958, 1964, 1971, 1976, 1980, 1983, 1988 
and 1992 were selected for this study. 

The analysis of aerial photographs was that adopted by Shoshany and Degani (1992). 
The analog format of the photographs was transformed into a digital one using a 
digital scanner. Prominent objects in the photographs were used to relate photographs 
from different dates into a uniform geographic system. 
The line which separates the wet part of the beach from the dry one was selected to 
represent the shoreline because it is clear and sharp on the photograph. Also, this line 
does not fluctuate momentarily as the water line does. This line was further 
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accentuated by enhancing the brightness contrast. The 1988 sortie was selected as a 
reference sortie, because it contained a large number of common reference points 
which were seen on photographs from preceding and succeeding sorties. These 
reference points were used to rectify the aerial photographs and remove distortions 
from them. Once this was done, the shoreline was digitized for each sortie. It is 
estimated that the error involved in determination of the shoreline position is less than 
10 m. 

Bathymetric Analysis 
Bathymetric surveys in the vicinity of the port, which were conducted in 1957, 1959, 
1970, 1975, 1980, 1983, 1985 and 1995, were used for this study. The surveying 
methods which were employed in these surveys changed during this period. Until the 
early 1970's, navigation was carried out by sextant readings from the boat to 
reference points on the beach, and depth was measured using a Kelvin Hughes 
surveying echo sounder. After 1972 navigation was carried out by an electronic 
system, Decca Trisponder, and later by Miniranger. Data processing, interpolation of 
boat position and depth reading, and collation of these data, were carried out 
manually until the beginning of the 1980's and gradually changed to computer 
processing in the early 1980's. The survey of 1995 was carried out using a differential 
GPS system for navigation and a digital Odom echosounder. The collation of depth 
and position was carried out on board the surveying boat, using the 
OCEANOGRAPHER navigation and mapping computer software system, developed 
and written for such purposes by the third author. The charts were digitized and an 
interpolated grid of depth points for each survey was prepared. Each grid was 
subtracted from its predecessor, and depth differential maps which show the 
magnitude and spatial distribution of deposition or erosion on the seabed were 
prepared. 

Wave Data and Computation of Longshore Sediment Transport 
Wave data have been collected from Ashdod Port region since 1957. Some of the 
data (1957-1975) were based on visual observations, some (1978-1992) on a 
combination of instrumental measurement (wave height and frequency) and visual 
observation (wave direction), and for three years, 1992-1995, wave height, frequency 
and direction were instrumentally measured. In view of the low reliability of the wave 
directions of the old wave data, the final computation of the longshore sediment 
transport rate, was based on the April 1992 - March 1995 wave data, gathered off 
Ashdod with a Datawell Wavec buoy at 3 hour intervals. These data were used as an 
input in computer programs using the formulas of longshore sediment transport 
known as the CERC (USArmy CERC-1984), Komar (Komar-1977), LCHF (Migniot 
et Manoujan-1983) and Bijker (Bijker-1972) formulae. The longshore sediment 
transport was computed for each sedimentological year, namely years starting in April 
on one year and ending in March of the following year, to comply with the 
sedimentological seasonal wave regime in this region. 
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To account for the longshore sediment transport taking place beyond the surf zone, 
the joint contribution of wave stirring and geostrophic current transport, current data 
statistics gathered by Israel Oceanographic & Limnological Reearch off Ashkelon, in 
27 m water depth, were used in combination with the Bijker formula. 

Results 

Shoreline Position 
Examination of the position of the shoreline south and north of the port, as derived 
from the aerial photographs analysis, reveals two phenomena. First, the distance 
between the positions of the shorelines of 1958, prior to the construction of the port, 
and 1964, when it was almost completed, is very small and falls within the resolution 
magnitude of the analysis. The second, is the change with time in the shoreline 
position south of the port versus those north of it. South of the port, a distinct 
accretion of the shore with time is noticed, whereas north of the port, the shoreline 
position is relatively stable with the exception of the sector in the immediate vicinity 
of the lee breakwater. 

-4000   -3500   -3000   -2500   -2000    -1500    -1000    -500 

Distance   in m   from the main breakwater 

Figure 2. Difference in m between the mean position of the shoreline 
in 1958-1964 and that of 1983-1992 south of Ashdod Port. 

Figures 2 and 3 were prepared with the purpose of showing the general trend in the 
development of the coastline, south and north of the port. It shows the distance 
between the mean position of the shoreline in the years 1958 and 1964 and that of the 
years 1983-1992. Figure 2 shows that during the study period the shoreline has 
advanced westward gradually from zero at 2,500 m south of the main (southern) 
breakwater to about 100 m near it. North of the port, Figure 3 shows that accretion 
has occurred very close to the lee (northern) breakwater, to a distance of about 300 m 
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north of it, but from there on northward, the position of the shoreline was rather 
stable during the study period. 
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Figure 3. Difference in m between the mean position of the shoreline 
in 1958-1964 and that of 1983-1992 north of Ashdod Port. 

Bathymetric Changes 
Examination of the depth differential maps which resulted from the analysis of the 
bathymetric charts shows that the first impact of the port on the seabed was a severe 
erosion, up to 2.5 m, north of the port and deposition of up to 3.0 m next to the lee 
breakwater. With some fluctuations in magnitude, these effects remained throughout 
the history of the port. 

Another phenomenon, which also started following the port's construction, is the 
increase of deposition near the beach south of the port as well as near the head of the 
main breakwater. Deposition increased both in thickness as well as in space with time. 
In 1975, sediment was "creeping" along the main breakwater reaching about a third 
of its length. In 1980, the depositional area south of the main breakwater increased, 
and the accumulation at the head of the breakwater increased in thickness. In 1983, 
deposition followed the same pattern but increased in thickness. Between 1983 and 
1985, minor changes occurred in the sea bottom, but between 1985 and 1995, an 
impressive deposition took place along the southern part of the main breakwater and 
south of it, parallel to the beach, at a distance of between 700 and 1,000 m. The 
thickness of this deposition is mostly up to 2.0 m but in restricted areas up to 3.0 m. 
4.5 million m3 of sediment have accumulated in the studied area south of the main 
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breakwater between 1957 and 1995. Of these, 2.3 million m3 between 1957 and 1985, 
and 2.2 million m3 between 1985 and 1995. 

Assessment of Wave Climate and Longshore Sediment Transport 
Figures 4-6 show the average yearly marginal distributions of the deep water wave 
characteristics offAshdod during sedimentological years 1993-1995 (04/1992 -03/95) 
using data bases of 3 hours data, noon daily data and maximum daily data. Figure 4 
shows the marginal distribution of deep water characteristic wave heights, Figure 5 
shows the marginal distribution of peak wave periods, and Figure 6 shows the 
marginal distribution of deep water wave directions for the mentioned period. 

Figures 7 and 8 provide the average yearly marginal distributions of the general 
current characteristics off Ashkelon (15 Km south of Ashdod Port) which were 
measured in 1992-1993 (Rosen, 1993). The current was measured at a water depth of 
27 m, 10 m below the sea surface. Figure 7 shows the marginal distribution of hourly 
averaged current speeds, and the marginal distribution of hourly averaged current 
directions is presented in Figure 8. 

On the basis of these data and the various formulas mentioned before estimates of the 
longshore transport were obtained. As can be seen in Figure 9, there are differences 
of up to four times among the various formulas. The evaluation using the CERC 
formulae of the net transport is about 3 times larger (720,000 m3/year) than that of 
Bijker formula (230,000 m3/year) without accounting for the presence of currents 
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Figure 4. Yearly deep water distribution of characteristic wave height (04/92-03/95). 
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Figure 5. Yearly deep water distribution of peak wave periods (04/92-03/95). 
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Figure 6. Yearly deep water distribution of wave directions (04/92-03/95). 
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Figure 7. Current speed distribution offshore Ashkelon. 
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Figure 8. Current direction distribution offshore Ashkelon. 
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beyond the surf zone. The LCHF provides a value which is about 0.75 of the Bijker 
formula without currents beyond the surf zone. The comparison between the estimate 
of the transport with and without accounting for the currents beyond the surf zone is 
also presented in the same Figure. As one may see, the transport assessment including 
currents beyond the surf zone on the basis of the current statistics given in Figures 6 
and 7 leads to volumes comparable to those of the CERC formula. In Figure 10 the 
yearly average longshore sediment transport distribution across the shore at Ashdod, 
based on the period 04/92-03/95, is presented. 
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Figure 9. Comparison among methods of evaluation using the 3 hours data set. 

Considering the fact that the assessment using currents was based by one year of 
currents data, during a harsher weather than in the following two years, the average 
longshore net transport was assessed on a weighted average between assessment with 
currents and assessment without currents. Thus, an yearly net longshore transport of 
350,000 m3 to the North was assessed as the most probable rate for a normal year. 

Discussion 

Shoreline Changes 
The results of the shoreline analysis clearly indicate that the net sediment transport in 
the area of Ashdod Port is northward. Under these conditions, one would expect 
erosion to occur north of Ashdod Port, but no such erosion of the shoreline is noticed 
from the analysis of the aerial photographs. The reason for this is the sand mining 
activity which was very intensive on this beach until 1964. This can be seen in Figure 
11, which is an aerial photograph taken in 1958, prior to the port construction.   The 
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Bijker formula, with general current, 3 hours data set: 04/1992-03/1995 
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Figure 10. Yearly cross-shore sand transport profile at Ashdod (with currents). 

scars of the sand mining are clearly seen on this picture, as well as on aerial 
photographs taken from the coast both north and south of this point. More than 5 
million m3 of sand were mined between 1949 and 1963 from the beaches stretching 
along some 30-40 km of the Ashdod coastline (Zifzif Committee, 1964). 
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BEACH  MINING  SCARS 

Figure 11.  Aerial photograph taken in  1958 showing the 
scars of beach mining along the Ashdod shoreline. 
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This mining must have left the coast either devoid of loose sand, or close to it. The 
sand trapped south of the port after its construction "healed" these scars and widened 
the beach. However, north of the port, the beach was already rocky before the port 
construction, lacking sand to be removed by erosion, and this is why the position of 
the shoreline remained stable. The rocky beach extends today to some 3.5 km north 
of the port, and from there on northward, sand becomes gradually more ubiquitous on 
the beach. 

Bathymetric Changes 
The most striking finding of the analysis of the sea bottom changes is the massive 
accumulation of sediment, more than 2 million m3, which took place between 1985 
and 1995. This raises a few questions: Was this accumulation a gradual one or an 
episodic event? What caused this rapid accumulation? Where did the sediment come 
from? 

It was found that a bathymetric survey which was carried out in 1991 offshore 
Ashdod city, overlapped a small part of our study area in the south. Depth differential 
maps for the period 1985-1991 and 1991-1995 clearly showed that sediment 
accumulation which occurred in that area was greater in the period of 1991-1995 by 
many times than in 1985-1991. This indicates that the massive accumulation of 
sediment seen in the depth differential map for the period 1985-1995 occurred 
sometime between 1991 and 1995. The most prominent event that occurred in the 
period of 1991-1995 is a series of very severe storms which occurred in December 
1991, February 1992 and December 1992. In one of them, February 1992, the deep 
water characteristic wave height was 7.2 m and in the others more than 5 m. 
Computation of longshore sediment transport rate using a simulated storm with 
waves of this magnitude resulted in a net transport of up to 400,000 m3 per storm. 
The storms of 1991-1992 are therefore responsible for the large deposition of 
sediment which was detected in the 1985-1995 depth differential map. 

There was, however, another source of sediment input into the area. The Lakhish 
River, which discharges into the sea just south of Ashdod Port, has flooded during the 
storms, particulary during that of February 1992. According to Hydrological Survey 
of Israel, the water flow of this river in 1992 was the largest ever to be recorded. 
Figure 12, which is an aerial photograph taken 10 days after the flood, shows an 
extensive shoal in front of the river mouth which was formed, at least partly, by the 
sediment brought by the river to this area. 

Sediment Bypass of Ashdod Port 
The issue of sediment bypass of Ashdod Port is an important one because it implies to 
what degree the port acts as an obstacle to the natural transport of sand to the 
northern beaches of Israel. However, the evidence for such a bypass is only an 
indirect one. The depth differential map for the period of the port's existence clearly 
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Figure 12. Aerial photograph taken on 14 February 1992, 10 days after the flooding 
of Lakhish River, showing the shoal which was formed in front of the river's mouth. 

shows that the pattern of accumulation of sediment south of the port, follows the 
contour of the main breakwater, surrounds it, and there are areas north of the port in 
which sediment accumulation is already noticed. According to reports of the Ports 
and Railways Authority the entrance channel to ashdod Port is undergoing siltation. 
As it is unlikely that this siltation results from an on-offshore transport at this depth, it 
is another confirmation to the sediment bypass of the port. 

It is difficult to provide the rate of sediment bypass because there is no direct way to 
measure it and we do not have quantitative information for all the parameters which 
control it. Nevertheless, an attempt was made to come up with an estimate which is 
based on assumptions and estimates. For the 10 year period between 1985 and 1995 
some 3.5 million m3 entered into the area as a result of the normal net yearly 
longshore sediment transport (350,000 m3/yr x 10 years). In addition, the storms of 
1992 yielded some 0.9 million m3 (400,000 m3/Feb.92 storm + 2 x 250,000 m3 for the 
other 2 storms). It is estimated that Lakhish River contributed 0.25 million m3 during 
the flood of 1992. All these add up to about 4.6 million m3 that were input into the 
area south of Ashdod Port during that period of time. At that time 2.2 million m3 of 
sediment were trapped in the area south of the port implying that 2.45 million m3, i.e. 
more than 50% of the sediment managed to bypass the port during that decade. 
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CHAPTER 340 

Tweed River Sand Bypass: Concepts and Progress 

Russell J. Murray,1 R.P. (Jock) Brodie,2 Mark Porter,3 David A. Robinson4 

ABSTRACT: The objectives of the Tweed River Entrance Sand Bypassing Project on 
Australia's east coast are to establish and maintain a navigable entrance to the Tweed 
River and to enhance and maintain the southern Gold Coast beaches, with the 
objectives to be achieved in perpetuity. The joint project of the New South Wales and 
Queensland State Governments with the support of the Gold Coast City Council offers 
the opportunity to achieve this co-operatively in partnership. Agreements have been 
established. The environmental impact assessment of the first stage (initial dredging 
and nourishment) has been completed, and the first component of these works 
involving over 2.2Mm3 of sand was successfully completed in August 1996. 
Environmental impact assessment and design studies for the second stage (the 
permanent bypassing system) are in progress. The paper describes the overall project 
and its key features, the investigations and analyses undertaken to date, the identified 
impacts, the initial dredging and nourishment works, and the issues being investigated 
for the permanent system. 

INTRODUCTION 

The Gold Coast-Tweed Heads region (28°S, 153.5°E) on Australia's east coast is a 
major international and national tourism destination, and a significant growing 
recreational and residential area, with a unique coastal environment. The beaches are 
subject  to   cyclonic(hurricane)   and   storm  waves,   and  are  characterised  by   a 

1) Project Director, Queensland Dept. of Environment, PO Box 155 Brisbane Albert 
Street, Qld 4002, Australia. 

2) Project Director, New South Wales Dept. of Land and Water Conservation, 
McKell Building, Level 12, 2-24 Rawson Place, Sydney, NSW 2000, Australia. 

3) Manager Coastal, New South Wales Dept. of Land and Water Conservation (as 
above). 

4) Manager Coastal Resource Assessment, Qld Dept. of Environment (as above). 
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predominantly northwards longshore sand transport averaging 0.5 million cubic metres 
(Mm3) per year net, which is driven mainly by the predominant easterly and south- 
easterly waves (median significant waveheight: 1.4m, median peak period 9s). The 
beaches are composed of clean fine-grained quartz sand with median diameter of 
0.22mm. Mean spring tidal range is 1.3m. 

The Tweed River entrance which influences the continuity of the natural littoral system 
has been plagued by mobile sandbars which have endangered navigation since the early 
19th century. Entrance training walls (rock jetties) started in 1890 offered only short- 
term relief. From 1962 to 1965, the training walls were extended seaward 380m to aid 
navigation of the entrance. These walls reduced sand transport past the entrance, 
Letitia Spit to the south of the entrance accreted (total accretion to 1995 of over 
7Mm3 has filled the walls), and the downdrift southern-most beaches of the Gold 
Coast experienced erosion (Macdonald and Patterson, 1984). Major beach 
nourishments totalling over 6Mm3 have been successful in substantially offsetting the 
erosion of these beaches (Murray et al, 1993 and 1994). 

Following separate and joint studies by the responsible authorities, and complex 
negotiations with four jurisdictions, agreement was concluded between the State of 
New South Wales and the State of Queensland to undertake the Tweed River 
Entrance Sand Bypassing Project which impacts on both States. It is being supported 
by the local city, the City of the Gold Coast (Murray, Brodie et al, 1995). 

The project agreements are: 
(a) the Heads of Agreement signed on 31 March 1994 by the Premiers of New 

South Wales and Queensland; and 
(b) the formal legally-binding Deed of Agreement signed by the responsible 

Ministers on 2 March 1995. 
The New South Wales Parliament has enacted ratifying legislation (the Tweed River 
Entrance Sand Bypassing Act 1995 (NSW)), and similar legislation is proposed in 
Queensland. 

OBJECTIVES, PRINCIPLES, AND BENEFITS 

The objectives of this joint project (to be achieved in perpetuity) are to: 
(a) improve and maintain the navigability of the Tweed River entrance (in New 

South Wales); and 
(b) improve and maintain the southern Gold Coast beaches (in Queensland). 

The project comprises two inter-related components: 
(a) an initial dredging of the bar and entrance area and beach nourishment; and 
(b) an artificial sand bypassing system, to operate in perpetuity. 
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The benefits are anticipated to include: 
(a) the improvement in the safety of navigation of the river entrance with the 

consequent benefits to recreational boating, tourism, property values and the 
fishing industry; 

(b) improved tidal flushing of the river estuary, improved water quality, and 
mitigation of flooding; and 

(c) the restoration, widening and long-term maintenance of the beaches, with 
associated benefits to tourism, recreation, property values and the reduction of 
erosion threats. 

To achieve early benefit, initial dredging and nourishment was scheduled to be 
undertaken while permanent bypassing system options and impacts were being 
investigated and assessed. 
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Figure 1: Location diagram, showing approximate dredging and nourishment areas 

INITIAL DREDGING AND NOURISHMENT (STAGE 1) 

The initial dredging and nourishment involves about 2.5Mm3 of sand to be dredged 
from the entrance and placed on the beaches. The environmental impact statement 
(EIS) was prepared to comply with the requirements of both States. Following 
exhibition of the document, public meetings and the receipt of twenty-six submissions, 
an EIS Submission Review Report addressed the submissions received and made 
recommendations for actions, monitoring and an Environmental Management Plan. 
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Impacts and issues identified included: 
(a) increased operational window for fishing trawlers traversing the bar; 
(b) improved ability of beaches of Rainbow Bay, Greenmount, Coolangatta, Kirra 

and North Kirra to withstand storm erosion; 
(c) improved flushing of the lower estuary, to result in improvement in water 

clarity, nutrients and bacterial loads; 
(d) restoration of nearshore bathymetry to a condition similar to pre-1960s (pre- 

wall extensions) condition enhancing conditions for beach users; 
(e) slightly increased tidal range in the estuary (high waters increased by up to 

0.04m with possible impact on saltmarsh habitat and roosting and nesting sites 
for birds, and low waters lowered by up to 0.12m with possible impact on 
seagrass areas); 

(f) erosion of up to 75m from the previously accreted shoreline at the northern 
end of Letitia Spit; 

(g) changed surfing conditions; 
(h) concern regarding possible effects on the rocky reef community of Kirra reef if 

the nourishment produced conditions outside the natural range of seabed 
fluctuations; 

(i) potential disturbance by noise from booster pumps and mechanical equipment 
during upper beach nourishment; and 

(j)       possible wrecks in the dredge area. 

Each of these issues has been considered in detail and, where appropriate, 
modifications have been made to the scope and extent of the work (Brodie et al, 
1995). 

The lowest of six tenders(bids) from Australian and international companies for the 
first part of the initial dredging and nourishment (Stage 1A) was accepted. Dredeco 
undertook the work using three dredgers in successive campaigns from 26 April 1995 
to 20 August 1996, transferring over 2.2Mm3 of sand. 

The greater proportion of the work was carried out by the (144m long) Pearl River, 
the world's then largest trailing suction hopper dredger. In a six week campaign, it 
dredged up to approximately 9,000m3 of sand each load in typically four sweeps. The 
original design slope was modified to allow bench dredging to a similar volume and 
shape. The Pearl River dredged the bar and entrance area to the limits set by its draft. 
It deposited 0.93Mm3 through the bottom-opening doors to a predetermined profile in 
the outer nearshore deposition area with an upper level of minus 7m Australian Height 
Datum (AHD, approximately mean sea level). A further 0.59Mm3 was pumped onto 
the upper beaches through a single point mooring connected to a 750m long, one 
metre diameter submerged pipe, which came ashore at Kirra Point, and linked to 
alongshore pipelines which extended from Kirra Point to the limits of beach 
nourishment at Rainbow Bay and North Kirra. 
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The shallower bar areas were dredged by the smaller trailing suction hopper dredger, 
the Ngamotu which has a length of 61m, draft of 3.5m fully laden and a hopper 
capacity of 490m3. The Ngamotu established a channel through the bar, increasing the 
ruling depth over the bar from less than 4m AHD to more than 6m AHD, thus 
allowing access by larger dredgers. During suitable conditions from May to November 
1995, it dredged 0.17Mm3 and placed this sand in the inner nearshore deposition area 
to an upper level of minus 4.5m AHD. 

Subsequently, in two campaigns in January/February and July/August 1996, the 
2,300m3 capacity split-hull trailing suction hopper dredger, the Krankeloon, removed a 
further 0.56Mm3 and placed this in the inner nearshore deposition zone (0.12Mm3), 
the outer nearshore deposition zone (0.39Mm3), and an eastwards extension of the 
nearshore deposition zones around Snapper Rocks (0.05Mm3). 

Further dredging and nourishment (Stage IB) is expected to be carried out in late 
1997 following monitoring of the results of this work and assessment of maintenance 
requirements. 

PERMANENT BYPASSING SYSTEM (STAGE 2) 

The permanent bypassing component consists of the design, manufacture, supply, 
delivery and commissioning of a sand bypassing system and the continuing operation 
of that system including replacement of the capital equipment. Its purpose is to 
facilitate the natural littoral sand movement processes by conveying past the river 
entrance the net littoral transport which occurs at the northern portion of Letitia Spit, 
so as to maintain a clear navigation channel of at least 4.5m AHD and maintain a 
continuing supply of sand to the beaches. 

Artificial sand bypassing alternatives include jetty(pier)-based systems, mobile (jack- 
up) systems, floating plant, and traditional dredgers. A mobile system could 
overdredge a buffer during low transport periods to assist in intercepting some of the 
sand which would otherwise be missed. A mobile system should in principle be 
capable of bypassing 500,000m3 per year, even though some is missed from time to 
time. Fixed jet-pump bypassing system options (such as used at the Gold Coast 
Seaway 28km to the north where 4.5Mm3 has been bypassed in the first 10 years) 
would require fundamental modification or augmentation because there is no buffer 
sand trap at the project site as, for example, provided by the Seaway training walls 
(Coughlan and Robinson, 1990), and fixed systems rely on, and are limited by, natural 
processes in bringing sand to the intakes. No system can be totally effective in 
intercepting all of the sand transport, particularly during storm/cyclone events when 
operations may have to be curtailed and sand transport may be very high. Some 
allowance will have to be made for sand not captured by the system before it reaches 
the Tweed entrance or which escapes from the operational area of the system. 
(Robinson, 1993). 
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The delivery locations are expected to be Snapper Rocks (major quantity), Kirra Point 
(possible on demand capability), and Duranbah Beach (possible minor quantity 
capability). As natural sand transport around Snapper Rocks and across the Rainbow 
Bay and Greenmount/Coolangatta beaches is characterised by some slug-like spurts 
overlying a more regular transport, there are likely to be some beach management 
advantages if sand can be discharged on demand at Kirra, where local shortages of 
sand occur from time to time. However Snapper Rocks could be a sufficient discharge 
site, provided a suitable discharge mechanism was designed, and operation of the 
bypassing rate was managed in accordance with changing transport rates. The long 
term average net littoral transport rate is currently understood to be 500,000m3 per 
year, but analysis suggests that it can vary between 270,000m3 and 900,000m3 in any 
single year. The delivery of sand will match the long term average net littoral 
transport, but will take account of the annual variations in quantities of sand delivered 
by natural processes to Letitia Spit and the specific objectives of the project, including 
coastal process issues of the beaches and the entrance, beach usage and navigation 
requirements. If the long term average net littoral transport rate changes, the rate of 
delivery will be changed accordingly. 

Other issues to be considered for the system include: 
(a) system   reliability   and   safety   in   the   high-energy,   corrosive,   abrasive 

environment; 
(b) outlet design; 
(c) water discolouration (though the sand is clean); 
(d) public safety (for beach and waterway users); 
(e) effects on beach usage (including swimmers, surfers, and anglers); 
(f) visual impact; 
(g) noise; 
(h) operational scheduling; 
(i) performance criteria; 
(j) commercial and contractual arrangements; and 
(k) operational management. 

Actions already implemented include the assembly and evaluation of the performance of the 
Gold Coast Seaway and other existing and planned bypassing systems, a value 
management study, and the incorporation of data requirements for the permanent system in 
the current data collection and monitoring program. A comprehensive environmental 
impact assessment study is in progress, and is scheduled for completion in mid-1997. 

CONCLUSIONS 

The objectives of the Tweed River Entrance Sand Bypassing Project are to establish 
and maintain a navigable entrance to the Tweed River and to enhance and maintain the 
southern Gold Coast beaches, with the objectives to be achieved in perpetuity. The 
joint project offers the opportunity to achieve this co-operatively in partnership. 
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The project is located on an open high-energy coastline subject to variable natural 
forces, in a highly-valued environment, subject to intensive usage. Accordingly, it is 
recognised that the project must be designed, evaluated and implemented prudently 
using best practice and in an environmentally sensitive way, if the long-term benefits 
are to be effectively achieved. 

The complex bar dredging and beach nourishment have provided initial benefits, have 
satisfied strict environmental criteria, and have received widespread public support. 
Extensive environmental monitoring and public consultation has been incorporated. 

The significant engineering, environmental and contractual challenges facing the 
permanent bypassing system are being progressively addressed. 
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ABSTRACT 

Design considerations for coastal projects in cold regions include not only the 
oceanographic factors that tend to assume primary importance in temperate climates, 
but also ice and thermal factors. This paper reviews the current understanding of 
each of these three types of design considerations, with emphasis on the lessons 
learned from recent project experience in the Alaskan Beaufort Sea. It is concluded 
that the environmental influences unique to cold regions introduce both increased 
complexities and increased uncertainties into the design process for coastal 
structures. In consequence, a conservative approach that incorporates damage- 
tolerant components and non-catastrophic failure modes is recommended for the 
design of sensitive facilities. 

INTRODUCTION 

During the past two decades, the number of coastal and nearshore projects 
constructed in cold regions has increased significantly. The primary motivation for 
these projects has been petroleum-related activities, which have resulted in the 
installation of more than 50 artificial islands, causeways, and coastal pads off the 
Arctic coasts of Alaska and Canada. Public works projects also have been 
undertaken by communities such as Barrow, Alaska, where bluff stabilization and 
beach nourishment programs have been carried out in recent years (Wiegel, 1995). 

For purposes of this paper, a "cold region" is defined as an area in which the 
sea surface remains ice-covered for a significant portion of each year.   Important 

1 Principal, Coastal Frontiers Corp., 9420 Topanga Canyon Blvd., Ste. 101, Chatsworth, CA 91311 
2 President, Vaudrey & Associates, Inc., 1540 Marsh Street, Ste. 105, San Luis Obispo, CA 93401 

4397 



4398 COASTAL ENGINEERING 1996 

design considerations for coastal projects in cold regions include not only the 
oceanographic factors that tend to assume primary importance in temperate climates, 
but also ice and thermal factors. 

The objective of this paper is to review the current understanding of ice, 
oceanographic, and thermal design considerations for coastal projects in cold regions. 
Particular emphasis will be placed on recounting the lessons learned from recent 
project experience in the Alaskan Beaufort Sea. 

ICE DESIGN CONSIDERATIONS 

Ice-related factors that may warrant consideration in the design of coastal and 
nearshore facilities include horizontal loads, encroachment onto the structure work 
surface, gouging of the sea floor by ice floe keels, and "strudel scouring" of the sea 
bottom by the drainage of river outflow through holes in the ice. The first two 
factors, horizontal loads and encroachment, can exert a major influence on structures 
that extend above the sea surface, such as islands, causeways, and coastal pads. The 
last two factors, ice gouging and strudel scouring, are particularly relevant to 
engineering works constructed on the sea floor, such as pipelines and toe protection. 

Horizontal Ice Loads 

The horizontal loads that result from ice movement can be segregated into 
two categories: global ice loads, which act on large structures such as gravel islands, 
and local ice loads, which act on small structural elements such as sheet pile walls and 
caissons. Global ice loads vary with the ice thickness, strength, and mode of failure. 
In turn, the failure mode depends on the type of ice feature impacting the structure. 
For exposed locations in the Beaufort Sea in water depths of 10 to 15 m, the 
governing global ice load is likely to be produced by encounters with multiyear floes 
(floes that have survived at least one open-water season). For protected locations 
between the shoreline and the 10-m isobath, the design global ice load results from 
first-year sheet ice. Such loads can be calculated probabilistically or deterministically, 
with the methodology for each presented in the American Petroleum Institute 
Recommended Practice 2N (API RP2N; 1995), and in Sanderson (1988). 

In the case of exposed structures such as man-made islands, it is assumed that 
the kinetic energy of the moving multiyear floe is totally dissipated in ice crushing as 
the floe either comes to rest against the island or continues moving past while 
developing a maximum contact width equal to the maximum waterline dimension of 
the island. If a floe of mass m is traveling at velocity v, it will come to rest after a 
total penetration A', when: 

Vzmv2 =jP(x)dx (1) 
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where P(x) is the total force exerted when the floe has moved a distance x after initial 
contact. The load P(x) may be expressed as: 

P(x) = a (A) A(x) (2) 

where the contact area A(x) varies with the penetration distance and o(A) is the 
average ice failure pressure associated with this contact area. It is assumed that the 
largest global ice load for any multiyear floe impact will occur at the point of 
maximum penetration. In order to solve Equations (1) and (2), values are required 
for the ice floe mass m, the initial velocity v, and the failure pressure o(A). The 
contact area A(x) is determined from the interaction geometry of the floe and the 
structure. 

Using the above ice loading scenario and Equations (1) and (2), global ice 
loads can be computed probabilistically by considering the input parameters as 
random variables. Independent distribution functions are required for the multiyear 
floe thickness, the floe diameter, the floe velocity, and the ice failure pressure to 
determine the annual probability distribution of the total ice load P acting against the 
structure. The maximum annual load developed from an appropriate random 
sampling of the four input parameters is assumed to approximate an extreme value 
(e.g., Type I or Gumbel) distribution, from which a design value can be determined. 
In the Alaskan Beaufort Sea, representative design global ice loads associated with 
multiyear floe impacts range from 5 to 6 MN per meter of island exposure width for a 
return period of 100 years. 

In the case of protected sites such as coastal pads, the maximum global load P 
exerted by sheet ice can be estimated on the basis of an ice crushing failure using a 
modified version of the Korzhavin equation (API, 1995): 

P/D = pt (3) 

where P represents the total horizontal ice force acting against the maximum 
exposure width D of the structure, / represents the ice thickness, and/? represents the 
effective ice crushing or failure pressure (which varies with the ice type, temperature, 
movement rate, and contact area). 

The maximum annual load usually will occur in late winter, when the ice 
temperature and thickness produce the strongest ice. Values ranging from 1 to 
1.5 MPa for the effective ice failure pressure/? and 0.5 to 2 m for the ice thickness t 
are representative of the nearshore first-year ice conditions utilized for design 
purposes in the Alaskan Beaufort Sea. The resulting global ice loads range from 0.5 
to 3 MN per meter of exposure width for a return period of 100 years. 

Small structural elements such as sheet pile walls and caissons must be 
designed to withstand ice pressures exerted over areas of several square meters. 
These local ice failure pressures can be much larger that the uniaxial compressive ice 
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strength because of the confinement provided by the surrounding ice. In 
consequence, the design local ice loads on small structural elements always exceed 
the global loads exerted by the same ice conditions on large structures. 

As suggested by Figure 1, local ice pressures increase with decreasing contact 
areas. The two curves in Figure 1 represent recommended upper and lower bounds 
derived from an empirical local ice pressure-area relationship set forth in the API 
RP2N (1995). The lower bound is based upon the mean plus two standard deviations 
("M+2SD"), while the upper bound is based upon the mean plus three standard 
deviations ("M+3SD"). Because these curves were developed from measurements 
acquired throughout the Arctic, site-specific experience should be taken into 
consideration when they are applied to specific projects. In addition, the curves 
should be utilized only for contact areas less than 10 m2; the product of the local ice 
pressure and the contact area always should exceed the global ice load calculated 
according to the appropriate method described above; and the local ice pressure 
should be regarded as acting normal to the exposed face of the structure. 
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Figure 1. Pressure-Area Curves for Small Structural Elements 

Ice Encroachment 

In the context of this paper, encroachment refers to the movement of an ice 
sheet or individual ice blocks onto the work surface of a man-made island or coastal 
pad (Plate 1). If the sheet ice is driven up the side slope intact by a storm wind, the 
phenomenon is considered ice "ride-up". If the ice fails in buckling or bending and 
breaks up into individual blocks, an ice "pile-up" is formed on the side slope. In the 
Beaufort Sea, ride-up and pile-up events can occur during both freeze-up (early 
October through mid-December) and break-up (early June through mid-July). 
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Plate 1. Ice Encroachment on Endeavor Island, Alaska (1982) 

A number of factors influence the susceptibility of a given location to ice ride- 
up, pile-up, and possible encroachment. Although ice movement results from wind 
stress, the single most important factor in initiating a ride-up or pile-up event is the 
loss of confinement of the ice sheet. Reversal of the wind direction is the usual cause 
of confinement loss, due to the formation of cracks or small leads in the nearshore 
ice. An easterly wind may produce the cracks or leads in the ice, for example, after 
which a westerly wind can drive the relatively unconfined ice up the slope of a pad or 
island. 

While loss of confinement represents the dominant influence on ice ride-up 
and pile-up events, the ice thickness and the intensity and duration of storms 
constitute important secondary influences. The greater the ice thickness, the larger 
the driving force that will be required to initiate motion. Once the ice begins to 
move, severe storms of long-duration will maintain sufficient driving force to keep 
the ice in motion. The ice typically moves at a rate of 100 to 200 m/hr during the 
formation of a shoreline ice pile-up. Motion ceases when the driving force is 
balanced by the resistance of an "infinitely" wide obstruction, such as a shoreline. 

The most common encroachment event, a combination of ride-up and pile-up, 
occurs when the sheet ice rides up the structure slope until increasing frictional 
resistance or a change in slope causes the ice to rubble and form a pile-up. If the pile- 
up attains sufficient height, ice blocks at the top of the pile can tumble down onto the 
work surface. Such an event occurred in October 1982 on Endeavor Island, which is 
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located in a water depth of 3.7 m in the Alaskan Beaufort Sea. As is evident in 
Plate 1, a southwesterly storm with wind speeds of 15-20 m/s created a 7.6 m high 
pile-up and caused 20-cm thick ice blocks to encroach up to 5 m onto the island work 
surface (Vaudrey, 1983). 

Because our present understanding of pile-up mechanics is limited, 
encroachment estimates must be based upon statistical extrapolations of pile-up 
characteristics observed in the general project area. The method involves four 
primary steps: (1) compiling a database of historical pile-up events; (2) performing an 
extremal analysis to estimate the pile-up height associated with the desired return 
period; (3) estimating the pile-up geometry; and (4) computing the encroachment 
distance based on the structure geometry (Figure 2). A conservative lower bound of 
30° is recommended for the slope angle /? of the landward side of the pile-up. This 
value is based on shoreline pile-ups observed on the Alaskan Beaufort Sea coast and 
on the west coast of Banks Island, Canada, by Kovacs and Sodhi (1980). In the 
Alaskan Beaufort Sea, the predicted 100-year return period ice encroachment 
distances typically range from 8 to 16 m for work surface elevations of 3 to 6 m 
above mean sea level. A buffer zone exceeding the predicted encroachment distance 
can be maintained around the perimeter of the work surface to insure that sensitive 
facilities are not impacted. 

Figure 2. Ice Encroachment Geometry 

Ice Gouging 

The term "ice gouging" refers to the distinctive furrowing of the sea floor that 
results from the plowing action of ice keels. A representative example is provided in 
Figure 3, which displays a multi-beam sonar image of several gouges detected off the 
Alaskan Beaufort Sea coast in a water depth of 11 m. The single gouges were 
formed by individual ice keels, while the "gouge multiplet" is believed to have been 
caused by a multi-keeled ice feature. 
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Figure 3. Multi-Beam Sonar Image of Ice Gouges in the Alaskan Beaufort Sea 

The frequency and severity of gouging depend upon complex interactions 
between the dynamic ice environment and the sea floor sediments. Although our 
knowledge of the process is far from complete, key parameters appear to include the 
ice movement characteristics, the soil characteristics, the sea floor slope, and the 
water depth. From a study of ice keel structure and available driving forces, Kovacs 
and Mellor (1974) concluded that virtually all ice keels possess sufficient strength for 
gouging. 

Extensive ice gouge measurement programs were conducted in the Alaskan 
Beaufort Sea from 1970 to the mid-1980's by the U.S. Geological Survey (USGS). 
Based on an analysis of more than 100,000 gouges, Barnes, et al. (1984), reported an 
average gouge density of 70/km2 and a maximum density of 490/km2. The mean 
incision depth for individual gouges was 0.56 m (measured below the original sea 
floor), while the maximum measured value was 4.0 m. The dominant gouge 
orientation was found to be slightly onshore of contour-parallel. Additional findings 
from the USGS programs of potential relevance to engineering projects such as 
subsea pipelines include the following: (1) gouge characteristics (density, depth, and 
width) attain their maximum values in the zone of active ice rubble formation known 
as the "stamukhi zone"; (2) sea floor morphology influences the intensity of gouging, 
with shallower gouges typically occurring in areas protected by offshore shoals; 
(3) gouge frequency and size are extremely variable from year to year in any one 
area, and from area to area in any one year (Rearic, 1986; Rearic and Ticken, 1988). 

In view of the spatial and temporal variability inherent the gouging process, 
repeated annual surveys are advisable to obtain an accurate statistical characterization 
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of the gouge population at a particular project site. Multi-beam sonar, when used in 
conjunction with differentially-corrected Global Positioning System (GPS) position 
data, has proven to be a valuable tool for such surveys. Based on two successive 
field programs performed in support of a planned pipeline project near Prudhoe Bay, 
Alaska, multi-beam sonar is capable of mapping gouge features with a resolution of 
less than 0.1 m. 

Strudel Scour 

Strudel scour depressions in the sea floor are formed in the spring, when the 
breakup of river ice precedes the breakup of ice in the nearshore zone. If the sea ice 
in the river deltas is frozen to the sea floor (as occurs in the Alaskan Beaufort Sea to 
a depth of 2 m), this "bottomfast" ice forms a dam that causes overflooding of the 
river water. The overflood water, typically 0.5 to 1.5 m deep, spreads offshore and 
drains through discontinuities in the ice sheet caused by tidal cracks, thermal cracks, 
and seal breathing holes. Such "strudel zones" usually are located immediately 
offshore of the river deltas, in water depths of 2 to 9 m. 

In those instances where the overflood rate is high, the drainage holes become 
enlarged and powerful strudel jets develop. Sizable scour depressions in the sea floor 
can result, particularly in the area immediately seaward of the bottom fast ice where 
the attenuating effect of the water column on the strudel jet is minimal. Although the 
depressions tend to be circular in plan form, clustered scours and extended linear 
scours also have been detected. The probable cause of these multiple and extended 
scours is drainage through linear fractures in the ice sheet, such as tidal cracks. 

Measurements of strudel scour characteristics, unlike those of ice gouges, 
have been extremely sparse. Studies conducted by the USGS in 1972 (Reimnitz, et 
al.y 1974), and 1978-80 (Reimnitz and Kempema, 1982) documented three scour 
depressions in the vicinity of Prudhoe Bay in water depths of 3.0 to 3.5 m. The scour 
depths ranged from 1.2 to 4.3 m below the original sea floor, while the maximum 
horizontal dimensions ranged from 12 to 25 m. Of interest for the design of 
nearshore structures is the data set acquired by BP Exploration (Alaska) Inc. in the 
vicinity of Resolution Island, which is located in 2.3 m of water off Alaska's 
Sagavanirktok River. Annual bathymetric surveys conducted from 1985 through 
1995 revealed the formation of seven strudel scours in proximity to the island toe 
(Coastal Frontiers, 1996). The deepest, 2.8 m below the sea floor, re-filled with 
sediment to the point that it was no longer detectable five years after its discovery. A 
probable explanation for the high frequency of strudel scouring at this location is the 
tendency for the island to induce cracks in the surrounding ice sheet. The primary 
implication for coastal projects is that the lower slope and toe of a nearshore 
structure may require additional protection to withstand the strudel jets caused by the 
presence of that structure. 



COASTAL PROJECTS IN COLD REGIONS 4405 

OCEANOGRAPHIC DESIGN CONSIDERATIONS 

Oceanographic design considerations in cold regions are analogous to those in 
temperate climates, with water levels, waves, and currents often constituting the key 
parameters. Complications can arise, however, from factors that include a paucity of 
measured data and exceptionally large storm surges. 

Due to low population densities, low volumes of vessel traffic, and the 
difficulties associated with obtaining measurements in ice-infested waters, 
oceanographic data tend to be sparse or non-existent in many cold regions. Of 
particular concern is the situation that arises in areas like the Beaufort Sea, where the 
most severe storm events of the open-water season often occur just prior to freeze- 
up. If bottom-mounted instruments such as wave gauges or current meters are 
removed in advance of this period, the data may be skewed toward milder conditions. 
Conversely, if the instruments are allowed to remain in place until after freeze-up and 
then recovered through the ice, the probability of damage or loss from ice keel 
impacts increases substantially. 

In the absence of reliable measurements, the database needed to estimate 
extreme events at coastal project sites must be derived from hindcast analyses. 
Difficulties may be encountered in a number of areas, beginning with a lack of 
meteorological data from which to specify the wind fields. Also problematic is the 
influence of sea ice, whose damping effect on wave generation and propagation is not 
fully understood. Specification of the fetch for wave generation is further 
complicated by the mobility of the ice edge during storm events. 

Despite these difficulties, the hindcast approach has proven to be both reliable 
and cost-effective in the Alaskan Beaufort Sea, where storm surge and wave models 
were used to hindcast the 16 most severe storms occurring between 1949 and 1980 
(Oceanweather, 1982). Initially, the models were implemented for the entire region, 
with the surge model utilizing a grid spacing of 4.6 km (2.5 nautical miles) and the 
wave model a grid spacing of 37 km (20 nautical miles). Subsequently, nested grids 
have been used to predict extreme conditions at numerous individual project sites. 

Because Coriolis force increases with the sine of the latitude, coast-parallel 
winds at high latitude produce storm surges and setdowns of greater magnitude than 
would occur under similar conditions at low latitude. One obvious implication is that 
flooding constitutes a major design consideration for many coastal projects in cold 
regions. In the Beaufort Sea, for example, the predicted 100-year surge heights are 
typically on the order of 2 m, and driftwood strand lines have been observed as high 
as 3.4 m above mean sea level (Reimnitz and Maurer, 1979). 

Surge-altered water levels are important not only for their direct impact on 
coastal flooding, but also for their indirect influence on wave and current conditions. 
In those areas where the wave heights are depth-limited, the elevated water levels 
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that result from storm surge can cause substantial increases in design wave heights. 
To properly account for this phenomenon in hindcast analyses, a time-series history 
of water levels should be developed for each historical storm and then utilized when 
modeling the wave conditions for that event. 

The pronounced surge and setdown events that occur at high latitude can 
induce accelerated coastal boundary currents. As water either builds up or draws 
down at the coastline, a sloping sea surface is created in the shore-perpendicular 
direction. The resulting pressure gradient couples geostrophically with Coriolis force 
to produce a strong shore-parallel flow known as a barotropic coastal jet (Csanady, 
1982). Indirect evidence supporting the existence of such currents is provided by ice 
floe velocities recorded in the Alaskan Beaufort Sea during the 1984 open-water 
season (Tekmarine, et al., 1985). The floe velocities measured landward of the 30-m 
isobath during periods of accelerating winds averaged approximately 5% of the wind 
speed, which is substantially higher than the value of 2 to 3% that might be expected 
in deep water. The implications of these accelerated currents for the design of 
nearshore structures include higher velocities for ice floe impacts during periods of 
open water, and an increased potential for current-induced scour. 

THERMAL DESIGN CONSIDERATIONS 

Of the many thermal design considerations unique to cold regions, those of 
particular importance to coastal projects include thermal erosion of ice-bonded bluff 
sediments, and low-temperature effects on construction materials. In the case of 
thermally-induced erosion, bluff retreat can result not only from sea water thawing 
the base of the bluff (Kobayashi and Reimnitz, 1988), but also from elevated air 
temperatures thawing ice lenses embedded in the bluff face. 

Insight into the process of thermal erosion has been provided by an on-going 
monitoring program at Heald Point Peninsula, which constitutes the northeast 
boundary of Prudhoe Bay, Alaska. From an analysis of aerial photographs obtained 
periodically between 1949 and 1988, and survey data acquired annually between 
1989 and 1994, it was determined that the central portion of the 5-m high western 
bluff was retreating at an average rate of 1.6 m/yr. The adjacent bluff areas, by 
comparison, were retreating at less than 0.5 m/yr (Figure 4). Annual inspections 
revealed the cause of the accelerated erosion to be the melting of a 2-m thick ice lens 
embedded in the bluff face near the top of the bluff (Plate 2). Notwithstanding the 
importance of factors such as wave-induced erosion of the bluff toe and the degree of 
soil cover on the ice lens, the dominant influence over the annual retreat rate was 
found to be the summer air temperature. In 1989, for example, when exceptionally 
high mean monthly temperatures were recorded during the summer season, the bluff 
edge in the area occupied by the ice lens retreated by up to 7.2 m. 
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Figure 4. Historical Bluff Edge Retreat at Heald Point, Alaska 

Plate 2. Thermal Erosion of Ice Lens in Heald Point Bluff Face (1993) 

A particular concern with subaerial melting is that erosion can occur even in 
the absence of severe oceanographic events. Fortunately, however, the experience 
acquired with a gravel pad constructed on Heald Point suggests that the problem can 
be addressed by insulating the bluff face with granular fill material. Since 1993, when 
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gravel was installed from the blufftop to the waterline at a slope of 7(H): 1(V), 
thermal erosion of the western bluff edge has been negligible. 

Among the low temperature effects on construction materials encountered in 
cold regions, freeze-thaw stressing and brittle failure often assume importance for the 
design of coastal structures. Prior to freeze-up, when air temperatures are sub- 
freezing but the sea remains unfrozen, materials in the splash zone can be subjected to 
repeated freeze-thaw cycles. To minimize the impact on concrete structures or armor 
units, the concrete should be made as impermeable as possible through the use of a 
high cement factor, a low water-cement ratio, and pozzolan or silica fume 
(Leidersdorf, el al., 1982). Air entrainment of 6% to 9% is recommended to limit 
cracking. In addition, sufficient reinforcing steel must be provided to insure that the 
cracks which do occur will not progressively widen. 

Steel components that will be subject to impact or vibration, such as lifting 
eyes, should remain ductile at the lowest temperatures anticipated. Although 
corrosion losses over the design life must be taken into consideration, data obtained 
on Resolution Island suggest that corrosion rates in the Alaskan Beaufort Sea are 
modest. During a 4-year period in which exposed carbon steel rebar was monitored 
in the splash zone, corrosion rates were found to be less than 0.05 mm/yr. 

CONCLUSIONS 

The design of coastal projects in cold regions often is complicated by the need 
to consider ice and thermal factors as well as oceanographic factors. In some cases, 
the design process involves identifying a single governing influence; in others, the 
potential interactions between factors must be taken into account. A representative 
example of the former situation arises in determining an appropriate work surface 
elevation for a coastal facility. Two distinctly different phenomena, wave 
overtopping and ice encroachment, must be evaluated independently before selecting 
an appropriate minimum value. A situation where interactive environmental factors 
assume primary importance is in designing a slope protection system that must 
withstand wave and ice attack. Prototype observations have indicated that ice 
impacts can predispose the armor to damage under wave conditions that otherwise 
would be considered benign (Gadd and Leidersdorf, 1990; Leidersdorf, etal, 1990). 

In addition to increased complexities, the environmental influences unique to 
cold regions often introduce increased uncertainties into the design process. At the 
present level of understanding, quantitative predictions of phenomena that include ice 
gouging, strudel scouring, and thermal erosion can be derived only from statistical 
treatments of limited historical databases. In consequence, a conservative approach 
that incorporates damage-tolerant components and non-catastrophic failure modes is 
recommended for the design of sensitive facilities. 
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CHAPTER 342 

EXPERIMENTAL STUDY ON DEFORMATION AND FRACTURE 
OF ICE SHEET BY PROPAGATING WATER WAVE 

Shigeki Sakai1, Xiaodong Liu2, Makoto Sasamoto3 

Shigeo Kanada4, Koh Izumiyama5 

ABSTRACT 

A criteria of ice sheet fracture by propagating waves is proposed based on 
an elastic bending theory. Experiments with a model ice are carried out to 
examine the validity of the criteria. Comparisons with experimental results 
show that the proposed criteria is available for a wide range of ice properties. 
The crack span induced by waves is between 1/4 and 1/2 of wave length in 
ice. 

INTRODUCTION 

In the sub-Arctic sea, wave-induced motion of ice is a dominant factor 
causing many coastal problems; e.g. damages to structures by ice impact 
forces, or beach erosion by ice drift. To estimate the wave energy inside the 
ice zone, it is necessary to understand how waves transform under the ice 
cover. Previous studies show that the presence of ice causes wave energy 
attenuation, and the attenuation rate depends on the ice floe size and 
concentration. If some floes are fractured by waves, the distribution of floe 
sizes will be changed, and then the effects of the ice zone on waves will also 
vary. Therefore, for estimation of wave energy inside an ice zone, it is important 
to consider the ice deformation and fracture caused by waves. 
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Ice-wave interaction has been mainly investigated by field observations, 
however it is very difficult to observe the deformation and fracture of ice 
since these occur in stormy sea conditions. A few experiments have been 
carried out, while in most of them plastic sheets were used as a model ice, 
and the effects of the difference in material properties between ice and plastic 
have not been examined. Furthermore, ice fracture cannot be simulated in 
the experiment with plastic sheets. In the present study, experiments with a 
model ice were carried out to examine wave-induced deformation of ice sheet 
and to verify the availability of the ice fracture criterion described hereafter. 

EXPERIMENTS 

Experimental Equipment and Procedure 

Experiments were carried out in an ice tank which is 35m long, 6m wide 
and 1.8m deep, as illustrated in Figure 1. Water in the tank was doped with a 
solution of propylene glycol to weaken the ice which would be formed on the 
water surface. It took 10 hours or more to form an ice sheet of 25mm thickness 
and another 10 hours to set up experimental equipments, to test material 
properties and to observe the ice sheet deformation and fracture. Totally, 2 
days were needed to perform one experiment, and one more day was necessary 
for the experiment with the ice sheet of 50mm thickness. The bending strength 
and the elastic modulus of ice were measured by a cantilever beam failure 
test and Plate Deflection Method, respectively. 

Wave 
generator 

Ice sheet Wave 
absorber 

18- 

-35 

3J3 

unit: m 

Figure 1 Experimental equipment 

The wave was generated by a plunger type wave generator. At the far end 
of tank, a wave absorber was set up to decrease wave reflection. The vertical 
displacement of the ice sheet was measured at several points along the center 
of the tank, by using laser sensors and ultra-sonic sensors. Each experiments 
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started with a very small incident wave height. If the ice sheet fracture was 
not observed in this condition, another experiment with a little larger wave 
height was carried out. This procedure was repeated till the ice sheet fracture 
occurred. After the occurrence of the first fracture, the above procedure was 
also continued to observe proceeding fracture of ice sheet. The conditions of 
the incident wave and the material properties of ice are listed in Table 1. 

Table 1 Experimental condition 

Case No. 
Wave Period 

T(s) 

Wave Height 
in Open Water 

Ho (mm) 

Ice Thickness 
hi (mm) 

Bending Strength 
of Ice 

CT. (kPa) 

Elastic Modulus 
of Ice 

E (MPa) 

1 1.19 20.5~30.2 49.2 35.1 21.8 

2 0.80 20.6~26.1 25.2 22.6 5.3 

3 0.79 12.3~32.0 28.4 36.0 31.4 

4 0.80 18.9~32.2 53.3 39.7 29.3 

5 0.99 29.7 53.3 39.7 29.3 

6 1.40 20.6~27.7 53.3 39.7 29.3 

7 1.20 27.7~29.7 54.2 38.1 34.3 

8 1.40 14.3~26.7 23.2 119.3 125.4 

9 1.20 17.9~23.8 24.3 137.4 202.5 

10 1.00 18.4~26.0 23.2 87.9 201.5 

Experimental Results 

As the incident wave penetrates into the ice-covered water, the wave 
height changes significantly near the ice edge and attenuates gradually under 
the ice.   Figure 2 shows the effects of incident wave height on the change of 

SI 
-a 10.5 

0.0 

g.             hi = 24.3mm Ho(mm) 
\             T = 1.20s O : 17.9 

D : 21.2 
O: 23.8 

- 

• : mean 

- 

0 10 20 

Distance from the ice edge (m) 

Figure 2 Wave height under ice sheet 
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wave height under the ice. The wave heights in this figure were normalized 
by the wave height in the open water. This ratio does not contain the effects 
of reflected wave from the ice edge since the wave height in the open water 
were estimated by subtracting reflected wave energy from incident wave 
energy. Generally, non-linear effects appear clearly with increasing of wave 
steepness, however there cannot exist steep waves under ice sheet since such 
waves cause ice sheet fracture. Figure 2 indicates that there is no effect of 
wave steepness on the wave height change under ice sheet in the condition 
where the ice sheet fracture does not occur. So, it can be concluded that the 
non-linearity of waves under ice sheet is to be negligible. Figure 3 gives an 
example of wave profile under ice sheet. The measured profile is described 
by a trigonometric function. 

O : Measured      — : Sine curve 

& 5 : A      A      A      A      A 

pl
ac

em
en

t 

o
 :f\    J\    A     }\    A 

: 0 \   h  \   h \ p \   ?4  \   ?5 

5-5F          ^          ^          ^          ^          ^ w                                                                     Time (s) 

Figure 1 3 Example of wave profile under ice sheet 

The wave celerity under ice sheet differs from that in open water and is 
almost constant over ice sheet, as shown in Figure 4. The non-linear effects 
of wave steepness on wave celerity is negligible, as well as on wave height 
change. A linear theory for waves under elastic plate gives a good explanation 
to experimental results of wave celerity under ice sheet( see Figure 5). 

> 

- 
hi = 24.3mm T = 1.20s 

- -2--0—£--  8- 
0 

•   s 

j  Ice sheet  ~ > 

Ho(mm) 
O : 17.9 
• : 21.2 
0: 23.8 

1 

5 TO 15 

Distance from ice edge (m) 

Figure 4 Wave celerity under ice sheet 
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E = 29.3MPa 
E = 34.3MPa 

Linear theory 

hi(mm)  E(MPa) 
o :   53.3 , 29.3 
O :   54.2 , 34.3 
v :   Open water 

0.8 1.0 1.2 1.4 1.6 

Wave period T (s) 

Figure 5 Comparison between measured and calculated wave celerity 

THEORY 

Ice sheet fracture is to be analyzed based on an elasto-plasticity fracture 
mechanics. However, it will be helpful for simple theoretical analysis on ice 
sheet fracture to consider how the elasticity or the plasticity of ice influences 
on ice-wave interactions. Liu and Sakai(1996) compared the numerical 
calculation of wave under elastic plate with experimental results of waves 
under elasto-plastic plate. Their comparisons showed that the calculated wave 
height near the edge agrees with experimental data fairly well and that the 
calculated values become somewhat larger than measured one as waves 
penetrate deeper in the plate. This discrepancy might be brought by a lack of 
plasticity effects in the numerical calculation. Wadhams(1973) explained the 
attenuation of wave height under ice sheet by energy loss due to a time 
dependent plastic strain (creep), and showed that this theory gives a good 
explanation for field observations of wave height attenuation in sea ice. These 
studies indicate that the deformation of ice sheet by waves is essentially 
elastic and the plasticity of ice cannot be negligible with increasing of 
penetration. Generally, ice sheet fracture by waves occurs near the ice edge. 
Therefore, it is reasonable to regard ice sheet fracture as a results of elastic 
deformation induced by waves. 

An elastic bending theory gives a stress on the ice sheet surface as; 
Eh,     d2£ 

CT = 
2(1-v2) A (1) 

where E is elastic modulus of ice, hi is ice thickness, v is Poisson's ratio(=0.3), 
£ is wave profile of ice sheet and x is direction of wave propagation. 

As shown in Figure 3, a wave profile is expressed by a trigonometric 
function as follows; 
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Z - —sin(fcc - cot) (2) 

where H is wave height in ice, k is wave number(= 2-rc/Z,,., Lt is wave length 
in ice) , co is angular frequency (= 2JVIT, T is wave period) and t is time. 

When the bending stress on the surface reaches the bending strength oy, 
ice sheet fracture occurs. Therefore, a fracture criterion is expressed as 
follows; 

Hh:    1-v2 

K Eja, (3) 

VALIDITY OF ICE FRACTURE CRITERIA 

The measured wave height is not accurate since the ice separated from the 
main part of ice sheet moves as an ice floe, not as a continuous ice sheet, and 
this floe dissipates wave energy penetrating into the ice sheet. The wave 
height can be estimated from the wave height in open water and the distance 
of fracture point from the ice edge, since the ratio of wave height in ice to 
that in open water does not depend on the incident wave height for a given 
wave period, as illustrated in Figure 2. Another quantities in Equation (3) 
were directly measured in the experiment. The wave length in ice can be also 
calculated from a linear theory for wave under elastic plate, which gives a 
good estimation for wave celerity, as shown in Figure 5. 

Figure 6 shows that the ice fracture criteria proposed herein is available 
over a wide range of the ratio of elastic modulus to bending strength of ice. 
This agreement of the criteria based on an elastic bending theory with 
experimental results also ensures the applicability of the elastic bending theory 
for analysis on ice fracture by waves. 

3000 
E/CTf 

Figure 6 Ice fracture criteria compared with experimental results 
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CRACK SPAN IN ICE 

The cracks in ice are almost perpendicular to the direction of the wave 
propagation, and the crack span is within 1/4 and 1/2 of the wave length 
under the ice sheet, as shown in Figure 7. The splits of ice were fractured 
laterally, resulting in rectangular pieces of almost same size. This regular 
pattern of ice fracture is also observed in the actual sea ice. 

S3 

Crack span/Wave length 
  1/4 
 1/2 

Ice thickness (mm) 
O  : 25 
a  : 50 

3 4 5 
Wave length (m) 

Figure 7 Relation between crack span and wave length in ice 
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CHAPTER 343 

An Attempt to Determine the Spanish Public Domain Border 

R. Medina1,1.J. Losada1, F. Mendez2, A.J. Fernandez3 

Abstract 

In this paper the problem of the determination of the Spanish maritime-land public 
domain border is analyzed. The Spanish public domain border is defined by the Spanish Law 
as the limit where the waves reach during the worst storm in the area. The law also establishes 
that this limit must be calculated taking into account the effects of the astronomical tide, the 
storm surge and the wave run-up. Since the storm surge and the wave run-up are random 
variables, the extreme flooding level determination is carried out by means of an extension of 
the joint probability method, first proposed by (Pugh and Vassie, 197 8), which includes the 
effect of the wave run-up. The proposed theoretical approach is applied to a case study of a 
beach located in the North Coast of Spain. 

Introduction 

In Spain not only the sea, but also the shoreline is considered to be public 
property. This consideration is linked to our cultural and legal tradition and can be found 
in the ancient Roman and medieval Spanish Law. 

In the 6th century, for instance, Justiniano established that: "According to the 
natural law, the air, the running water, the sea and its shore are common to everybody. 
These shores have no owner... ". Later, in the 13th century King Alfonso X, also known 
as Alfonso "The Wise", ruled that: "The things that communally belong to all creatures 
living in this world are: the air, the rainwater, the sea and its shore. No building can 
be undertaken on the seashore that could restrain the communal use of the people ". 

The present Spanish Legislation on Coasts, passed in 1988, also protects the 
shore-line and defines what is called the Maritime-Land Public Domain: "The public 
domain stretches as far as the waves reach (maximum flooding level) during the worst 
storm in the area, and it includes beaches, dunes, cliffs, swamps and other low wetlands". 

No type of trade activities can be allowed in this property. The Legislation on 
Coasts extends its influence to the private lands adjacent to the public property, Fig. 1, 
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to avoid any use carried out on those areas which could be harmful to this space of high 
environmental value, (M.O.P.T.M.A., 1994). Therefore, in order to implement this 
policy, the Ministry of Public Works has undertaken a series of programs of actions with 
the first being the need to complete a precise indentification of the public domain 
maritime-land assets in accordance to the definition set down in the Legislation on 
Coasts. This process has given rise to the current Property Survey Plan, whose purpose 
it is to fix public domain boundaries throughout the whole of the Spanish coast. This 
approach to the management of the coast in an integral manner has to embrace all 
territorial and political levels of government such as central government, states and city 
councils, as well as any individual with private interest on the coast. 

MtT\'ATT PnnPTKTY COASTAL  PimtlC  fHOJVXTY 

Puhlii tt»J frvt Urrrs* fvr rvmman u*r* 
AXTJl OF INTUTFXCJ; ' 

iOO m. 

I'lioiitrnorv AHKA 

TRANSIT  AMA 

,   » 

 : —. 

Figure 1. Public and private uses of shoreline 

For this reason, the determination of the Spanish maritime-land public domain 
border is an extremely important element in the Program of Coastal Actions initiated by 
the Spanish Government, and in the last years it has become a key reason for many law 
suits between the different agents with interest in the coastal area. 

Public Domain Border Determination 
In order to determine the limit where "the waves reach during the worst storm 

in the area", the 1988 Law established the maritime and meteorological dynamics that 
must be taken into account. In particular, the law established that the calculation of the 
maximum flooding level must account for the effects of the: (1) astronomical tide, (2) 
storm surge and (3) wave run-up, Fig. 2. Episodic events such as tsunamis must be 
omitted from the calculation, and the influence of long term effects such as sea level rise 
is not explicitly considered in the law. 
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Rtference Lev 

AT: Astronomical Tide 
SS: Storm Surge 
RU:Run up 

FL: Flooding Level 

Figure 2. Dynamics to be considered in the determination of the public domain border 

Since the storm surge and the wave run-up are random variables, the flooding 
level is also a random variable. Consequently, the determination of the public domain 
border is a stochastic extreme problem. 

One of the consequences of being a stochastic problem is that there is not a 
deterministic 'limit where the waves reach during the worst storm" but each level will 
have "a probability of being exceeded during a given storm". This probabilistic aspect 
is not considered in the law in which the public domain border is thought of as a 
deterministic line. 

In this paper the extreme flooding level determination problem is analyzed by 
means of the joint probability method, (Pugh and Vassie, 1978), which has to be 
modified to include the effect of the wave run-up. The theoretical approach proposed to 
determine the public domain border is then applied to a case study in a beach located in 
the North Coast of Spain. In this case study, the probabilistic problem is also analyzed 
and a maritime-land public domain border is proposed. 

Theoretical Aproach 
The existing methods for estimating the distribution of extreme sea-level at a site, 

using field data, can be divided into: (1) Direct Methods - in which extremes of the 
observed water level are analysed-, and (2) Indirect Methods - in which the constituent 
processes (i.e. tides, surges and waves) are modeled separately and the extreme water 
level is inferred. 

Direct Methods 
The direct methods are, mainly, the classical annual maxima approach and the r- 

largest annual events method. 
Annual Maxima Method- The best known, simplest, and most widely used method of 
analysis of extreme distributions is the annual maxima method, (Gumbel, 1958). This 
approach has been previously used by several investigators to determine extreme sea- 



SPANISH PUBLIC DOMAIN BORDER 4421 

levels, eg. (Lennon, 1963), (Suthons, 1963) and (Graff, 1981). 
According to (Tawn and Vassie, 1991), this method is highly inefficient in its use 

of data and provides inaccurate results. These authors remarked that the assumptions 
made in using the annual maxima method are namely that hourly sea level heights are (1) 
independent, (2) identically distributed, and (3) that the number of hours in a year is large 
enough for the asymptotic approximations to hold. However, because of the nature of 
the tide and the dependence on the surge sequence, it is clear that (1) and (2) do not 
hold. 

R-largest Annual Events Method: Several proposals have been made to extend the 
annual maxima method to incorporate all independent extreme sea-level observations 
into the estimation of the annual maxima distribution: (1) the peaks over thresholds 
method, (Davison and Smith, 1990); (2) the r-largest events method, (Tawn, 1988); and 
(3) the point process method, (Smith, 1989). 

These methods are based on extreme value limit theory for stationary random 
sequences and, consequently, it is assumed the r-largest annual extreme levels are from 
stationary data. This assumption is critical since, due to the tide, the water level is highly 
non-stationary. According to this argument, the r-largest annual events method is not 
appropriate to determine extreme sea-levels, (Dixon and Tawn, 1994). 

Indirect Methods 
The existing indirect approaches, the joint probability method (Pugh and Vassie, 

1978) and the revised joint probability method, (Tawn and Vassie, 1991) are the only 
viable options for estimating extreme levels when short data sets are available. 

The main advantage of these methods is to exploit our knowledge of the tide in 
short data sets to which the annual maxima method could not be applied. Basically, these 
methods seek the probability distribution function (p.d.f.) of the different variables 
involved and calculate the sea level p.d.f. by combining those p.d.f.s The nature of the 
combination of the p.d.f s depends on whether there is dependence between the variable 
sequences. 

The joint probability method assumes that extreme hourly water levels are 
independent. Clearly hourly water levels are not independent, but extreme levels may be 
only weakly dependent. (Tawn and Vassie, 1989) studied this feature and found that the 
assumption was false but led only to small overestimation of return levels. 

In the revised joint probability method the temporal dependence of the variables 
is considered to be a parameter, called extremal index, 0, which is determined empirically 
from the data. 

Although the revised joint probability method results hold for temporal 
dependence between variables, the existing records are not long enough to have data in 
the regions of both extreme tides and surges and, consequently, the external index 
determination is, many times, impossible. 

From the previous analysis it can be concluded that direct methods cannot be 
used to determine extreme sea levels due to the lack of long records. Furthermore, the 
revised joint probability method also needs a long enough series in order to estimate 0. 
Consequently, the only methodology capable of giving reasonable results to the problem 
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under study is the joint probability method. 

The Joint Probability Method (J.P.M.) 
This method was first introduced by (Pugh and Vassie, 1978) to calculate 

extreme sea-levels due to the combined effect of tides and storm surges. At any time the 
observed sea level, after averaging out surface waves, has three components: mean sea 
level, tidal and storm surge level. Using standard methods, the first two of these 
components can be removed from the sea level sequence leaving the surge sequence. 

Because the tidal sequence is deterministic, the p.d.f. for all tidal levels can be 
generated from tidal predictions, while the p.d.f. for the surge level is determined from 
the nontidal residual. 

The p.d.f. of the sea level is finally calculated using the tidal and surge p.d.f s'. 
Assuming that the tide and the surge can be considered independent, then 

p(z) = f pT(z - y) p<fy) <ty 

where pT(z -y),ps (y) and/? (z) are the probability density functions for tide, surge and 
sea levels respectively. 

Wave-Surge Joint Modelling 
As stated previously, wave run-up is an important factor that must be included 

when determining the maximum flooding level on a beach. The inclusion of wave run-up 
leads to a two stochastic variables problem, surge and wave run-up, extending the J.P.M. 
developed by (Pugh and Vassie, 1978), which considers the surge only. 

This new problem is one of bivariate extremes and the extrapolation of the 
distribution tail is required for both the surge and the wave run-up. Furthermore, the 
dependence between the extremes of theses variables must be accounted for. 

If surge and wave run-up are related, the probability density function for the sea 
level (flooding level) can be written as: 

p{z) = J | PT (
Z
 - y - *) pSjJy>x) <& <>y 

where ps Ru (y, x) is the combined p.d.f. of surge and wave run-up. 
If surge and wave run-up are independent, then 

P(z) = j J P& - y ~ *) Ps (V) PRU W * dy 

It should be noted that the availability of wave run-up data for a particular beach 
is usually scarce and, consequently, wave run-up p.d.f. must be inferred from wave data 
and wave run-up theory. 
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The study of wave run-up on artificial and natural beaches has received 
considerable attention by researchers over the last several years; e.g. (Guza and 
Thornton, 1981), (Holman, 1986), (Nielsen and Hanslow, 1991), (Holland and Holman, 
1993). 

hi this study, (Nielsen and Hanslow, 1991) results for wave run-up distribution 
on a natural beach are used. Using run-up distributions measured on a wide spectrum of 
sandy beaches, these authors showed that, for a sea state, the Rayleigh distribution is a 
reasonable statistical model for the maximum level reached by individual waves. This 
result was also obtained theoretically by (Battjes, 1971) for the special case of perfect 
correlation between wave height, H and wave period, T. That is, 

FiK* >-R) = exp 

/ \ 
R  ~ ^100 

^ Ryvm      j 

where Rm is the highest level transgressed by 100% of the waves and LRwm is the vertical 
scale of the distribution. 

For extreme wave conditions, the beach can be assumed to be dissipative and, 
LRwm 

K 0,05 (Hms LJ0,5 where Hms is the mean squared root wave height and L0 is the 
deep water wave length. Notice that for a typical relationship Ts = a, Hs

0,s, LRwm » aflg, 
where c^ and a2 are two constants, depending on the wave climate of a given region. 

Notice that the wave run-up p.d.f. is a Rayleigh distribution that depends on a 
random variable Hs, which has its own p.d.f. (e.g. Weibull), consequently the flooding 
level p.d.f. can be written as: 

p(z)= f f PA
Z
 - y - x) P&) PRJJ) <& <fy 

with 

PiJd = / PL (*< Hs) PHS(
H

S> 
dHs 

PRU ( ) where is the Rayleigh^ ( ) p.d.f,    and is the significant wave height 
p.d.f. 

Application 
In this section, the wave-surge joint modelling is applied to a beach located on 

the North Coast of Spain. 
Study Site 

The study site is Oyambre Beach, located close to the city of Santander, on the 
Cantabrian coast of Spain, Gulf of Biscay, Fig. 3. 
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The northern coast of Spain is divided into a series of pocket beaches and small 
inlets isolated between rocky headlands. Most of the headlands extend into deep water 
and appear to be effective in confining littoral sand to the embayments. Therefore, the 
coast can be analyzed as a series of littoral cells. 

One of these littoral cells is the beach of Oyambre. The beach is bound westward 
by Cape Oyambre and eastward by Cape El Moro. Several reefs can be found in 
intermediate water as part of Cape Oyambre along the northwest part of the beach (e.g. 
La Molar Shoal, San Francisco Shoal, Fig. 3). 

>4L 

San Francisdb Shoal 
7 ': r ?" V 7 •??. 

"••• »«••'••  

•   " 'LJLi~V  »   ;%S4f-i-?La Molar Shoat 

Figure 3. Location Map 

More than three-quarters of the deep-water waves approach Oyambre Beach 
from the northern - northwestern sector. The annual average significant wave height is 
about 1 m with typical winter storms waves of Hs ~4 + 6m. Tides at Oyambre Beach 
are semidiurnal with a mean tidal range of 3 m and spring tidal range of 5 m. 

Maritime and Meteorological Data 
In order to apply the methodology presented in section "Wave-Surge Joint 

Modelling", different data sets of waves and sea-level were analyzed. These data sets are 
continuously recorded by the Spanish Network for Maritime Recording and are 
presented in several publications from the Ministry of Public Works, Transportation and 
Environment, called R.O.M., (Losada et al, 1996). 

Sea-Level Data 
Sea-level data used in this study were recorded at Santander. This sea-level data 

set consists of hourly sea-level measured during the last five years and include three 
additive components: mean sea-leveL tidal, and surge level. 

Standard tidal analysis, (Godin 1978), is used to separate the astronomical tide 
and the surge from the sea-level data. The astronomical tide distribution shown by a 
probability density function in Fig. 4, is bi-modal. This kind of distribution is typical of 
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semi-diurnal dominated tides, with the modes ocurring at levels corresponding to mean 
high and low water tides. 
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Figure 4. Tide, surge and wave run-up p.d.f.'s 

The surge series is defined as the residual of the tidal series; i.e. the difference 
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between the observed sea-level and the predicted tide. The difference between observed 
levels and tidal predictions is due to meteorological forcing in the form of changes in air 
pressure and winds which constitutes the surges forcing. 

Due to the location of the tidal gauge, inside Santander Bay and in water depth 
of about 10 m, most of the surge is caused by air pressure. This hypothesis was further 
corroborated by correlating the 5 year surge data to air pressure data. Using this 
correlation, a probability density function of the surge was estimated by means of 
pressure data from the last 50 years, Fig. 4. The surge distribution is uni-modal, with the 
mode close to zero, and is positively skewed, leading to large positive surge levels being 
more likely than large negative surges (not shown). 

Wind surge cannot be determined from Santander sea-level data. Furthermore, 
since the variability of wind-surge from coast to coast due to local bathymetry is so high, 
theoretical wind-surge estimation from wind data is the only feasible way to determine 
wind-surge at Oyambre Beach. Different simulations were run to estimate the combined 
surge due to air pressure and wind at Oyambre Beach. The main conclusion was that 
wind surge can be considered negligible when compared to air pressure surge, especially 
in extreme events when a low pressure is close to Oyambre. This characteristic of the 
surge at Oyambre Beach is due to the kind of low pressure reaching the northern Spanish 
coast and the bathymetry of Oyambre Beach and cannot be generalized for other 
locations. 

Wave Data 
Wave data used in this study was recorded at Gijon (about 100 km west of 

Oyambre). These data are deep water measurements of wave characteristics monitored 
by the Spanish Network mentioned above. Wave characteristics were propagated to the 
study area using a numerical wave propagation model. The model used, called REF/DIF, 
(Kirby and Dahymple, 1985), solves the parabolic approximation of the mild slope 
equation and is adequate to estimate the effect of the different shoals located 
northwestward the beach, Fig. 3. 

Since the wave characteristics varies from point to point along the beach, a 
zoning was made in order to set zones in which the wave characteristics can be assumed 
to be homogeneous. At Oyambre Beach this classification led to three areas called A, B 
and C, shown in Fig. 3. 

For these three areas, different combinations of wave height, Hs, and wave 
period, T, at deep water were propagated in order to obtain the wave height distribution 
at shallow water in front of zones A, B and C. Using this wave distribution and (Nielsen 
and Hanslow, 1991) empirical distribution for wave run-up, the wave run-up p.d.f. at the 
different zones is calculated Fig. 4. The wave run-up distributions are also uni-modal and 
positively skewed. Zone C, which is exposed, has higher run-up probabilities than zones 
A and B. 

Maximum Flooding Level 
Using the p.d.f.s shown in Fig. 4 and the Joint Probability method described 

above, the flooding level p.d.f is estimated, Fig. 5. The probability that the flooding level 
is less than x is: 



SPANISH PUBLIC DOMAIN BORDER 4427 

W = f p(x) dx 

FLOODING   LEVEL 
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Figure 5. Flooding level p.d.f. 

This distribution function F(z) is shown, for the maxima, in Fig. 6. 
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Figure 6. Flooding level distribution function 

Although the probability of a level to be exceeded by the combination of tide, 
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surge and wave run-up can be determined from Fig. 6, the application of the results to 
the determination of the public domain border is not straightforward since the law is not 
expressed in terms of probability but in terms of number of waves. ("The limit as far as 
the wave reach during the worst storm"). 

Changing flooding probability into number of waves is a straightforward 
technique but it adds a new random variable to the problem; i.e. the number of waves in 
a given period of time. This new variable can also be determined by means of the data 
from the wave buoy network. 

In Fig. 7, the flooding level distribution, in terms of number of waves, is 
presented for zone B of Oyambre Beach. If the number of waves is limited to "one 
wave" we will obtain the limit reached by one wave in a mean year. 
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Figure 7. Flooding level distribution in terms of number of waves 

Upper flooding levels will have an exceeding probability average less than "one 
wave per year" but they can be exceeded if we increase the number of years of 
observation. In this way we can determine the return period (years) of a level to be 
exceeded by one wave, Fig. 8. 
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Figure 8. Flooding level exceeder by one wave versus return period (years) 
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Public Domain Border 
From Fig. 8 it is clear that, a given flooding level will be exceeded if we have 

enough years of observations. At this point a criteria must be selected in order to 
establish the return period to be adopted in the calculation of the public domain border. 

Since the Law of 1988 does not fix that criteria, the Spanish Recommendations 
for Coastal Works R.O.M. 02-90, (Puertos del Estado, 1990) is used. These 
recommendations give the designer an estimate of the minimum life and the risk to be 
adopted as a function of the type of maritime work and the security level demanded. 
With these two parameters, the return period can be calculated. For a public domain 
border determination, a mean return period of 500 years has been estimated. 

Conclusions 
This paper presents a methodology to determine the Spanish public domain 

border, which is the theoretical line that separates the public and the private properties 
in the Spanish coastal zone. 

The methodology is based on the joint probability method (J.P.M.) first 
introduced by (Pugh and Vassie, 1978) to estimate extreme sea-levels due to the 
combined effect of tides and storm surge. In this paper an extension of the J.P.M. has 
been developed in order to include the wave run-up on a beach. 

To account for the probabilistic character of the problem a methodology is 
presented consistent with other Spanish coastal works recommendations. The given 
methodology provides an engineering tool to determine the public domain border based 
on available field data and on hand numerical models. 
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CHAPTER 344 

EDUCATION OF COASTAL ENGINEERS FOR THE 50th ICCE 

Henk Jan Verhagen1 

INTRODUCTION 
In general the problem in education is that we teach nowadays students the knowledge 

from five years ago, to be applied in the next 5 to 15 years (I admit, the student of today 
will have reached his retirement when he will participate in the 50th ICCE, the title is 
exaggerating reality). When one analyses the developments in the profession, it is clear that 
teaching present day facts is not very useful. We have to teach approaches, design- 
philosophy, concepts, etc. What the meaning is for education of coastal engineers will be 
worked out in this paper. 

CHANGES 
In the past engineers only had to look at the technical aspects. Nowadays, the impact on 

society and environment, the costs and the sustainability are at least as important. The 
consequence of this is that the role of coastal engineers has changed considerably in the past 
few years. Recently a joint IAHR-UNESCO panel addressed the current developments in 
hydraulic engineering and their implications for the education of hydraulic engineers [KOBUS 
ETAL., 1994]. Being specialized hydraulic engineers, many of the conclusions of this panel 
are also valid for Coastal Engineers. With reference to the UNCED '92, the panel concluded 
that "hydraulic engineering should be taught in a broad context of the natural and social 
environment and must enhance the engineer's sense of responsibility for sustainable water 
development within environmental and societal limitations." 

Fortunately, also the tools for the engineers have changed considerably. In the past much 
was done based on experience, engineering judgement and empirical formula. Verification 
was usually only possible by means of measuring in prototype or by physical modelling. 
Worldwide research in coastal sciences and coastal engineering has shown the following two 
developments: 
•    a considerable increase in the domain knowledge (knowledge of coastal processes); 

1 Associate professor in coastal engineering, Int. Inst. for Infrastructural, Hydraulic and 
Environmental Engineering (IHE-Delft), P.O. Box 3015, 2601 DA Delft, The 
Netherlands 
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• advanced tools have been developed like mathematical models (in various dimensions) 
and decision support systems. For design and project development the role of the 
physical models is almost completely taken over by the mathematical models. 

A general trend can be observed from applying rules to more conceptual thinking. Rules 
will change fast, so it is more important for an engineer to know the design philosophy. Also 
engineers have to learn where to find the most up-to-date knowledge regarding the design 
which he is making at a certain moment. Because the increased growth in science, rules are 
outdated faster than in the past; this means that in most cases engineers should not apply the 
rules they have learned in university. So they should be trained always first to verify if the 
design method they learned in university is still valid. 
Engineers should be trained in a flexible application of the design methodologies they have 
learned. 

For design purposes the use of complicated computer software is increasing. The 
packages become more and more user friendly, but the insight in the computational process 
becomes less. This means that the direct link between output and input is less obvious. 
Engineers have to become more and more aware of the need of checking the output of these 
programs in inconsistencies (rather than on numerical accuracy). Because of the high quality 
of presentation methods of modern software, input inconsistencies are often not recognised 
in time. Engineers have to be trained to become more and more keen on this problem. 

TYPES OF ENGINEERS 
Because of this development one may distinguish nowadays three types of coastal 

engineers: 
• the research-engineers, involved in expanding the understanding of the coastal 

processes; using advanced analysis of field data and sophisticated physical models; 
• the "toolmakers", engineers involved in translating the newly gained knowledge into 

mathematical models and encapsulate this knowledge in various knowledge based 
systems (Hydroinformatics, see ABBOTT [1994]); 

• the design engineers (the tool-users), contributing in solving the coastal problems in 
a multi-disciplinary team. 

The first two types of engineers produce products which can be used globally. Results 
from research done in Australia can easily be used in Iceland. Also (the better) tools can be 
used anywhere. Tools, developed in the Netherlands can easily be used in Sri Lanka. 
However, applying the tools for solving local problems requires the specific local knowledge 
of the various parameters of the system. In his keynote speech to Copedec IV, professor 
Hildebrando [HILDEBRANDO, 1995] gave an overview of the labour market for coastal 
engineers (based on Brazilian experiences), and he came to the conclusion that the demand 
for coastal engineers will grow in the following main fields of activities: Design, 
Construction, Operation and Research. He came also to the conclusion that the demand for 
researchers is relatively limited, compared to the other fields. 

WHAT IS A (COASTAL) ENGINEER ? 
An engineer is a trained person, able to solve practical problems in society (and in our 

case of course related to the coast), using technical means. In this paper I focus on the 
engineer with an academic education. From such an engineer it is expected that he is able 
to solve problems which cannot be solved by applying standard handbook solutions. 
Therefore he has to be able to understand the problem (analyze the cause of the problem), 
find in a creative way a path towards a solution of the problem, and implement that solution 
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(make a "construction", however in this sense a "construction" is not necessarily concrete 
and steel, it may also be a beach nourishment or the implementation of a set-back system). 
Usually this process is called "design". 

An important point is that the academically trained engineer has to bear "design 
responsibility". This means that he is responsible for the effect of the construction on the 
human and non-human environment. This includes of course the aimed effects (an erosion 
protection should protect against erosion), but also not non-aimed effects (an erosion 
protection should not increase downstream erosion without consultation with the downstream 
coastal manager). 

So the main objective of the engineer is to solve the problem, only understanding is not 
sufficient. Understanding is only an intermediate step. 

At this moment the process description in our profession is in many cases weaker than 
in other engineering professions. Many formulas used in coastal engineering are empirical 
or have important empirical coefficients (examples are the sediment transport formulas and 
the formulas for the stability of armour units). Apart from this, we usually have to work 
with considerably unreliable input data (e.g. wave data, waterlevels). And last but not least, 
the materials used in coastal engineering (rock) have a highly variable strength. The result 
of this all is that the main art of coastal engineering is the handling of uncertainties. 

Because uncertainties are so important (and even will become more important in the 
future), a coastal engineer should have a good knowledge of statistics and probabilistic 
methods. In many engineering professions uncertainties can be handled by using a "safety- 
coefficient" or the use of a characteristic value (like the 95% value used in concrete 
engineering). However, because of the wide standard deviations in the distributions of the 
parameters common in coastal engineering, often only a full probabilistic approach leads 
towards acceptable solutions. 

In coastal engineering the "client" is often the government. Especially when considering 
coastal protection works (notably beach nourishments), the link between the paying 
organisation and the beneficiaries are sometimes unclear. This makes that financing coastal 
protection works is sometimes quite difficult and prone to an other form of uncertainties. 

SCIENCE AND ENGINEERING 
This also shows the main difference between a scientist and an engineer. The objective 

of a scientist is to understand the world. For a coastal scientist it means understanding the 
coastal processes. Sometimes this understanding is expressed in models. Some scientists think 
they understand a system when they are able to model the system (usually with mathematical 
descriptions). Personally I think models can help to understand the process, but the fact that 
you are able to model a process does not necessarily means that you understand the system. 
The aim of a scientis is to make this understanding as complete as possible. Also an engineer 
needs understanding, otherwise he is not able to solve any problem. But his research will be 
focused towards the needed solution of the problem, not towards a full understanding of the 
process. 

An important point to mention is the worldwide focus on the "pure science" in coastal 
engineering. Much research in coastal engineering leads to longer formulas, not to better 
applicable formulas, as is proclaimed by SMITH [1994]. Reviewing most journals on coastal 
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engineering, he came to the conclusion that only very few papers were focusing on 
engineering, while most papers were focused on coastal science. 

TRAINING 
At most universities emphasis is put on the study of various coastal sciences for 

increasing our knowledge of the coastal processes. This is very important work, that has to 
be continued; however the consequence is that most students are only trained for this kind 
of research, and much less for practical engineering. So, in fact, we are mainly training the 
first 2 types of engineers, and neglecting the type 3 (the design engineer). Therefore it is 
necessary that apart from the education of coastal researchers attention is also paid to the 
education of engineers, i.e. people who are able to solve practical problems and design 
solutions. 

When one analyzes "problem coasts", in most cases the coastal engineer is confronted 
with several types of problems. Among others, the following types can be distinguished: 

• the "obvious" mistake; 
• lack of data (no accurate boundary conditions); 
• no accurate design method available. 

The most usual problem is the "obvious" mistake. For example, buildings constructed too 
near to the waterline at an eroding coastline, undesirable effects of downstream erosion due 
to coastal works, etc. In these cases the origin of the problem is not really an engineering 
problem, but absence of awareness of coastal behaviour at (political) decision making level. 
It is more a political problem than a technical problem. A better technical training of 
engineers will never solve this kind of problems, one has to create coastal awareness at the 
group of clients. This requires communicative skills and the ability to compose clear and 
understandable reports. Usually this is a weak point of technical people, therefore special 
attention has to be paid to this point in the education of engineers. 

Also very often no detailed input data are available for making an appropriate design. 
Accurate long-term wave data are very scarce. This means for an engineer: 

• he has to learn how to "generate" data (hindcasting, combining several sources of 
data, etc.) 

• he has to learn to make the design in such a way that the influence of unreliable input 
data is as minimal as possible (for example using probabilistic methods). 

In order to solve the third kind of problem (no design method available to the designer), he 
first has to find out, if such a design method exists somewhere in the world. This means that 
he should be trained in searching this type of information. And finally in those cases where 
no design method is available, our engineer has to perform his own research (or write an 
research assignment to be executed by a specialized institute). In some cases this is 
necessary. But in 90 % (or more) of the design cases, this is not relevant. 

Having made a (far from complete) overview of academic coastal education in the world, 
the conclusion is that in those universities where coastal engineering is presented, it is 
usually a specialisation of civil (or hydraulic) engineering, offering only a few graduate 
courses really in coastal engineering. The most common situation is that in the final year, 
the hydraulic engineer can follow a few lectures in specialised coastal engineering topics, 
followed by a thesis on the subject. In the very few more specialized universities, in the last 
year of the programme more coastal topics are presented and the thesis is usually linked to 
the current faculty research programme of the institute.     Hardly  anywhere  an  M.Sc- 
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programme is offered, focusing on coastal engineering only, and give the student the 
possibility to gather real engineering (design) qualifications. 

For a practising engineer, working in a multi-disciplinary team, it is vital to know the 
physical processes instead of only knowing the mathematical approximation of these 
processes2. In education this point is often underexposed. Especially in the education of 
engineers from developing countries attention has to be paid to the education of the design 
(type 3) engineers, see VERHAGEN [1995]. 

GENERAL REQUIREMENTS FOR COASTAL ENGINEERS 
In our institute we have 39 years of experience in giving coastal engineering courses to 

participants from countries which do not have a tradition in training of coastal engineers. 
The conclusion is that there is a great need for engineers who are able to plan, design, 
construct, maintain and manage coastal structures. The need for engineers with abilities to 
design coastal structures of a very complicated technical nature is much less. Although the 
interest of both universities and politicians is often different, maintenance and management 
of coastal structures are important and costly matters. It is important to include maintenance 
and management aspects already in the design phase, see VERHAGEN AND YAP [1992]. Based 
on our experience we came to the conclusion that for the design engineers the following 
requirements are the most important ones: 

good understanding of the basics of the physical processes; 
insight in the effect of reliability of data, used in the design processes (also including 
the ability to design a construction as less as sensitive to uncertain input data); 
select the appropriate tools for analyzing the problem and designing a solution; 
develop capabilities to organise the design work in a straightforward way, given the 
limited resources available; 
develop to ability to cooperate with specialists from other disciplines in a inter- 
disciplinary coastal zone management project; 
develop capabilities to come to practical solutions given the local constraints; 
the ability to formulate research assignments. 

Because, according to our experience, the engineering qualities and the design and 
management skills are the most important requirements for coastal (design) engineers, we 
started to define the required qualities and skills, instead of a list of subjects to be taught. 
For the engineering qualities and the design and management skills, we have worked this out 
into the following general objectives: 

Engineering qualities: 
The coastal engineer: 
•    has a good quality engineering attitude, i.e. he is able to analyze practical problems 

in his profession, is able to generate solutions and is able to implement the engineering 

A clear example can be found in wave-mechanics. Often teaching starts with the 
dispersion equation for gravity surface waves (in fact a mathematical model 
description). And then, for example, refraction is explained by combining the 
dispersion equation with the continuity of wave crests in order to get a formula for the 
ray curvature. Usually this is not very clarifying for students with an engineering 
attitude. 
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solutions in a sound way; doing this the engineer is knowledgable with respect to his 
profession, but also aware of the surroundings and the environments of the project, 
and is able to organize the solving the problem and implementing the solution in a 
interdisciplinary environment. 

• has some knowledge of technical and scientific developments in fields adjacent to his 
own field and is able to communicate with experts in those fields; examples for coastal 
engineers are: river engineering aspects, inland navigation, merchant shipping, port 
management, information technology, environmental sciences. 

• has knowledge of modern design methodologies, like the probabilistic approach and 
the policy analysis approach to select alternatives, and is able to apply them. 

• is aware of the fact that hydraulic engineering structures always have a large impact 
on the environment in its widest meaning; the engineer has to be able to make an 
inventory the impacts of his work with the aid of specialists in environmental sciences 
and to execute an environmental impact assessment. 

• is able to define the required input data for his problem; he is able* to judge the 
required accuracy of the data; he is able to compose an adequate dataset from an 
ambiguous dataset. 

• is able to search in international literature and databases for relevant design 
methodologies. 

design skills 
The coastal engineer is able to: 

• analyze coastal (erosion) problems, to generate alternative coastal protection methods 
(including "soft" methods), to select a protection method, to design the protection and 
to supervise the construction of the protection. 

• protect low-lying coastal areas from flooding by means of the construction of dikes 
and revetments; he is able to determine the functional requirements of the protection, 
to generate alternative flood protection methods, to select a protection method, to 
design the protection and to supervise the construction of the protection. 

• evaluate the necessity and to design closure dams, causeways, etc. in a coastal, tidal 
environment; he is able to determine the functional requirements of the dam, to 
generate alternative lay-outs and construction methods, to select an alternative, to 
design it and to supervise the construction of the dam. 

• design the entrance to a harbour, i.e. the design of the access-channel and the design 
of the breakwater; he is able to determine the design boundary conditions, to generate 
alternative solutions, make a selection, make the detailed design and supervise the 
construction. 

• design mooring facilities, both at offshore jetties as along quay-walls, he is able to 
develop and select alternatives and is able to design the structure; he is able to specify 
the boundary conditions for quay-wall and jetty construction; he is able to design a 
jetty and a quay-wall. 

• design earth structures and foundations in the coastal zone (dikes, sheetpiles, soil 
improvement techniques), the coastal engineer has a workable knowledge of pile 
foundations. 

managerial skills 
The coastal engineer: 

• is able to organize and cooperate in a multi-disciplinary group to set-up and implement 
an integrated coastal zone management plan. 
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• has specific knowledge of construction methods specific for coastal engineering, i.e. 
wet and dry earth moving; related to dredging he has to be able to define the working 
method, to know the possibilities of the industry, to prepare terms-of-reference and 
contract and price estimate; he is able to select the contractor and to supervise the 
work. 

• is able in case of environmental emergencies in the coastal zone (oil-spills, hurricanes, 
etc) to organize the appropriate actions to mitigate the impact. 

• has some knowledge regarding the organization of the profession, the international 
institutions, the organization of large contractors and consultants. 

Having defined these more general qualities and skills, the next step is to define the 
required knowledge for individual subjects, like "design of breakwaters" or "short waves". 
Only those aspects of the several subjects should be taught, when they contribute to the 
general qualities and skills, as defined above. If one neglects this point, the result is usually 
a programme which consists of a set of hobbies of the teachers. Because of the limited scope 
of this paper, this step will not be worked out. 

ATTAINMENT TARGETS 
Of course these objectives, but also a list of topics within a series of lectures gives no 

information regarding the level, depth or orientation of the subject. Often one sees in 
curricula of universities descriptions like: 

Short waves 
linear and non-linear regular gravity waves, wave properties and transformation in 
shallow water, forecasting and hindcasting of waves. 

In fact, such a description gives not very much information. For example, after having 
followed this course, is the student able to derive refraction equations, is he able to make 
a refraction calculation by hand, is he able to interpret the results of a refraction calculation 
by a computer programme, is he able to define whether a refraction calculation is necessary 
or not, and if yes, what are the input variables ??? 

Therefore it is more appropriate to describe as detailed as possible the attainment targets 
a student has to meet in order to get his diploma. For "refraction", such targets could be 
described as follows: 

• Know the phenomenon of refraction, be able to calculate refraction in case of parallel 
depth contours, using Snell's law, be able to determine refraction in a qualitative way 
in case of non-parallel depth contours, know the advantages and problems of ray- 
refraction programs, be able to interpret two-dimensional wave penetration programs. 

Attainment targets can be worked out for all course objectives, mentioned above. As an 
example the attainment targets for the design capabilities are given below: 

Attainment targets for design capabilities 
• be able to translate a vague (political) question into exact requirements and formulate 

them in terms-of-reference for a study to be performed 
• be able to analyze the problem on main aspects and distinguish between essentials and 

matter of secondary importance 
• to be able to analyze the functional requirement of the construction needed, in order 

to determine design criteria 
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• be able to collect data for a (real world) project from the general available data 
sources (like libraries, information retrieval systems, already existing consultancy 
reports) 

• be able to analyze the above mentioned data and to be able to use them in order to 
come to a complete, relevant and unambiguous set of boundary conditions (including 
the reliability of the given figures) 

• be able to determine scenarios to describe unknown future effects 
• be able to determine alternative designs 
• be able to make global designs of the alternatives, in order to make a selection; be 

able to make a choice between the various available computational and design 
methods; be able to apply these methods 

• evaluate the designs on at least the following aspects 
- costs -   maintenance cost 
- environmental acceptance        -   robustness of the design 
- social acceptance -   executionability 

• be able to read technical drawings, to be aware of the effects of distorted scales 
(especially in coastal profiles) 

• be able to make a bill of quantities given the design drawings 
• be able to make a set-up for an Environmental Impact Assessment for the design 
• be able to write a systematic report on the design process followed 
• be able to write readable well-structured reports, with clear set-up, and with a good 

quality lay-out. 
• be able to organize the design work, define various subtasks and have these subtasks 

executed by various group members 
• be able to make a time planning for a design work, and be able to produce the design 

report; i.e. to deliver the report (1) in time, (2) with the subjects as determined in the 
original plan, (3) with the required quality; the sequence of these points is important 

• be able to present the results of a study or design work orally in a short period (10-30 
minutes) for various types of audiences (such as technical experts, decision makers, 
financial experts); be able to make good quality overhead sheets (both from a 
viewpoint of contents as lay-out) 

• be able to gather additional skills and knowledge on a rather specialistic field (not 
treated in detail in the teaching programme) in order to solve the design problem. 

THE MASTER DEGREE 
The engineering study is usually completed with a Master degree. Unfortunately there is 

not really a world-wide standard for a master degree. Especially for students from 
developing countries this is a real problem. For most of them their career depends 
completely on the fact if they have paper indicating a Master degree, and not on their 
knowledge or skills. So in fact it is for them very unattractive to follow a high quality 
course. Usually these courses are long (and therefore costly), with a high risk of failure for 
the candidate; so why not go to an easy course ? This strong focus on "paper" degrees is a 
clear problem in the developing world. But on the other hand, for an outsider it is indeed 
difficult to assess the quality of a diploma. Therefore the detailed described attainment 
targets can be very useful. In fact, by issuing the diploma, we guarantee that the candidate 
has reached all the described attainment targets, so a future employer can easily see what is 
the knowledge and skill of the degree-holder. 

There is a variety of Master titles, a taught masters, a master by thesis, a master of 
engineering, a master of science, etc. In our institute we provide two types, a Taught 
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Masters and a Master of Science. The first is given to a student who has followed the 
complete (2000 study hours) program, has done all exercises sufficiently and who has passed 
all examinations. Students with sufficient high marks for the Taught Masters programme are 
academically admitted to the Master of Science programme, which consists of an additional 
individual assignment of approx. 1000 hours. This individual assignment can be a research 
work, but can also be a design work. Of course not all design work automatically has 
sufficient level for M.Sc. We use the following list of requirements for a subject for design- 
work at M.Sc.-level 
• It has to be a complex problem, i.e.: 

• The boundary conditions are ill-defined 
The criteria are not clear on beforehand 

• There are several, complex scenarios. 
• The technical solution is complicated, this means that it is not possible to apply 

straightforward existing design formulas. 
• It is not possible to determine the best alternative by a simple (one-dimensional) 

computation. 
• The problem has to be realistic and relevant, preferably for the home-country of the 

participant. 

CONCLUSIONS 
Because of the focus on research in most universities of the world, the training and 

education of design engineers is somewhat problematic. Many design engineers have been 
trained as researchers. In future there is a need for trained designers with understanding of 
coastal processes, the ability to design in a flexible way coastal "constructions" and able to 
communicate with others. Training programs can be improved considerably by defining the 
attainment targets which have to met by the students at the end of their education, and not 
only by defining the subjects to be dealt with in the curriculum. 
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CHAPTER 345 

Risk-Based Analysis of Coastal Projects 

Edward F. Thompson1, Member, ASCE, Michael Wutkowski2, Member, ASCE, 
and Norman W. ScheSher1, Member, ASCE 

Abstract 

Coastal engineering usually embodies large uncertainties about attacking forces and 
coastal/structure response. The coastal engineer must address these uncertainties with 
judgement and experience, supplemented with some level of direct probability analysis. 
The nature and scope of risks related to coastal projects are reviewed. Analysis 
approaches developed for wider engineering application, where risks are usually better 
defined (e.g. Ang and Tang 1975, 1984; Harr 1987), may be less effective in coastal 
engineering. Two accepted general approaches for risk-based analysis of coastal 
projects are discussed. The approaches are illustrated with an example shore protection 
project. 

Introduction 

The approach for analyzing coastal projects is undergoing some fundamental 
changes, shifting from the traditional deterministic emphasis to a more comprehensive 
probabilistic, risk-based methodology. The changes strongly impact both planning and 
engineering phases of project formulation and design. 

The changes, which can be expected to be distilled into a new standard for coastal 
practice by the end of the decade, are driven by several progressive developments. First, 
our understanding of probabilistic coastal processes continues to advance, particularly 
due to advances in field measurement, physical modeling, and numerical modeling. 

1 Research Hydraulic Engineer, US Army Engineer Waterways Experiment Station, CEWES- 
CR, 3909 Halls Ferry Road, Vicksburg, Mississippi 39180-6133, USA. 

2 Civil Engineer/Programmer, US Army Engineer District, Wilmington, CESAW-EN-C, P.O. 
Box 1890, Wilmington, NC 28402-1890, USA. 
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Second, standard computing capabilities are increasing rapidly, facilitating lengthy 
probabilistic calculations which would have been impractical in the past. Third, 
engineers, cognizant of limitations in the traditional approach, are often eager to 
implement better procedures, provided that they are well-founded and clearly improve 
the analysis. Finally, the public is becoming more aware and concerned about coastal 
project performance, and they expect realistic project analyses. In the U.S., public 
involvement in coastal projects is further intensified by legislation which increases the 
proportion of costs borne by the client (typically state or local government) in Federal 
projects. 

Traditional vs. Risk-Based Analysis 

Traditional analysis treats a coastal project in deterministic terms. The forces of 
nature are often represented as a design significant wave height, period, and direction, 
a design water level, etc. Coastal response is described as the response if no project is 
implemented, the response if one plan is implemented, the response if another plan is 
implemented, etc., without much formal recognition of the wide variation in possible 
responses. 

In contrast to traditional analysis, some significant developments in probabilistic 
treatment of coastal projects have appeared during the 1990's. Most relate to coastal 
structure design (CIRIA/CUR 1991, ICCE 1992). Within the U.S. Army Corps of 
Engineers (CE), water resource planning guidance has moved from a deterministic to 
a risk-based approach, which incorporates considerations of risk and uncertainty. 
Similar concepts are now being adapted to CE coastal engineering studies (U.S. Army 
Corps of Engineers 1996). 

Reasons for Risk-Based Analysis 

There are a number of reasons why 
coastal projects in the broader sense, not 
just structure design, may be effectively 
analyzed from a risk-based point of view, 
as follows (Table 1): 

1) Coastal forcing is probabilistic. 
Wave characteristics vary greatly both 
over short term (individual waves) 
and long term (from one sea state to 
another). Similar considerations arise 
with winds, water levels, infragravity 
waves, and currents. 

Table 1. Reasons for Risk-Based 
Analysis of Coastal Projects 

1) Forcing is probabilistic 

2) Major uncertainties in behavior 

3) Damage & functional 
performance change incrementally 

4) Benefits & risks not fully 
represented in deterministic terms 

5) Uncertain effects on adjacent areas 

2) Coastal engineering embodies major uncertainties.  Knowledge of both the 
forcing processes and coastal response usually involves major uncertainties. 
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Deterministic representations mask the uncertainties and can be misleading. 

3) Damage and functional performance change incrementally. Coastal projects 
rarely progress from the design condition to total failure during a single storm event. 
Damage usually occurs incrementally. For example, damage to a rubble mound 
breakwater (when it occurs) typically begins during an unusually severe storm and 
progresses during subsequent severe storms until repairs are done. Similarly, beach 
fills erode incrementally in response to storms over a period of years. Coastal 
projects often continue to provide some measure of functional benefit even in a 
damaged state. A damaged breakwater continues to provide some protection from 
incident waves; a partially eroded beach fill continues to reduce coastal flooding 
risks. 

4) Benefits and risks not fully represented in deterministic terms. Because of the 
above factors, positive impacts and risks of coastal projects cannot be fully 
represented in deterministic terms. Some projects provide benefits beyond the 
design configuration, which are generally ignored in traditional practice. For 
example, a nearshore berm which is over-built to allow for progressive deterioration 
provides increased coastal protection during its early life. Another example is an 
over-dredged entrance channel giving increased vessel access depths until it shoals 
to the design depth. 

5) Uncertain effects on adjacent areas. In addition to the uncertainties associated 
directly with coastal projects, the projects can introduce significant possibilities for 
changing adjacent areas. While projects are designed with the intent of minimizing 
adverse impacts on adjacent areas, it is important to recognize that uncertainties and 
risks can increase beyond the without-project condition. In effect, a project can 
transfer risk from one area or party to another. When the risks of all major aspects 
of a project are represented as best they can be determined, better-informed final 
decisions can be made. 

Experienced coastal engineers are well-aware of the concerns in Table 1. Even with 
deterministic methods, they can be expected to produce project plans which include a 
large measure of professional judgement to insure a technically successful project. 
However, the ultimate fate of a project can depend upon higher level decision-makers 
who must weigh technical concerns against economic, environmental, aesthetic, social, 
and political concerns. By quantifying risks, the coastal engineer can better pass his or 
her experience and judgement on to other decision-makers, who may not have coastal 
expertise. 

Considerations for Including Risk-Based Analysis in Project Design 

Objectives. The main objectives of adopting a risk-based analysis approach rather 
than a traditional approach are to explicitly identify uncertainties, provide improved 
information for assessing tradeoffs between risks and cost, and improve decision-making 
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Table 2. Objectives of Risk-Based Analysis 

Explicitly identify uncertainties 

Provide improved information for 
assessing risk vs. cost tradeoffs 

Improve decision-making for project 
optimization 

for project optimization (Table 
2). 

Key Variables. Although a 
large number of variables affect 
any coastal project, a small 
subset can usually be identified 
as key variables, that is 
variables which strongly relate 
to project performance. The 
key variables will embody the 
main forcing mechanisms, project sizing, and project response. For example, some of 
the key variables for a beach nourishment project might be significant wave height 
(forcing), beach fill width (project size), and erosion width (response). 

ProfessionalJudgement. Coastal engineering requires an unusually large measure 
of professional judgement because of the number and complexity of processes and 
responses involved. Analytical and modeling tools help to represent the variability 
affecting coastal projects, but the judgement of an experienced engineer is a vital 
ingredient in risk assessment and project optimization. 

Resistance and Functional Performance Vary with Time. Both the resistance to 
damage and functional performance often vary significantly over a coastal project's 
design life. For example, the resistance (or structural strength) of a rubble mound 
breakwater may decrease in time due to deterioration of stone such as loss of angular 
corners, cracking, and breaking. Resistance may also decrease due to displacement of 
stone and exposure of underlayers to wave attack, which would also decrease protection 
provided by the breakwater (functional performance). For a beach nourishment project, 
loss of material to storms decreases the resistance of the beach to future storms. The 
effectiveness of the beach as a deterrent to coastal flooding is also decreased (functional 
performance). In some cases, resistance increases with time, as in the progressive 
growth of protective vegetation on coastal dunes and natural cementation of beach 
sediments rich in calcium carbonate. 

Construction Season and Mobilization Concerns. Often maintenance of coastal 
projects requires major mobilization efforts and is confined to a construction season 
dictated by climate and environmental factors. Therefore the risk during the interval 
between construction seasons rather than during a single storm becomes a key concern. 
During an unusually stormy winter (such as the winter of 1987-88 in southern 
California), this risk can be significantly greater than that for individual storms. 

Environmental, Aesthetic, Social, and Political Concerns. The role of 
environmental, aesthetic, social, and political factors in the ultimate planning and design 
of a coastal project is often at least as important as the technical engineering factors. 
An optimized final design includes appropriate consideration of these factors and their 
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associated risks and uncertainty. 

Frequency-Based vs. Life Cycle Approach 

Risk-based analysis of coastal projects can be done by either of two fundamentally 
different approaches. The frequency-based approach deals with frequency-of- 
occurrence relationships among the key variables. By combining key forcing variables 
with various occurrence frequencies, information about the frequency-of-occurrence of 
key project responses can be developed. For example, a traditional stage (water level) 
vs. frequency curve and a stage-damage curve can be combined to generate a damage 
vs. frequency curve. This approach can be applied as an add-on to traditional planning 
and design procedures. 

The life cycle approach deals with multiple realizations of possible evolution of the 
project with time during the span of its design life. The suite of life cycle realizations 
is constructed with consideration of the probabilities of key variables. For example, the 
realistic time variation of key forcing and response variables during a 50-yr life cycle can 
be generated for 1000 different possible life cycles. Uncertainty in the data and models 
relating natural forcing to coastal response can be represented as another source of 
variability. Probabilities and risks associated with the project are then compiled by 
analyzing project performance over the 1000 life cycles. 

An example shore protection project helps to illustrate the life cycle approach in 
comparison to a more traditional frequency-based approach. The project area is a 
relatively uniform stretch of beach with several rows of houses along the shore (Fig. 1). 
The example project is a beach nourishment to widen the existing beach and dune (Fig. 
2). The frequency-based approach used for this example is based on a set of six storms 
representing 5-, 10-, 25-, 50-, 100-, and 500-year events. Expected erosion of the 
existing or project beach profile and property damages are calculated for each storm. 
An average annual damage is calculated by integrating over the range of storm 
probabilities. For each year of the project life span, the shoreline is retreated according 
to a long term erosion rate and calculations of annual damage are repeated. Total 
damage over the project life span is the sum of the annual damages. This more 
traditional approach produces a single result based on a single set of storms and 
response parameters. There is no indication of confidence level of the answer. The 
example project shows net benefits of $980,000 over a 50-year life span and a 
benefit/cost ratio of 2.4. 

The life cycle approach in this example embodies sequences of storms (including 
provisions for multiple storms of varying intensity during each year of the life cycle), 
erosion and post-storm recovery during each event, partial and complete property 
damage during each event (depending on water level, waves, extent of storm erosion, 
and type of building construction), cumulative property damage due to a succession of 
storms, optional repair or rebuilding after a suitable time lag (with conformance to any 
stricter building codes in effect), and periodic renourishment of the beach when needed 
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and feasible during the life cycle. A key result from this analysis is the renourishment 
required during each life cycle, which can be converted to an economic present worth 
dollar value.   The costs and net benefits in this example vary over a wide range, 
depending on the occurrence of major storms during the life cycle simulation (Fig. 3). 
The expected cost and economic risks associated with maintaining the beach can be 
realistically assessed by condensing information from many different life cycle 
simulations (Figs. 4 and 5).   The mode and mean net benefits are $275,000 and 
$814,000,        respectively 
(Table 3).  There is a 65% 
probability   that   the   net 
benefits will be less than the 
$980,000 amount calculated 
by   the   more   traditional 
frequency-based  approach. 
There is a 7% probability 
that the net benefits will be 
negative (cost of the project 
exceeds      the      damages 
prevented). Negative 
benefits       come       from 
simulations with mild storm 
climates. While net benefits 
are   used   to   optimize   a 
project, the benefit/cost ratio 
is also of interest (Table 3 
and Fig. 6). 

Table 3. Summary of Benefits, Example 
Project 

Statistic 
Net Benefits 
($1,000) 

Benefit 
Cost Ratio 

Mode 275 1.50 

Mean 814 3.09 

Standard deviation 649 1.59 

Maximum value 3557 8.92 

Minimum value -119 0.67 

Number of cases 7000 7000 

The life cycle approach appears better suited to most coastal engineering 
applications. Variation with time is an essential ingredient in most coastal projects, and 
it is directly incorporated into the life cycle approach. Time variation of resistance and 
functional performance, constraints imposed by construction season and mobilization, 
even some economic, environmental, and political factors, can be conveniently and 
flexibly introduced into the life cycle approach. This approach leads to a unified analysis 
of technical performance and many economic factors which are critical to project 
success. As illustrated in the above example, the life cycle approach provides valuable 
information relative to the objectives of risk-based analysis (Table 2). In addition to its 
technical and economic strengths, the life cycle approach is more easily understood by 
nontechnical parties involved with a project. This type of approach is evident in the 
Empirical Simulation Technique (Scheffher et al. 1996) and CE guidance in preparation 
(U.S. Army Corps of Engineers 1996). 

Typical Project Elements 

Risk-based analysis can be integrated into the major planning steps of a coastal 
engineering project. Typical project elements which are especially well-suited to 
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risk-based analysis include the following: 

Site Characterization. Significant uncertainty can arise in documenting past and 
present behavior at a site. The uncertainty can be estimated based on data quality 
and quantity, methodologies used, observed variability, etc. 

Without Plan Alternative. Evaluation of what would happen in the future if no 
project were built involves speculation about the natural processes and human 
interventions which would affect the site during the proposed project life. The 
impact of the without plan alternative is conveniently described in probabilistic 
terms. 

Formulate, Evaluate, and Compare Alternative Plans. Risk-based analysis can be 
a powerful tool for formulating and comparing alternative plans. It enables decision- 
makers to intercompare not only the expected level of performance, but also the 
probabilities of enhanced or reduced performance levels, which can differ greatly 
among alternatives. Typically, alternatives involve hard structures (such as walls, 
revetments, breakwaters, and jetties) and/or soft structures (such as beach 
nourishment projects, coastal dunes, and nearshore berms). Risk-based analysis of 
hard structures is increasingly being considered in planning and design (CIRIA/CUR 
1991, ICCE 1992). Soft structures involve calculated risks about the movement of 
sediment through time and the need for future maintenance. Uncertainties arise in 
forcing processes, sequencing of storms, initial state of nearshore profile when 
storms occur, and evolution and recovery of storm profiles (especially three- 
dimensional aspects). The life cycle approach to risk analysis has been shown to be 
a powerful tool in this type of application. 

Conclusions 

The following conclusions are reached regarding risk-based analysis of coastal 
projects: 

• Risk-based approaches provide a powerful tool for analyzing coastal projects. 

• Risk-based analyses can lead to improved decision-making for project 
optimization. 

• The life cycle approach is especially well-suited to coastal engineering. 
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CHAPTER 346 

DESIGNING FOR PROPELLER ACTION IN HARBOURS 

G.A. HAMILL ', J.A. McGARVEY2 

Abstract 
The scour produced by the action of a ship's propeller is an increasing problem. 

There is a need for an accurate method of velocity perdition so that adequate steps can be 
taken to design suitable bed protection systems. The velocity characteristics of the jet 
produced by the rotating propeller are presented as an aid to the engineer. 

Introduction 
One consequence of the increases in ship size, installed engine power, and volume of 

marine transport is an increase attack by propeller slipstreams on the bed and banks of 
harbour basins and navigation channels. In restricted waterways the situation has been 
exacerbated since the introduction of bow thrusters in the 1960's which has increased the 
navigability of large ships to such an extent that they can now operate without tug assistance 

A ship's propeller produces thrust by drawing in water, accelerating it and 
discharging it in the form of a wash. This wash is a highly turbulent submerged jet, the 
velocities within which depend upon the operating characteristics of the propeller and the 
speed of advance of the ship. The wash entrains the surrounding water and so the velocities 
within it decay with distance from the propeller. In this way the jet expands and dissipates 
its energy by diffusion. If the ship is moving in a confined area, for example in the shallow 
waters of a harbour basin, the diffusion process within the wash will be restricted and the 
energy remaining within the jet may cause damage to the bed and nearby quay structures. 

Related Research 
A survey of harbours in Sweden (Bergh 1981) has shown that 16 out of the 18 ports 

surveyed have suffered propeller induced damage in recent years. Similar problems have 
been encountered in several United Kingdom ports and the British Ports Association 
commissioned a review (Prosser 1986) of existing knowledge. In a survey of all British 
ports in 1994, Qurrain (1994) found that 42% of these encountered scouring as a result of 
propeller action, of which 29% regarded this scouring to be a serious problem causing 
damage to quays, with expensive remedial repairs and costly facility downtime. The 
diffusion characteristics of a propeller jet have been examined by numerous authors. 
Investigation which include the influence of the rudder on the diffusion process however, are 
not extensive and the majority of all predictive equations do not allow for it's inclusion. 

1) Lecturer 2) Research Student 
The Queen's University of Belfast, Department of Civil Engineering, N. Ireland 
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Robakiewicz (1966), Verhey (1983) and Fuehrer (1985) have studied the velocities within 
the propeller jet in the presence of a rudder, and presented equations for estimating bottom 
velocities. These equations are limited in that a full velocity distribution cannot be 
calculated and they are related to an efflux velocity equation, i.e. the maximum velocity on 
the propeller face, which has been found to be up to 20% in error. 

Experimental Set-up 
Detailed velocity measurements were taken within the diffusing jets, produced by 

two propellers with differing characteristics, up to a distance of 10 diameters from the 
propeller plane. Four jets, corresponding to four speeds of rotation, were investigated for the 
first propeller which was 0.076m in diameter, while three jets were investigated for a second 
propeller 0.131m in diameter. Axial and radial measurements of velocity were taken using a 
twin component Laser Doppler Anemometry system. 

Rudder Effect 
The magnitudes of the axial and radial velocity components within the wash were 

measured within the formation stages of the propeller jet, i.e. up to 2.0 Dp. To provide a 
better understanding of the jet diffusion, velocity vector diagrams were plotted for all 
experimental results with and without the rudder present. These provided a 2D schematic 
representation of the flow within the propeller jet. Figures 1(a) to 1(c) are typical of those 
obtained during the current investigation. 

DiiUnrs fn>M Fu* of Pnpdkr (X/Dp) 

FIGURE 1(a) Resultant velocity vectors (without rudder) 
Durance from Face of Propeller (XJDn) 

FIGURE 1(b) Resultant Velocity Vectors (Rudder at Zero Degrees) 

Figure 1(a) shows the velocity distributions obtained without the rudder. The magnitude of 
the velocities at the hub is lower than across the blades, and the jet is diffusing away from the 
propeller centreline due to the radial velocity component. It can be seen that the vectors 
revert to the horizontal with distance from the propeller, indicating the reduction in the 
magnitude of the radial velocity component. The velocity distribution at each vertical 
section from the propeller is approximately symmetrical through the propeller axis which 
confirms the results of previous work. The results obtained with the rudder situated at zero 
rudder angle or midships position is shown in figure 1(b). 
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Dbtucc Ino Face gf Propeller (X/Dp) 

FIGURE 1 (c) Resultant Velocity Vectors ( Rudder at +35 Degrees) 

It can be seen that the resultant velocity distribution at the face of the propeller is similar to 
the distribution obtained without the rudder present. There is a significant change in the flow 
with distance from the propeller, as the jet is circulated around the rudder. There is a rapid 
reduction in the magnitudes of the velocities at the first section behind the propeller. In 
subsequent sections the velocities are greater as the flow moves along the sides of the rudder. 
It can also be seen that the vectors in subsequent section along the rudder are almost to the 

horizontal. This indicates that the magnitudes of the radial velocities are insignificant, and 
that the rudder has a straightening effect on the jet. The velocity distribution appears to vary 
at each section and it can be seen in some sections that there are higher velocities below the 
propeller centreline than at the corresponding position above the centreline. 

Figure 1(c) shows the results obtained when the rudder is placed at an angle of 35 
degrees to the propeller axis. The velocities at the face of the propeller are approximately 
symmetrical through the propeller axis and therefore appear to be unaffected by the rudder. 
It is the distributions in the subsequent sections that are interesting as the magnitude of the 
velocity below the centreline can be seen to be greater than above the centreline. This is due 
to the effects of splitting of the flow by the rudder. The vectors shown represent the 
velocities in a stream directed towards the bottom. The distribution shows that there is only 
one position of maximum velocity, unlike the axi-symmetrical profiles found in the absence 
of the rudder. 

In order to provide a better understanding of the propeller diffusion characteristics 
with the rudder present, velocities were measured throughout the jet using a system of pitot 
tubes. These results were then plotted in the form of an isovel plot for each speed of rotation, 
which provided contours of the velocity distribution within the propeller jet. Figures 2(a) to 
2(d) show the sequence of isovel plots with the rudder positioned at zero degrees, and is 
typical of the velocity distributions obtained for all the jets tested at this angle. Figure 2(a) 
shows the velocities obtained at a distance of 0.46 Dp behind the propeller, at the location of 
the rudder. The velocities obtained at this section are unlike those obtained for the jet 
without a rudder as the velocities are not symmetrical through the propeller axis (Stewart 
1992). The rudder splits the main wash into two separate streams of jets, one jet is directed 
towards the water surface, while the other is deflected towards the sea bed. The jets are just 
forming at this position and the bottom jet below the centreline is clearly defined, with the 
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FIGURE 2(a) Isovels at 0.46 Dp for zero rudder angle 
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FIGURE 2 (b) Isovels at 0.92 Dp for zero rudder angle 
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FIGURE 2(c) Isovels at 3.05 Dp for zero rudder angle 
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FIGURE 2(d) Isovels at 6.95 Dp for zero rudder angle 
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surface stream just becoming visible. Figure 2(b) which is located at a section subsequent to 
the location of the end of the rudder, shows the formation of the two streams, represented by 
the two high velocity peaks shown on each side of the rudder. This trend continues with 
distance from the propeller and the two streams are visible at 3.05 Dp as shown in figure 2(c). 
This position has previously been termed the end of the zone of flow establishment for the jet 
without a rudder, at which location the maximum velocity would be located on the propeller 
centreline. It can be seen that with distance from the propeller there is a gradual increase in 
the distance between the streams, and therefore the maximum velocity is not likely to revert 
to the propeller centreline. The divergence of the streams continues and this is confirmed in 
figure 2(d), at 7 Dp, where the two jets are still separating. 

It has been shown that the rudder splits the jet into two streams and their deviation 
continues throughout the remainder of the diffusing jet. The rudder has the effect of altering 
the diffusion characteristics of a propeller jet and this has resulted in the formation of a 
different type of jet. There is no further alteration of the streams, other than by natural 
diffusion with the surrounding fluid, once they have been established. The zone of 
established flow could therefore be considered to commence at the position of the formation 
of the two streams. Figure 2(a) showed the formation of the two streams, although not 
clearly defined. However, it can be seen in figure 2(b) that the two streams are clearly 
defined and diverging away from each other. This position represents approximately the end 
of the rudder. It can therefore be concluded that the jet is fully established from the location 
of the trailing edge of the rudder. 

It is evident from the findings of this investigation that the processes of formation and 
diffusion of a propeller wash, under the influence of a rudder, can in no way be described by 
the predictive equations that are currently available as the two streams formed by the rudder 
have been shown to behave as independent jets. 

Characteristics of a propeller jet 
Efflux Velocity Distribution 

The magnitudes of all velocities within the wash produced by the rotating propeller 
are dependent on the magnitude of the initial velocity within the wash. This velocity, termed 
the efflux velocity, is found on the cutting edge of the propeller. As can be seen from figure 
1 the velocity distribution along the cutting edge, or the efflux distribution, remains 
unchanged in the presence of the rudder, with an axi-symmetric distribution being developed. 
It is this initial distribution, along with the subsequent rudder interaction, which forms the 
wash. The velocity distribution at efflux will be proportional to the thrust developed by the 
propeller blade. The thrust produced by a ships propeller depends on the geometry of the 
propeller blades and the speed of rotation. The main characteristics which influence the 
developed thrust include the pitch and chord length. These characteristics vary with radial 
distance from the hub, and hence the thrust and therefore the velocity must also vary with 
distance along the blade. 

The position along a propeller blade at which the greatest thrust is produced generally 
corresponds to the position of maximum velocity, termed the efflux velocity, V0. Several 
authors have proposed equations which determine the magnitude of the efflux velocity. The 
original efflux velocity equation, as reported by Blaauw et al (1978) and adopted by most 
authors, was based on the Froude momentum theory, 

V0 = \.59nDpjQ 
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The assumptions made in the momentum theory have been shown to be invalid. 
These short-falls in the theory have led to modifications of the theoretical efflux equation by 
Stewart (1992). These modifications take account of the propeller characteristics as follows, 

V0=E0nDpfC, 1 

where 

E0 = 
-0.323 

[C/r0.14S9[p]0.44[p]0.513 

The magnitude of the axial velocities at the face of the propeller have to date been 
estimated by solving equations developed by Albertson (1950). He proposed that the 
velocity distribution within the jet, close to the propeller, follows the Gaussian normal 
probability function. 

Stewart modified the Gaussian equation and presented the following equation, to 
describe the axial velocity distributions within the propeller jet, based on his own 
investigations: 

''max V O 

where the standard deviation of velocity, a, was equal to 0.5 Rmo and the maximum velocity, 
Vmax at the face of the propeller is equal to the efflux velocity, V0. Berger et al. (1981) 
proposed that the distance to the position of the maximum velocity at the face of the 
propeller, R^, could be determined as follows, 

Rmo=Q.61Rp-Rh 3 

where R,, is the radius of the hub and Rp is the propeller radius. 
The velocity distribution along the face of the propeller can be determined by solving 

equations 1,2 and 3. Velocity profiles were plotted comparing the results obtained from 
existing equations and the measured data. The profiles, as shown in figures 3 and 4, indicate 
that the measured velocity increases from the hub to a distance of approximately 0.7 Rp along 
the blade, and then decreases rapidly to the blade tips. This is in contrast to the profile 
predicted by existing equations, where the velocity increases to approximately 0.5 Rp and 
then gradually decreases to the blade tips. The position of the maximum velocity can also be 
seen to vary greatly from that determined from existing equations, when compared to the 
measured velocities. The distance to the maximum velocity, in all of the profiles that were 
plotted using existing equations, was underestimated when compared to the measured 
results. The existing equations, which are based on the momentum theory, have been revised 
and updated on several occasions by replacing the experimental constant. The magnitude of 
the constant varied in several investigations using different propellers, more recently Stewart 
updated the equation to relate the constant to the propeller characteristics. This was a 
calibration of a theory, which is inherently flawed, to suit experimental results. It was 
decided to investigate a more realistic method by which the magnitude of the axial velocities 
along the face of the propeller could be obtained. 
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Dutanee along propeller blade (mm) 

FIGURE 3 Velocity Distribution Compariaon for 76mm propeller 
Diatance along propeller blade from) 

FIGURE 4 Velocity Distribution Comparison for 131mm propeller 

A literature survey revealed that Koumbis (1981) investigated the thrust produced by 
a ship's propeller and developed a computer program which relates the thrust to the 
characteristics of the propeller blades. The program is based on the Vortice Lattice theory.. 
In designing a propeller the naval architect determines the most suitable characteristics to 
provide the optimum thrust for each blade. It therefore seemed reasonable to relate the 
distribution of velocity on the propeller face to the characteristics which produce this thrust. 

The blade cross sections, as shown in figure 5, were obtained for positions along the 
propeller blade where the velocity measurements had been recorded. It was decided to 
attempt the derivation of a relationship in which the magnitude of the axial velocity could be 
expressed in terms of the characteristics of the propeller blades. 

DevdoptdBladeArea Blade OooSoonon. 

Figures PropellerBlade Oiaracteristifs 

A literature survey provided detailed information on the design of a propeller, anci 
revealed the properties considered by the naval architect in designing the geometry of the 
propeller blade. Considering the axial velocity Vax, it can be written as: 

Vox =fiji, N, r, u, p,p, t, c, hD,hT) 

where n 
r 

P 
t 

hT 

= number of blades 
= kinematic viscosity 
= pitch of blade 
= chord length 

= helical distance from blade section leading edge to rake datum line 
= helical distance from blade section leading edge to position of maximum 

thickness 

= number of rev/sec N 
= radius of propeller u 
= density of fluid p 
= thickness of blade c 
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hr 
c 

Using the Pi theorem the equation can be written as: 
Vox _ /pwf. p c t ho 
Nnr~\  H  ,r'r'r> r' 

It was found from the literature survey that the effect of viscosity could be neglected 
if the Reynolds number of the jet was greater than 104.   In the present investigation the 
Reynolds numbers were greater than 104, and could therefore be neglected from further 
analysis This analysis resulted in an equation with a correlation coefficient R2 of 0.985: 

j*- = 1.261 -0.974(f) +0.733(j) + 18.527^) + 5.028^) 

+0.106(f) 2 - 7.277^) 2 - 4.093 (f)' 

The high correlation obtained for the experimental data shows the assumption that the 
velocity distribution along the blade was a function of the varying blade characteristics was 
valid. The velocity distribution obtained from equation 4 and the results obtained from 
existing equations, were plotted with the experimental results. Figure 6 is typical of that 
found for the present investigation. It can be seen that there is a significant improvement in 
the correlation with the measured data, when compared to the results of existing equations. 
This was found to be the trend of the results obtained for all experiments. 

Ditttncc along foce of propeller (mm) 

FIGURE 4 COMPARISON OF EXPERIMENTAL DATA WITH 
THE RESULTS FROM EXISTINC AMP PROPOSED EQUATION 

Zero milder angle (Vnikn 

FIGURE 7 LOCATION OF THE MAXIMUM AXIAL VELOCITY 
WITHIN THE BOTTOM STREAM OF THE DIFFUSING JET 

The magnitude of the axial velocity distribution at the face of the propeller can now 
be determined by solving a single equation, equation 4, instead of the three equations as 
proposed by existing work. The derivation of this equation is based on the physical 
properties of the propeller blades rather than the momentum theory which is inherently 
flawed. Equation 4 will accurately determine the magnitude of the maximum velocity, V0, 
and the position at which it occurs along the blade. Its use beyond the scope of the current 
experimental programme will require further verification. However, when compared to the 
equations which are currently used, which themselves are based on a limited test programme, 
it shows great potential. 

Location of the maximum velocity 
The location of the maximum velocity within the bottom stream was plotted with 

distance from the propeller. Figure 7 shows the location of the maximum velocity in the 
bottom stream for each speed of rotation for a zero rudder angle. It can be seen that there is 
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no significant variation in the location of the maximum velocity, with an inclination of 
approximately 12 degrees observed towards the bottom for each speed of rotation. This is in 
sharp contrast to that obtained when there was no rudder fitted where the maximum velocity 
was located along the horizontal propeller axis. It would therefore appear that for a zero 
rudder angle the location of the maximum velocity is independent of propeller speed of 
rotation. 
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JET FOR CHANGES IN RUDDER CONFIGURATION 

Rudder Antjle 

FIGURE ) EXFERIMANTAL CONSTANT Vi RUDDER ANGLE 

The vertical location of the maximum velocity in the bottom stream of the jet was 
then plotted for all experiments and the results obtained for a typical rotational speed, with a 
varying rudder angle, are as shown in figure 8. The location of the maximum velocity 
appears to diverge at approximately the same rate for each rudder angle. The greatest depth 
to the maximum velocity was observed when the rudder is placed at 15 degrees up to a 
distance of 3 DD and generally thereafter is greater when the rudder is positioned at zero 
degrees. The divergence angle was found to be approximately 12 degrees and this was found 
to be the general trend for this propeller at different rudder angles. The general trend 
showed that the greatest depths to the maximum velocity were observed when the rudder 
was placed at positive rudder angles. It can therefore be concluded that the depth to the 
maximum velocity is dependent of the rudder angle. 

Equation for location of maximum velocity 
Analysis of the change in position of the maximum velocity showed that it location 

could best be described by a linear decay equation of the type 

^^ConstU) 
Jimo \Dp ] 

where R• is the maximum velocity location at any distance X from the propeller. 
It was obvious that the constant term was a function of the rudder angle, as the 

location was seen to shift as the rudder angle changed. Figure 9 shows a plot of these 
constant values against the rudder angle, and it is clear that a significant variation can be 
observed between the positive and negative rudder angles. This is to be expected as the 
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negative angles cause the rudder to be turned into the bottom stream therefore hindering the 
flow, while with positive angles the stream is free to expand. Based on this physical 
interference two separate equations have been developed by which the position of the 
maximum velocity can be obtained, and these depend on the rudder angle range as follows; 

Rudder angle range -10<9<+35 degrees 

Rmx      ,   r. ten .  n nn^n\\   X 
D    -(-0.659 + 0.0029)-^- 
Rmo Vi>p 

Rudder angle range -35<9<-10 degrees 

Rmx _ /  n•     n nno\f JL (-0.772-0.0120)^- 
Rmo \Op 

These equations are a first approximation based on the current experimental investigation 
and further work would be recommended to provide a clearer understanding of the influence 
of the rudder on the location of the maximum velocity between the zero and -15 degree 
rudder position. 

Decay of Maximum Axial Velocity 
It has been shown that for a jet without a rudder, the decay of the maximum axial 

velocity is not constant throughout the jet, Qurrain. The present investigation has shown that 
the jet is fully established from the location of the end of the rudder and therefore a single 
relationship must be considered to describe the decay of the maximum velocity within the 
propeller jet with a rudder present. 

The rate of decay of the maximum velocity was found to be independent of propeller 
rotational speed. The rate of decay of the maximum velocity however, varies significantly 
when compared to previous work due to the presence of the rudder. In order to establish a 
relationship for the rate of decay, the values of the maximum velocity, Vmax, within the jet 
were non-dimensionalised with the maximum velocity at the face of the propeller, V0, and 
the distance from the propeller, X, was divided by the propeller diameter, Dp. Analysis of 
the results was carried out on all the data and it was found that the following type of equation 
provided the best correlation for the results, as can be seen in figure 10. 

It was found for all tests that the B coefficient was constant and equal to 0.293. This shows 
that the actual rate of decay is independent of the rudder angle. There was however a 
significant variation observed in the values found for the A coefficients. This indicated that 
although the rudder had no influence on the rate of decay of velocity it clearly was influential 
in the initial magnitude of the maximum velocity. As was the case in the location of the 
maximum velocity the A coefficients were compared to the respective rudder angles and 
again positive and negative angles were seen to influence the magnitude of velocity. Again 
this is not unreasonable as has already been discussed. As before two equations by which 
this coefficient should be determined have been produced, again depending on the rudder 
angle considered. 
Rudder angle range -10<6<+35 degrees 
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,4 = 0.915-0.004(9) 

Rudder angle range -10<9<-35 degrees 
^ = 1.0-0.007(0) 

Concluding Comments 
The present investigation has studied the influence of the rudder within a ship's 

propeller jet, and has confirmed the formation of two high velocity streams, one directed 
upwards to the surface and the other directed downwards towards the bottom. 

The axial velocity distribution at the face of the propeller could only be determined 
by solving a number of equations based on the results of previous work. The present 
investigation found that the velocity along the face of the propeller was related to the 
characteristics of the propeller blade. An equation was developed which related the 
magnitude of the axial velocity at any point along the blade to the properties of the blade at 
that point. 

It was found that there was an increase in magnitude of the axial velocities by as 
much as 30% with the rudder present when compared to the jet without a rudder. 

The location of the maximum velocity within the propeller jet was on the axis of each 
stream which were established from the position of the rudder. This led to a redefinition of 
the zone of established flow. Equations are presented which locate the maximum velocity in 
the vertical direction allowing for changes in rudder position. The maximum deflection of 
the bottom stream was observed for the zero ruder angle position and was found to be 
approximately 14 degrees. 

Results have shown that the decay of the maximum velocity within each of the 
streams was the same at each of the angles tested and was independent of the propeller 
rotational speed. It was found that there was a logarithmic decay of the maximum velocity at 
each of the rudder angles tested and the magnitude of the velocity encountered was found to 
be dependent on rudder position. 

By using the equations presented it is now possible for the engineer to establish the 
maximum velocity at any depth below a rotating propeller. Given the bed clearance 
conditions it is therefore possible to predict the magnitude of the velocity which will impact 
on the sea bed. Knowing this velocity, and an understanding of sediment movement 
prediction techniques, it is possible to design either suitable bed armour units or to predict 
eroded depths. 
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CHAPTER 347 

MODELING INLET SAND BYPASSING 

Christopher G. Creed1 

Abstract 

Consideration of the magnitude and phasing of sand bypassing events with respect 
to incident wave conditions is necessary when modeling shoreline change adjacent to 
tidal inlets where sand bypassing occurs. Likewise, the effects of wave transformation 
over nearshore bathymetric features (i.e., ebb tidal shoals, bypassing bars, etc.) and the 
resulting variations in alongshore sand transport rates relative to bypass discharge 
locations should also be considered. This paper presents a method for developing time- 
dependent inlet sand bypassing data for use in predicting future shoreline change. The 
method includes developing a relationship between the local offshore wave climate, 
longshore sand transport regime and inlet sand bypassing utilizing coincident time 
series of (1) local wave climate and (2) sand bypassing. The proposed model is 
compared to two other typical sand bypassing models to demonstrate the importance 
of relating the wave climate and bypassing. The proposed method was used 
successfully to create a representative time series of both mechanical and natural sand 
bypassing data for a shoreline change study conducted for the downdrift shoreline of 
South Lake Worth Inlet, Florida. 

Introduction 

Shoreline change adjacent to inlets where sand bypassing occurs is directly related 
to the characteristics of bypassing conditions. Specifically, sand bypassing is 
responsible, in part, for the manner in which both the updrift and downdrift shorelines 
of an inlet respond to the offshore wave climate and longshore sand transport regime. 
That is, the rate at which sand is removed from an updrift shoreline or added to a 
downdrift shoreline relative to the magnitude of the longshore transport potential affects 
the rate of shoreline change. For example, if the bypassing rate is below average during 
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above average transport conditions, the net effect would be an impoundment of sand 
along the updrift shoreline and erosion along the downdrift shoreline. Therefore, when 
modeling shoreline change adjacent to inlets where sand bypassing occurs, it is 
important to represent both longshore transport and bypassing conditions accurately. 
This requires that the magnitude and phasing of sand bypassing events with respect to 
incident wave conditions be considered. 

Background 

Shoreline change models are typically used to predict future response of shorelines 
where a beach fill or coastal structure may be constructed. The characteristics of the 
mechanisms which contribute to future shoreline change (i.e., the wave climate, 
longshore transport regime, updrift sand supply, bypassing, etc.), however, are generally 
not known apriori. Therefore, accurate prediction of future shoreline change requires 
assumptions regarding the future characteristics of mechanisms which contribute to 
shoreline change. Typically, the assumption is made that future conditions can be 
represented by average historical conditions. 

In the instance where a time-dependent model is used, annual and seasonal 
variations in the shoreline change mechanisms are also represented. Time-dependent 
shoreline change models often require a time series of input conditions to represent the 
annual and seasonal variations in shoreline change. For example, a shoreline change 
model may require a wave time series to represent wave conditions. In predicting future 
shoreline change, wave conditions may be representative of historical average annual 
and seasonal conditions. 

When modeling shoreline change for a shoreline adjacent to a tidal inlet where 
sand bypassing occurs, the time dependent nature of bypassing events and the 
relationship of sand bypassing to incident wave climate and transport regime must also 
be considered. It is known that inlet sand bypassing events, both mechanical and 
natural, are related to the incident wave climate and the resulting longshore sand 
transport regime. Considering this relationship, a sand bypassing time series which is 
correlated to the incident wave climate and resulting longshore sand transport regime 
is required to represent bypassing conditions accurately. 

In instances where it is known that shoreline change adjacent to an inlet is directly 
affected by bypassing activities, bypassing data must be developed which are 
representative of the magnitude of bypassing quantities and a function of the incident 
wave climate. Developing representative wave and bypassing data, without 
consideration of their interdependence, may not produce an accurate representation of 
the mechanisms which contribute to shoreline change. A method for the development 
of this data is presented in the following. 
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Method 

The purpose of the proposed method is to determine the relationship between wave 
conditions, longshore transport conditions, and sand bypassing. The method is 
therefore based upon the assumption that sand bypassing around an inlet is a function 
of both the incident wave climate and the resulting longshore sand transport regime. 
That is, it is assumed that sand bypassing occurs only when the wave and longshore 
transport conditions are such that a sufficient volume of material is transported toward 
an inlet which is mechanical or natural bypassing. 

The method requires that coincident time series of historical wave and bypassing 
data are available. The wave data times series can be either from measured or hindcast 
sources. Bypassing data may be available from bypass plant records or other 
measurement efforts. Application of the method results in a correlation expression 
which describes the relationship between the magnitude and occurrence of bypassing 
events relative to that of wave and longshore sand transport events. This relationship 
can then be used along with an assumed representative wave data to formulate 
bypassing data for use in predicting future shoreline change. 

Application of the method includes computing longshore transport conditions from 
offshore wave time series which correspond to the period for which sand bypassing data 
area available. Simplistically, the transport conditions may be computed with a 
longshore sand transport equation such as the CERC formula (Shore Protection Manual, 
1984). The general CERC formula can be expresses as 

_5 

Q=K H,2 sin28A 
(1) 

where Q is the longshore sand transport rate, Hh is the incipient breaking wave height, 
0b is the local breaking wave angle relative to shore normal and K is a calibration 
coefficient. Incipient breaking wave heights can be computed from the offshore wave 
data assuming the wave climate is linear and monochromatic and the offshore 
bathymetric contours are straight and parallel. A time series of longshore transport data 
can then be compiled to correspond to the period and frequency of the bypassing data. 
The resulting longshore sand transport time series can be calibrated with the coefficient, 
K, to produce average annual transport conditions equivalent to known quantities for 
the region. 

To determine the relationship between the transport and bypassing, the data are 
plotted and a best-fit expression is derived. This resulting expression implicitly 
describes the phasing and magnitude of bypassing relative to the offshore wave data. 
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Alternate Method, In instances where historical bypassing records are not 
available, an inlet sediment budget may be utilized along with the assumption that 
bypassing is proportionately related to the local longshore sand transport potential. 
Although this method does not strictly include the relationship between actual wave and 
bypassing data, it generally describes annual and seasonal variations in the wave climate 
and bypassing for modeling purposes. The technique simply describes bypassing as a 
fraction of longshore sand transport. 

Once the relationship between transport and bypassing is determined, the wave 
time series may be applied to the expression to develop a corresponding bypassing time 
series which represents future bypassing conditions. This technique was applied for a 
shoreline change investigation described below. 

Application 

The proposed method was applied during a shoreline change model study 
conducted for South Lake Worth Inlet in South Florida. The intent of model study was 
to simulate shoreline change along approximately 12,000 feet of shoreline immediately 
downdrift of the inlet for purposes of formulating a Federal Shore Protection Project for 
the Town of Ocean Ridge, Florida ("Palm" 1996). Analysis of historical shoreline 
change data, as well as the general morphology and littoral transport patterns, suggested 
that sand bypassing across the inlet, both mechanical and natural, strongly influenced 
the downdrift shoreline. The shoreline change model GENESIS, developed by Hanson 
(1987) and Hanson and Kraus (1989), was used for the investigation. GENESIS is a 
one-line shoreline change model which computes time-dependent shoreline change 
using a time series of input wave and sand bypassing conditions. Realizing the 
importance of sand bypassing to the study shoreline, both mechanical and natural sand 
bypassing which occur at the inlet were modeled as input to the updrift boundary 
condition. 

Background. South Lake Worth Inlet is located in southern Palm Beach County 
on the southeastern coast of Florida (Figure 1). The inlet was mechanically cut through 
the sandy barrier which separates the Atlantic Ocean and Lake Worth in 1927. The 
inlet is stabilized by two jetties; the north jetty extends about 122 meters farther 
seaward than the south jetty and is curved towards the southeast. In 1967, the inlet was 
modified to its current configuration in an attempt to improve its bypassing capacity and 
reduce interior shoaling. The regional net sand transport in the vicinity of the inlet is 
from north to south, with approximately eighty-five percent of the gross transport being 
southerly directed. 
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Figure 1: Location of South Lake Worth Inlet, Florida. 

Despite natural and mechanical sand bypassing, the inlet acts as a partial littoral 
barrier to the net southerly drift of sand along Florida's southeast coast. Sand which 
drifts towards the inlet from the north is intercepted by the inlet's north jetty or diverted 
to the inlet's ebb and flood tidal shoals. Sand intercepted by the inlet's north jetty is 
impounded either in the fillet along the northern shoreline or mechanically bypassed to 
the southern shoreline. Sand diverted to the ebb shoal is stored either in the shoal 
platform, transported to the flood shoal and sand trap, or naturally bypassed to the 
southern shoreline. It is estimated that approximately 18 percent of the net southerly 
drift is intercepted and lost to the inlet system, resulting in a net sediment deficit along 
the downdrift shoreline. The net southerly sand transport in the vicinity of the inlet may 
vary between 134,000 and 172,000 cubic meters per year. 

Sediment Budget. To quantify sand transport in the vicinity of South Lake Worth 
Inlet, Olsen Associates, Inc. (1990) developed a detailed nine-component sediment 
budget which quantitatively described sediment transport paths at South Lake Worth 
Inlet. The sediment transport components of the sediment budget are highlighted in 
Figure 2. Six of the nine sediment transport components of the sediment budget were 
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developed from available data. Using these values and the governing equations of the 
sediment budget, estimates of the natural bar bypassing and the net drift rate south of 
the inlet were calculated for a range of net littoral drift rates north of the inlet. 
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Figure 2: Sediment transport components for South Lake Worth Inlet, Florida. 

Data collected since the 1967 modifications suggest that approximately 45 percent 
of the southerly net drift is bypassed across the ebb tidal shoal and bypassing bar. An 
additional 35 percent of the net southerly drift is bypassed by the fixed sand transfer 
plant. 

Mechanical bypassing at the inlet is achieved with the inlet's sand transfer plant, 
which transports sand from the northern shoreline to a location between 60 and 150 
meters south of the inlet. The plant is located atop the north jetty and bypasses sand 
from the northern to southern shoreline at a typical rate of about 53,500 cubic meters 
per year. Natural sand bypassing occurs along the inlet's ebb tidal shoal and bypassing 
bar platform. The bypassing bar attaches to the southern shoreline about 600 to 900 
meters south of the inlet. 

Because approximately 80 percent of the net transport is bypassed across the inlet, 
it was essential that this input to the study shoreline be included in model simulations. 
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Therefore, both mechanical and natural sand bypassing data (which were assumed to 
represent future bypassing conditions) were developed with the method described 
herein. 

Mechanical Sand Bypassing Data. The relationship used to develop mechanical 
sand bypassing data representative of future conditions was determined from 
comparison of longshore sand transport data — computed from offshore wave hindcast 
data - and historical sand bypassing records. Mechanical bypassing records are 
available for the South Lake Worth Inlet sand transfer plant for the period from 1967 
to the present. The bypassing rates are compiled from operation records and measured 
bypassing rates at the plant. WIS hindcast data are available for the area offshore of 
South Lake Worth Inlet for the period from 1956 to 1995. A time series of longshore 
sand transport was computed using these WIS hindcast wave data. The period for 
which the two databases overlap and are most reliable is 1970 to 1990. Therefore, it 
is this twenty year period for which longshore sand transport and mechanical sand 
bypassing data were compared. 

The sand bypassing data were compared to both the net and southerly longshore 
transport components. This comparison revealed that mechanical bypassing is more 
closely correlated to the southerly transport component than the local net transport rate. 
(In fact, the mechanical sand bypassing plant operates only during periods of southerly 
directed transport.) The computed southerly transport data are plotted against the 
measured bypassing data in Figure 3. These data represent the twenty year period from 
1970 to 1990. Inspection of the figure suggests a general trend in the data, where the 
magnitude of bypassing is related to the magnitude of southerly directed sand transport. 
The best-fit curve is of the form: 

MB = aQb (2) 

where Q is the computed southerly transport rate from Eq. 1 (with K=\.0), MB is the 
reported mechanical bypassing rate, each in units of cubic meters per month, and a and 
b are coefficients. In this instance, the coefficients a and b were 29.0 and 0.54, 
respectively. 

To demonstrate the effectiveness of this expression to represent actual mechanical 
sand bypassing data, a 9-year time series of southerly sand transport was applied to the 
expression to create a predicted 9-year time series of mechanical bypassing. The actual 
and predicted bypassing data for this period are presented in Figure 4. It is noted that 
areas of disagreement between actual and predicted bypassing records (such as the 
predicted spike in the latter part of 1974) may result from operational limitations of the 
sand bypass plant. Nonetheless, the comparison suggests that the mechanical sand 
bypassing at the inlet is correlated reasonably well with the incident wave climate. 
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Figure 3: Correlation between actual mechanical sand bypassing (1967-1990) 
and computed southerly sand transport at South Lake Worth Inlet, 
Florida. 

Natural Sand Bypassing Data. A time series of natural sand bypassing related to 
the longshore sand transport time series was also required as input to the shoreline 
change model. Actual measurements of the quantity and occurrence of natural 
bypassing, however, are not available at most inlets, including South Lake Worth Inlet. 
Therefore, the inlet's sediment budget and the assumption that natural bypassing occurs 
only during periods of southerly directed transport were used to formulate a natural 
bypassing time series. That is, the "natural bypassing" time series was developed by 
assuming that north to south sand transport across the bypassing bar is proportionately 
correlated to the southerly longshore sand transport component. This assumption was 
based, in part, upon the comparison of computed southerly sand transport and recorded 
mechanical sand bypassing. The proportionality constant for natural bypassing (0.45) 
was determined from the inlet's sediment budget (Figure 2); i.e., 
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NB = 0.45 Q (3) 

where NB is the rate of natural bypassing and Q is computed southerly transport rate 
fromEq. 1 (withK=1.0). 

Shoreline Change Simulations. For purposes of predicting future shoreline 
change, a representative four year wave time series was developed for input to the 
GENESIS model. This time series was selected from the entire 38 year WIS hindcast 
time database as being most representative of average annual and seasonal variations 
in wave conditions offshore of the study site. Using this representative wave time 
series, corresponding mechanical and natural bypassing time series were computed 
using Eqs. 2 and 3, respectively. Both the wave and bypassing time series were used 
as input to the GENESIS for model simulations. 

Bypassing Locations. The locations along which bypassed sand is supplied to the 
shoreline were also considered in the shoreline change investigation. As noted above, 
the study shoreline is supplied with bypassed material along two general areas. The 
sand which is mechanically bypassed is supplied to the shoreline within 60 to 150 
meters south of the inlet. The sand which is bypassed naturally is supplied to the 
shoreline at the point where the natural bypassing bar attaches to the shoreline. This 
attachment point is some 600 to 900 meters south of the inlet. 

Consideration of the locations along which the sand is supplied to the study 
shoreline was necessary because the alongshore distribution of sand transport is 
characterized by extreme accelerations and decelerations due to the effects of the inlet's 
ebb tidal shoal and bypassing bar on the incident wave climate. Because of these 
variations, shoreline change is strongly influenced by the locations along which 
bypassed material is supplied to the shoreline. To accommodate this sensitivity, sand 
was added to the model at the locations representative of the mechanical sand bypass 
plant discharge points and the average location at which the natural bypassing bar 
attaches to the shoreline. 

As configured, the GENESIS model does not consider changes to the wave climate 
caused by such shallow features at South Lake Worth Inlet's ebb tidal shoal and 
bypassing bar. Because these changes to the wave climate are important to shoreline 
change and the movement of bypassed sand, a method was developed by Bodge, et.al. 
(1996) to consider the effects of nearshore bathymetric features on the wave climate. 
Briefly, the method computes the breaking waves conditions through a grid-based 
refraction analysis for wave conditions which are representative of the offshore time 
series. The breaking wave information is then "back-refracted" to a nearshore wave 
reference line which the GENESIS model is designed to accept.   This technique, 
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therefore, includes the variations in breaking wave conditions created by nearshore 
bathymetric features (such as ebb tidal shoals and bypassing bars) in the wave data 
input to the GENESIS model. This provides for more accurate representation of the 
local transport conditions in the areas were sand is supplied to the shoreline through 
bypassing. 

Comparison Bypass Model Comparison. To demonstrate the necessity of 
accurately representing the relationship between longshore sand transport and sand 
bypassing, two other representations of sand bypassing were developed. These include 
assuming that an annual equivalent volume of bypassing is supplied to the shoreline at 
a constant rate (uniform). The other assumes that an annual equivalent volume of 
bypass sand is supplied at the beginning of each year (plug). A graphical representation 
of these concepts is provided in Figure 5. 
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Figure 5: Concept of sand bypassing models. 

These two bypassing models along with the bypassing model proposed herein 
(time-varying)wevc used to develop bypassing data for comparative model simulations. 
The representative four year wave time series described above was used to develop the 
bypassing data. Each representation of bypassing supplies an equivalent volume of 
sand to the model domain over the simulation period. For verification purposes, where 
both initial and final measured shorelines are available, model simulations were 
conducted for the 18 year period between 1975 and 1993. The results of the three 
comparative simulations are shown in Figure 6. In the figure, it is clear that the time- 
varying bypassing model provides a more accurate representation of measured shoreline 
change. The uniform and slug bypassing models fall short of the time-varying model 
by producing a significant build of sand along the northernmost section of the study 
shoreline. This is due to sand being supplied to the shoreline during periods of inactive 
longshore transport; thus allowing a build up of material which is not transported away 
when transport becomes active. To more clearly demonstrate these results, the 
differences between measured and computed shorelines are provided in Figure 7. 
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Figure 6: GENESIS shoreline change results using three sand bypassing models. 
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Conclusions 

A method is proposed to relate mechanical and natural inlet sand bypassing to the 
incident wave climate and develop a time series of bypassing for use as input to 
shoreline change models. Data requirements for the method include coincident times 
series of (1) local wave climate and (2) sand bypassing are required. Application of the 
model indicates that the magnitude and phasing of sand bypassing events with respect 
to incident wave conditions should be considered when modeling shoreline change 
adjacent to tidal inlets where sand bypassing occurs. The proposed method was used 
to successfully simulate shoreline change for the downdrift shoreline of South Lake 
Worth Inlet, Florida. U.S.A. 
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CHAPTER 348 

AN APPROACH TO MODELING INLET AND BEACH EVOLUTION 

Mark B. Gravens1, A. M., ASCE 

Abstract 

Improved understanding of the physical processes controlling inlet and adjacent 
beach morphology is required to manage sand resources in the vicinity of tidal inlets and 
to reduce costs associated with structural rehabilitation, maintenance dredging of 
navigation channels, and mitigation of adverse impacts on adjacent shores. A 
quantitative modeling capability for estimating sediment fluxes, morphology evolution, 
and the interaction between the inlet and adjacent beaches is a goal of engineering 
research. This paper presents the initial phase of work aimed at developing empirical 
relationships between the physical processes and resulting inlet morphologic response, 
which are needed to formulate a modeling capability. First, the technical and 
computational requirements of the model are outlined. Then, a conceptual model of 
inlet sediment bypassing and a brief overview of a recently developed model (De Vriend 
et al. 1994) which appears to satisfy most of the model requirements is given. Finally, 
preliminary results of an empirical analysis of inlet ebb shoal geometric characteristics 
are presented. 

Introduction 

The presence of tidal inlets along a mainland or barrier island sandy shoreline 
represents a major morphological perturbation in the otherwise generally linear features 
(dune, berm, shoreline, longshore bar) that make up the coastal zone. The shoreface 
morphology at tidal inlets is a product of the changes in the physical forces that form the 
beachface. In the vicinity of tidal inlets, longshore currents generated by waves breaking 
at oblique angles to the shoreline interact with concentrated cross-shore currents that 
pass through the inlet gorge. Littoral sediments carried in the longshore current are 
swept into the inlet interior or are jetted offshore by the tidal currents. Over time, if the 

1 Research Hydraulic Engineer, U.S. Army Engineer Waterways Experiment Station, Coastal and 
Hydraulics Laboratory, 3909 Halls Ferry Rd., Vicksburg, MS, 39180-6199, USA. 
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inlet cross-section is stable, depositional shoal features will develop. Walton and Adams 
(1976), Marino and Mehta (1987), and others have shown that the ebb shoal tends 
toward an equilibrium volume which can be related to the tidal prism. If flood shoal 
volumes are also assumed to approach an equilibrium condition or a near constant 
growth rate, then it follows that under natural conditions, an inlet system could form and 
in time (10's to 100 years), reach a near-equilibrium condition, in which a large 
percentage of the littoral drift bypasses the inlet to downdrift shorelines. 

However, because navigable tidal inlets represent an important economic 
resource, many inlets have been stabilized with jetties or improved for navigation by 
dredging. Inlet stabilization by jetties has been shown to produce a seaward 
displacement of the ebb shoal (Kraus et al. 1994). Seaward movement of the ebb-tidal 
shoal can result in an increase in the volume of material comprising the shoal. Dean 
(1993) presented a conceptual model together with field examples that indicate that 
maintaining a channel through a tidal inlet that is deeper than the natural channel depth 
causes sediment to flow into the maintained channel, which comes at the expense of 
volumetric erosion of the beaches adjacent to the inlet. Consequently, engineering 
practices involving inlet stabilization by jetties and navigation channel dredging are 
increasingly cited for their role in the observed persistent erosion of adjacent shorelines. 

In the United States, federal responsibility for the design, operation, and 
maintenance of inlet stabilization structures and navigation channels lies with the U.S. 
Army Corps of Engineers. Improved sand management in the vicinity of tidal inlets will 
reduce costs associated with structural rehabilitation, maintenance dredging, and 
mitigation of adverse shoreline impacts. However, a better understanding of the physical 
processes controlling inlet morphology is required, including estimating sediment fluxes, 
morphology evolution, and the interaction between the inlet and adjacent beaches. A 
quantitative modeling capability can help improve our understanding of the interaction 
between an inlet system and its adjacent beaches. The model to be developed is 
intended to aid in the analysis and prediction of inlet adjacent shoreline evolution over 
mid- to long-term time scales (1 to 10's of years), and spatial scales up to 10's of 
kilometers. 

Model Requirements 

Goals and Development Philosophy. The primary goal of the research discussed 
in this paper is to develop a predictive methodology to estimate quantitatively the 
potential impacts of engineering activities on shorelines adjacent to modified or 
engineered inlet systems. The desired use of the numerical model is to predict shoreline 
response within the reach of shoreline influenced by the inlet in response to different 
engineering activities. An inlet-shoreline response model is recognized for its value in 
providing a quantitative basis for the comparison of alternatives. Procedures for 
application also will include guidance for producing an ensemble of solutions based on 
Monte Carlo-type simulations produced from a combination of plausible input 
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conditions. The ensemble of solutions then may be examined to determine the range 
and the frequency of the outcomes within that solution set. Because this model is being 
designed for use by practicing coastal engineers, model development is being undertaken 
with the expressed intent of capturing the evolutionary trends of the shoreline and 
maximizing range of applicability. This development philosophy stems from the 
observation that models the engineer is most likely to use are those which he or she can 
understand and defend, and those which require minimum adjustment of calibration 
parameters. Traditional approaches to coastal engineering design are expected to 
become more reliable with the addition of objective and quantitative estimates of an 
inlet's total littoral impact, which will be provided by the numerical model. 

Prediction Requirements. Inlets impact adjacent shores primarily by their action 
as a sediment sink; therefore, a fundamental requirement of the model is the capability 
to predict whether and to what degree an action will change the net volume of sand lost 
(trapped against stabilization structures or otherwise stored in inlet associated shoal 
features) from the adjacent shorelines. A related requirement is the need to predict the 
distribution of that sand deficit along the adjacent beaches. Furthermore, regulatory 
agencies asking for a prediction of project performance resulting from both natural and 
engineered site changes leads to the requirement for model prediction of, for example, 
sea-level rise, extended mechanical failure of bypassing equipment, and/or planned or 
unexpected delays in renourishing a project or performing routine maintenance dredging 
of a navigation channel. The parameter of primary interest in many situations and 
therefore required from the model predictions is the shoreline location. For other 
situations the profile geometry is also of keen interest and less frequently sediment 
volume in various locations around the inlet-adjacent beach system are required. Table 
1 provides a list of specific model requirements. Predictions are required for engineering 
time scales (1 to 10's of years) and spatial scales corresponding with the total longshore 
extent of the inlet's impact (up to 10's of kilometers). 

Physical Processes. Conceptually, inlets impact adjacent shorelines in two 
fundamental ways. One impact is the inlet channel as a sediment sink which results in 
a net loss of sediment from the adjacent beach systems. The second impact is the 
altering of wave and current patterns, which results in a change in sediment transport 
patterns. Therefore, the physical processes responsible for these fundamental functions 
of an inlet system must be captured in the numerical model at some appropriate level. 
The physical processes important to determining an inlet's overall impact to the littoral 
system are those which result in net sediment impoundment, jetty leakage, channel 
shoaling, and shoal formation. Sediment conservation requires that the net volumetric 
impact to the adjacent shorelines equal the net volume of sediment lost to the inlet. To 
be useful (to estimate the inlet's impact on adjacent shores), the model must compute 
the rate at which sediment is delivered to the inlet, the rate at which sediment is moved 
through the inlet (along its axis), and the rate at which sediment is transported across, 
around and away from the inlet. These quantities will enable estimation of that fraction 
of the littoral drift which bypasses the inlet from that which is trapped within 
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Table 1. Model Requirements 

Model Requirement Comments 

Foreshore slope changes 

Sediment point/line 
source and sink 
capabilities 

Structure specification 

Wave transformation and 
the possibility of multiple 
wave breaker lines 

Hindcast capability 

Forecast capability 

Scoping mode / design 
mode applications 

Input data requirements 

Compatible with 
sediment budget 
methodology 

Beach profile slopes at stabilized tidal inlets are 
typically steeper updrift of the inlet and milder 
downdrift of the inlet as compared to beach profiles 
not influenced by inlet system. 

To effectively evaluate many typical engineering 
activities (e.g., sand bypassing, beach nourishment), 
the capability to model point and/or line sediment 
sources and sinks is required. 

To evaluate the influence of modifying inlet 
stabilization structures, the model must be sensitive to 
user-specified characteristics of the structures (e.g., 
length, orientation and configuration, permeability, 
weir sections, elevation, etc.). 

Wave transformation, including shoaling, refraction, 
diffraction and the possibility of multiple wave 
breaker lines with differing breaker characteristics, is 
required to capture the influence of the ebb shoal 
feature on the incident wave climate. 

To demonstrate reasonability in predictions, the 
model must be able to simulate pre-project adjacent 
beach evolution. 

To be useful in evaluating the relative merits of 
competing design alternatives, the model must be able 
to provide mid- to long-term (1 to 10's of years) 
existing- condition forecasts as well as with-project 
forecasts. 

To quickly and efficiently provide estimates of the 
impact of preliminary design considerations, as well 
as to provide detailed estimates of refined design 
alternatives, the model is required to have the 
capability of being operated with differing levels of 
sophistication and data requirements. 

Data required to operate the model must be consistent 
with typically available data and/or data which can be 
reasonably collected. 

Model input and output should be compatible with 
classical sediment budget methodologies (e.g., 
sediment budget information can be input to the 
model and model outputs can be integrated back into 
the sediment budget). 
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the inlet or is otherwise lost to the littoral system. How the net volumetric impact of the 
inlet is distributed along the adjacent shores is determined by hydrodynamic and 
sediment transport processes which exist away from the inlet. In short, modeling 
sediment movement in the vicinity of inlets ultimately involves essentially all of the most 
complicated processes of coastal sediment transport. 

Target Inlet Type and Behavior. In nature, inlet systems vary widely in their 
characteristics and behaviors, and it is doubtful that one model or even one modeling 
approach would be equally applicable to all inlet systems. It is expected that the 
developed model will not be able to adequately predict all inlet behaviors and, therefore, 
will be more applicable to certain types of inlets than to others. Consequently, it is 
essential that the target inlet type and behavior are clearly defined. The inlet systems for 
which the model is being developed may be characterized as being relatively stable, 
often the result of stabilization structures for the purpose of providing safe navigation. 
The system is viewed as being in a state of dynamic equilibrium, meaning that the inlet 
system responds to seasonal variations in the wave and water level climate as well as to 
storm events. However, it is assumed that these responses are short-term or seasonal 
variations imposed upon an underlying state of equilibrium and do not have a 
destabilizing effect on the inlet system nor do they significantly alter the underlying 
equilibrium state. Engineering activities, on the other hand, can both temporarily 
displace the system from its equilibrium condition (e.g., sand mining from the ebb shoal) 
and in some cases change the inlet's equilibrium state (e.g., by changing the tidal prism). 
In either case, the inlet system will evolve toward either its old or new equilibrium state 
with impacts ultimately occurring on the adjacent beaches. Natural sediment bypassing 
is assumed to be a semi-continuous process, and the possibility of random or periodic 
bar welding on downdrift shorelines is excluded. The model will not allow the inlet to 
migrate as many natural inlet systems do. Furthermore, because sediment transport 
along the outer ebb delta is computed as a function of the incident wave energy the 
model will be more applicable to wave dominated and mixed-energy inlets than it will 
to tide dominated inlets. 

Conceptual Model of Inlet Sediment Bypassing 

Inlet sediment bypassing is the process by which littoral material delivered to the 
inlet from the updrift beach makes its way across the inlet system and is integrated into 
the littoral material on the downdrift beach. In a series of papers (Bruun and Gerritsen 
1959, Bruun 1967, and Bruun 1978), a model has been presented that describes two 
possible pathways for inlet sediment bypassing by natural action: 1) bypassing on an 
offshore bar, and 2) bypassing by tidal flow action. In bar bypassing, littoral material 
that is delivered to the inlet from the updrift shorelines is transported along a submerged 
bar in front of the inlet system and delivered to the downdrift shoreline. In tidal flow 
bypassing littoral material is pulled through the inlet by flood currents and then 
discharged out of the inlet by ebb currents in the downdrift direction. Though sediment 
may cycle several times through the inlet, it is ultimately bypassed to the downdrift 
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shoreline. Bruun indicated that in most cases a combination of both of these 
mechanisms for natural bypassing is active but that the dominant process could be 
identified by examining the ratio of the tidal prism over the total littoral drift. 

FitzGerald (1988) presented three conceptual models to explain inlet sediment 
bypassing along mixed energy coasts. These models are categorized according to the 
stability of the inlet throat and movement of the main ebb channel. These are: 1) inlet 
migration and spit breaching, 2) stable inlet processes, and 3) ebb-tidal delta breaching. 
In the first model, the entire inlet migrates downcoast leaving a trailing spit extending 
from the updrift barrier. The resulting elongation of the inlet channel becomes 
hydraulically inefficient for tidal flow between the ocean and the bay. Ultimately the spit 
is breached during a storm and the new channel which provides a shorter route for tidal 
exchange will normally remain open while the less efficient old inlet channel closes. In 
the second model, the inlet throat position and the main ebb channel do not migrate. 
Sand bypassing at these inlets occurs through the formation, landward migration and 
welding of large bar complexes to the downdrift shoreline. In the third model, the 
location of the inlet throat is stable, but the main ebb channel migrates. The dominant 
direction of longshore sediment transport causes a preferential accumulation of sand on 
the updrift side of the ebb-tidal delta which results in a deflection of the main ebb 
channel. Similar to the first model, the migration of the ebb channel ultimately results 
in a hydraulically inefficient channel and a new channel breaches through an updrift 
spillover lobe channel. Ebb-tidal delta breaching results in the bypassing of a large 
portion of the ebb delta sand bodies. Some of this sand fills the abandoned channel 
while the rest forms a large bar complex that ultimately migrates onshore and attaches 
to the downdrift shoreline. FitzGerald summarized by indicating that during the history 
of a particular inlet, all three bypassing processes may dominate at one time or another. 
He also states that Bruun and Gerritsen's (1959) bar-bypassing mechanism (the 
movement of sand around an inlet by wave action along the terminal lobe of the ebb- 
tidal shoal) is an active but secondary process at most mixed-energy tidal inlet systems. 

For the target inlet type and behavior described previously we believe that the 
bypassing models of Bruun and Gerritsen (1959) are more applicable than those of 
FitzGerald (1988). From a long-term (10's of years) perspective the net effect of 
FitzGerald's bypassing models could be idealized as a sediment drift along the outer 
edge or crest of the ebb delta from the updrift to the downdrift island. However, for 
shorter time periods (up to 10 years) which are of interest to us, FitzGerald's models are 
not compatible with the approach we have adopted. For the development of a 
computational model for inlet adjacent beach evolution the mid- to long-term (1 to 10's 
of years), net transport patterns near the inlet are idealized as shown in Figure 1. This 
idealization is a substantial simplification of the real situation, but it is consistent with 
typically available data, the level of schematization envisioned for the computational 
model and our capability to estimate details of sand transport at tidal inlets. 
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Figure 1. Conceptual model of inlet sediment bypassing. 

Computational Approach 

The computational approach selected for development of the inlet and adjacent 
beach evolution model falls into the class of models described by Kraus (1989) as multi- 
contour line models. This class of model was selected because the capabilities and 
characteristics of the model best satisfied the needs identified in a requirements analysis 
for inlet adjacent beach evolution modeling (Truitt and Bodge 1995). The initial 
development of a morphological behavior model for the outer delta of mixed-energy 
tidal inlets (De Vriend et al. 1994) tends to confirm that the selected computational 
approach has some merit and the interest of researchers. In the outer delta model, the 
two-line model concept of Bakker (1968) is extended to a situation where the coast is 
interrupted by a tidal inlet. The behavior of adjacent island coasts are modeled directly 
utilizing a two-line modeling approach (evolution of a beach line and a foreshore line); 
at the inlet, the beach line is discontinued because there is no subaerial beach profile at 
this location. The foreshore or inshore line, however, protrudes seaward at the location 
of the inlet, thereby representing the inlet delta or ebb shoal. Based on empirical 
relationships for the equilibrium state of the ebb shoal, the protrusion distance and 
geometric configuration of the ebb shoal are determined. The inlet-adjacent beach 
system and its evolution are described by: 1) computed wave-driven sediment fluxes 
along the adjacent island coasts and along the seaward edge of the ebb shoal, 2) 
specified net sediment fluxes through the inlet channel, and 3) the requirement for 
sediment continuity at six locations. 
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The outer delta model includes consideration of sediment fluxes through the 
main ebb channel as well as sediment fluxes through flood channels located near the 
beaches adjacent to the inlet. Sediment flux through the flood channels is fed by both 
the beach line and the inshore line. The equilibrium state of the delta (volume, seaward 
protrusion) is described using empirical relationships. A sediment balance is maintained 
throughout the evolution, and the sediment demand or supply by the basin is taken into 
account as an input parameter. The model output consists of the cross-shore positions 
of the beach line and the inshore line as a function of time and the longshore coordinate. 
It is noted, however, that the model developers (De Vriend et al. 1994) caution that the 
model results should be interpreted at a higher aggregation level (e.g., the trend of 
predicted change should be given more weight than the predicted magnitude of change). 
For more details on the outer delta model and its validation the reader is referred to the 
Master's thesis of Bilse (1993). 

Empirical Analysis 

Goals. To refine and expand on the initial model developed by De Vriend et al. 
(1994), a focused empirical analysis and parameterization of inlet geometry and 
processes has been undertaken. The goal of this research is to characterize the volume, 
geometric shape, and general location of the ebb shoal based on estimable quantities 
such as tidal prism, magnitude of net and gross longshore sand transport rates, and tidal 
range. U.S. inlets with rich temporal and spatial historical data sets are being analyzed. 
Specific analysis to be conducted include: 1) confirmation of the ebb shoal volume tidal 
prism relationship proposed by Walton and Adams (1976), 2) investigate the shoal 
volume to shoal protrusion relationship assumed by De Vriend et al. (1994), 3) the 
correlation, between the ebb shoal aspect ratio (longshore extent/cross-shore extent) and 
the tidal prism and/or net or gross longshore sand transport rates, 4) the relative stability 
of updrift and downdrift shoreline offsets, and 5) the correlation, between ebb shoal 
skewness (offset between ebb shoal centroid and inlet throat at jetty tips) and net and 
gross longshore sand transport rates. 

Status. At present this analysis has included the geometric analysis of four tidal 
inlets along the eastern US Atlantic coast. The four inlets are: 1) Ocean City Inlet located 
in Ocean City, Maryland, 2) Barnegat Inlet located in central New Jersey, 3) Moriches 
Inlet located between Fire Island and Westhampton Beach on Long Island, New York, 
and 4) Shinnecock Inlet located between Tiana Beach and Southhampton Beach on 
Long Island, New York. The analysis has not progressed to the point where new or 
refined empirical relationships can be proposed, but procedures for the geometric 
analyses of ebb tidal shoals have been developed, and their application to the four inlet 
systems will be discussed in the remainder of this paper. (We plan to extend this 
geometric analysis to a number of other inlet systems in the future at which time a 
database of the physical driving forces will be integrated for the development of new or 
updated empirical relationships.) 
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Methods. The bathymetry data were obtained by three methods, standard 
hydrographic surveys using a vessel mounted fathometer, sea-sled beach profile surveys, 
and airborne LIDAR (Light Detection And Eanging) surveys obtained using the 
helicopter based SHOALS (Scanning Hydrographic Operational Airborne Lidar Survey) 
system. In all cases some combination of these survey methods were used to obtain the 
complete bathymetric coverage data sets. The procedure begins by developing a digital 
terrain model (DTM) using the original bathymetric data as input. Contours were then 
generated with reference to the National Geodedic Vertical Datum (NGVD). A polygon 
was then drawn around the ebb shoal. Typically, the offshore boundary of the polygon 
followed along the 10- to 11-m NGVD contour (the landward most contour that does 
not protrude seaward at the ebb shoal). The landward boundary followed along the 0-m 
NGVD contour. The lateral boundaries were selected at an alongshore location 
corresponding to where the contours began to protrude seaward around the shoal. A 
least-squares best-fit line was computed for contours at 1-m intervals outside the ebb 
shoal polygon. These computed best-fit contours on either side of the ebb shoal 
polygon were joined and then smoothed using the cubic B-spline method. The "no ebb 
shoal" bathymetry was estimated by digitizing the smoothed best-fit contours and then 
generating a DTM of the result. The next step involved taking the difference between 
the idealized "no ebb shoal" DTM and the original bathymetry DTM within the ebb 
shoal polygon. The result of this differencing operation is a DTM that we will refer to 
as the "residual" ebb shoal topography. This terminology describes the morphological 
residual of the formation of the ebb-tidal shoal; topography is used because the residual 
is described in terms of positive elevations and no longer represents a bathymetry. The 
residual ebb shoal topography was used to estimate the volume and geometric 
configuration of the ebb shoal. Figure 2 provides plots of the ebb shoal bathymetry, the 
idealized no ebb shoal bathymetry, and the residual ebb shoal topography for each of 
the four inlet systems examined. This procedure is similar to that used by Dean and 
Walton (1973) but employs modern terrain modeling software which, to some extent, 
reduces the subjectivity of the analysis. 

Results. Figures 3-6 are contour plots of the residual ebb shoal topography with 
the extracted geometric characteristics indicated for Barnegat, Ocean City, Shinnecock, 
and Moriches inlets, respectively. Shown in the figures are the 1-, 3-, and 5-m contours 
of the residual ebb shoal topography with their alongshore and offshore dimensions. 
Also indicated is the location of the centroid of the residual ebb shoal topography with 
respect to the inlet throat at the tips of the inlet jetties. Without examination of the site- 
specific physical driving forces (e.g., tidal prism, tide range, wave energy, net and gross 
longshore sand transport rates etc.), we are unable at this time to draw conclusions or 
explain the differences in the geometric configuration of these four inlet systems. 

Conclusion 

This paper documents the initial phase of work that has been undertaken to 
develop a needed modeling capability in the vicinity of tidal inlets. The requirements 
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Figure 2. Plots of ebb shoal at Barnegat (I), Ocean City (II), Shinnecock (III), and 
Moriches (IV) inlets, (a) ebb shoal bathymetry, (b) idealized no ebb shoal bathymetry, 
and (c) residual ebb shoal topography. 
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Residual   ebb   shoal   topography 

7, 300, 000   cu   m 

Figure 3. Barnegat Inlet residual ebb shoal topography and geometric attributes. 
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Figure 4.  Ocean City Inlet residual ebb shoal topography and geometric attributes. 
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Figure 5. Shinnecock Inlet residual ebb shoal topography and geometric attributes. 

Moriches Inlet 
Residual ebb shoal topography 

Figure 6.  Moriches Inlet residual ebb shoal topography and geometric attributes. 
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of the numerical model from a philosophical and practical standpoint were documented. 
The characteristics of the inlet system for which the tool is expected to be applicable 
were identified. A conceptual model of inlet sediment bypassing consistent with the 
envisioned computational model and sediment budget methodology was presented. A 
recently proposed computational approach to modeling the behavior of inlet and 
adjacent beach systems that appears to satisfy many of the model requirements defined 
herein and, which we plan to extend through this research, was briefly reviewed. 
Procedures for characterizing the geometry of an inlet system were presented together 
with the application of those procedures to four inlet systems located along the central 
U.S. Atlantic coast. 
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CHAPTER 349 

Hydrodynamics of a bar in a flood channel - the Westerschelde estuary 

Claire Jeuken1 

Abstract 

Several long-term current meter observations (30 days) over a complex flood 
shield, i.e. an estuarine bar, display major temporal and spatial variations in current 
asymmetry. The variations in current asymmetry indicate the presence of small-scale 
circulations of sediment that are induced by smaller channels that penetrate the bar. 
The current meter observations and depth-averaged current patterns obtained with 
an ADCP revealed processes of advective flow acceleration and deceleration, as well 
as flow convergence and divergence, over the bars in the small channels. 

Introduction 

Estuaries are important coastal systems, providing natural navigation channels 
as well as habitats for marine flora and fauna, and recreational space. The 
Westerschelde forms the seaward, marine part (length 60 km) of the Schelde estuary 
(total length 160 km) and has a well-developed system of channels and intertidal 
shoals (Fig. la). The meandering ebb channels form the main navigation channel for 
ocean shipping to the harbours of Antwerpen and Gent. The shorter, straight flood 
channels are only suitable for small ships as the landward channel-margin of the 
flood channels is marked by a shallow extensive bar. Moreover, the bars in the flood 
channels display a complex topography due the presence of migrating connecting 
channels, the smaller channels that penetrate the bar and connect the main ebb and 
flood channel. To maintain the shipping lane dredging is carried out at the deeper 
bars in the main ebb channels. At present approximately 8* 106 m3 of sediment is 
dredged annually. A further deepening of the bars, to enable the passage of larger 
ships, is planned for the near future. A better understanding of the morphodynamics 
of channels and shoals and the processes over bars in tidal channels in particular, is 
important for the management of the estuarine system and for determining the 
optimal dredging strategies. Recent developments in understanding the 
morphodynamics of channels and shoals have resulted in the formulation of different 
types of models (De Vriend (1996), De Vriend and Ribberink (1996)). Bars in tidal 
channels are however still understudied (Dalrymple and Rhodes, 1995 for a review). 

1 Institute for Marine and Atmospheric Research, Utrecht University, Department of 
Physical Geography, PO box 80.115, 3508 TC, Utrecht, The Netherlands, 
c/o Ministry of Transport and Public Works, Directorate Zealand PO box 5014, 
4330 KA Middelburg, The Netherlands. 
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This paper discusses the hydrodynamics of a complex bar at the end of a main 
flood channel, based on field observations. Flow computations with a ID-network 
model indicate that this bar largely determines the distribution of tidal flow between 
the main ebb and flood channels during the periods of maximum flow (Jeuken, 
submitted). Objective of this study is to identify spatial and temporal variations of 
the tidal flow that are important for bar morphology and sediment transport patterns 
over the bar. Herein two aspects of tidal flow are considered: 1) Spatial velocity 
gradients and 2) differences between the velocity during ebb and flood, often 
referred to as current asymmetry. Spatial velocity gradients largely control processes 
of erosion and sedimentation. In literature tidal current asymmetry is often used as 
a first indicator for the direction of net sediment transport (e.g. Aubrey, 1986; 
Dronkers, 1986; Friederichs and Aubrey, 1988; Van de Kreeke and Robaczewska, 
1993; Lessa and Masselink, 1995). In most studies current asymmetry is based on 
the amplitude of velocity components, often derived from a harmonic analysis of the 
velocity record. In this study a different approach is used to quantify variations in 
current asymmetry. 

>W\ilL-^ 

Figure 1 Location and channel configuration in the study area, a) the 
Westerschelde, b) the main study area. FC= main flood channel, 
EC=main ebb channel, c#=connecting channel (#=number), B= bar in 
main channel, b= bar in connecting channel. 
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The study area 

An overview of the general hydraulic and morphologic evolution of the Schelde 
estuary is given by Van den Berg et.al. (in press). The main characteristics are 
described in this section. The Schelde is a tide-dominated meso-tidal estuary. The 
vertical tide displays a general asymmetry characterized by a faster rise than fall. 
This asymmetry increases in landward direction. In addition the vertical tide shows 
a pronounced neap-spring tidal variation as do the surface gradients and tidal 
currents. Maximum depth-averaged current velocities are in the order of l-1.5m/s. 

The larger channels in the Westerschelde display a regular returning pattern 
consisting of a meander-shaped ebb channel and a straight flood channel, separated 
by shoals (Fig. lb). The shoals are bisected by smaller channels. These so called 
connecting channels form connections between the main ebb and flood channel and 
owe their existence to water level differences between the channels. Most connecting 
channels occur in the area of the bar in the main flood channel and tend to display 
a cyclic behaviour on the timescale of one to several decades. The shallow bar in 
the main flood channel is marked by various connecting channels, that originated 
and developed from 1986/1987. The small bars in the connecting channels are 
superimposed on the large bar in the main flood channel. The connecting channels 
C3 and C4 together reflect the morphologic characteristics of the main ebb and flood 
channel with respect to channel alignment and location and depth of the bars. At 
present (September 1996) channel C3 is rapidly degenerating. A new connecting 
channel has formed north of connecting channel C4. 

Field observations 

'Flachsee' impeller-type current meters were deployed at several locations during 
five measurement campaigns between April 1994 and February 1996 (Fig. 2). The 
current meters registered current velocity and direction for periods of thirty days 
with a sampling interval of ten minutes and a sampling period of one minute. At 
each location two current meters were deployed at the same measurement height, for 
validation purposes. A comparison of the double current meter deployments revealed 
an average difference in speed of about five percent, whereas the average difference 
in current direction approximated three degrees. 

Detailed observations of the flow response over the small bars in two connecting 
channels were obtained in the summer of 1995 with a ship-borne, broad-banded two 
pulse Acoustic Doppler Current Profiler (ADCP). Measurements were carried out 
along a straight transect, oriented parallel to the general alignment of each channel, 
for a period of thirteen hours (Fig. 2b). The measurements along transect 1 were 
carried out during mean tide in June 1995. The measurements along transect 2 were 
obtained during spring tide in August 1995. The settings and instrumental accuracy 
of the ADCP during the two surveys are summarized in Table 1. 

Table 1 System configuration of the ADCP during the two surveys 

Transect 
Acoustic frequency (kHz) 
Pings per ensemble 
Horizontal sampling interval (m) 
Vertical bin size (m) 
Depth range (m) 
Velocity precision (m/s) 
Compass precision (°) 

1 2 
600 600 
5 20 
10-15 40-50 
0.5 0.5 
2.74-20 2.85-20 
0.06 0.03 
1 1 
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#    current meter number Juni199B 

. 5m dspth contour a     April 1994 August 199B 

#  _ ADCP transect Y     November 1994 • February 1996 

Figure 2    Locations of measurements, a) measurements in 1994 b) measurements 
in 1995 and 1996. For location of the bar see inset in Figure lb. 



THE WESTERSCHELDE ESTUARY 4495 

Data-analysis 

The current meter data were used to quantify temporal and spatial variations in 
current asymmetry and to characterize the current patterns over the small bars in the 
connecting channels. Prior to further analysis, the noise in the velocity data was 
reduced by applying a low-pass smoothing filter to the North-South and East-West 
velocity components. 

The relative height of the current meters changed with time as a result of the 
large tidal range (3.3-4.75m) and the small water depths (5-13m). This variation in 
measurement height inhibit a comparison of measured ebb and flood velocities. 
Therefore measured current velocities (not direction) were converted to depth- 
averaged values, by assuming the logarithmic velocity profile of steady and uniform 
flow and an averaged roughness length based on bedform dimensions (zo=0.033ks, 
ks=0.4m). In areas of major advective flow acceleration and deceleration this results 
in under-estimated (flow deceleration) and over-estimated (accelerating flow) depth- 
averaged velocities. These effects were not taken into account. The obtained time- 
series of the depth-averaged velocity vectors were then used to compute significant 
current vectors for each ebb and flood period. The significant velocity is defined as 
the mean of the 1/3 highest current velocities and represents the conditions near 
maximum flow over a period of about two hours. For each current meter location 
relationships between significant velocity (ebb and flood) and observed tidal range 
were determined by applying a linear regression analysis. The linear relationships 
were then used to compute significant ebb and flood velocities during mean, neap 
and spring tide. This was done by substituting the tidal range for neap, mean and 
spring tide in the linear relationships. Current asymmetry was then defined as the 
natural logarithm of the ratio of significant ebb velocity over significant flood 
velocity. A positive current asymmetry indicates ebb-dominated flow. A negative 
asymmetry indicates flood-dominated flow. The advantage of the significant velocity 
is, that it gives a better weighting of the tidal variation of current velocities than the 
often used maximum velocity. 

The ADCP observations were used to determine variations in the depth-averaged 
flow patterns over the small bars in the connecting channels. Prior to further analysis 
the noise in the ADCP data was reduced by applying a low-pass, infinite impulse 
response filter to the North-South and East-West velocity components (Stanley et.al. 
1984). 

The computation of depth-averaged velocities implies extrapolation of the 
velocity profiles towards bottom and water surface. Extrapolation of the velocity 
profile was done by fitting a series of three shapefunctions through the data using 
a least squares method. This method has been derived from the shapefunction 
approach described by Zitman (1992) and has been previously applied by Van de 
Meene (1994). As winds were low during the ADCP measurements, the contribution 
of wind stress to the current velocity was neglected. Then the vertical velocity 
profile in North-South and East-West direction can be expressed as (Zitman, 1992): 

«(o = ET., p
k • /*«> 0) 

where fk is the series of shapefunctions, C, is the dimensionless vertical coordinate 
and m is the number of shapefunctions (m=3 in the present analysis). The weights 
F,j are the unknowns to be determined using the measured velocity profile u(Q. 
Figure 3 shows the applied shapefunctions together with an example of a curve 
fitted through observations. The shapefunction approach was used only as a 
statistical, curve-fitting tool, essentially to compute the depth-averaged current 
vectors in an objective way. The advantage of this approach is that it is possible to 
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describe velocity profiles that deviate from e.g. a parabolic profile. 
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Figure 3    Shapefunction approach, a) the three shapefunctions used in the analysis, 
b) comparison of measured velocity components (•) and fit (-). 

Variations of current asymmetry over the bar in the main flood channel 

Figure 4 shows spatial patterns of current asymmetry over the bar in the main 
flood channel for mean, neap and spring tide. The spatial variation of current 
asymmetry in Figure 4a is related to the presence and morphology of the connecting 
channels. In the connecting ebb channel and at the landward side of the bar in the 
connecting flood channel current asymmetry ranges between 0 and 0.11, indicating 
that ebb velocities exceed flood velocities by about 0 to 12 percent. In the 
connecting flood channels and at the seaward side of the bar in the connecting ebb 
channel, negative current asymmetries of -0.12 to -0.31 occur, indicating flood- 
dominated flow. In these areas flood velocities are 12 to 40 percent stronger than 
the ebb velocities. The bars in the connecting channels form the transition zones 
between ebb-dominated and flood-dominated flow. Current asymmetry changes with 
tidal range (Fig.4b). In the connecting ebb channel and at the landward side of the 
bar in the connecting flood channel, current asymmetry decreases with 6 to 25 
percent when tidal range increases from 3.3 to 4.75m. At some locations in the 
connecting ebb channel tidal flow becomes even slightly flood-dominated during 
spring tide (locations 15, 20, 21 and 22 in Fig. 2). In the connecting flood channels 
and at the seaward side of the bar in the connecting ebb channel current asymmetry 
increases with 10 to 34 percent with increasing tidal range. 

The spatial variation in current asymmetry indicates small-scale circulations of 
net sediment transport over the bar in the main flood channel, that are induced by 
connecting ebb and flood channels (Fig. 5a). This means net ebb transports in the 
ebb channel and net flood transports in the flood channel. The circulations confirm 
the concept of mutually evasive ebb and flood channels of Van Veen (1950), who 
identified the presence of ebb-dominated and flood-dominated channels on the basis 
of net water transports and the location of the bars in tidal channels. The changes 
in current asymmetry with tidal range, has two important implications for the small- 
scale circulations (Fig. 5b): 1) The intensity of the circulation is not constant in time 
and 2) the circulation is not closed. The changes in current asymmetry over the 
neap-spring tidal cycle indicate that the magnitude of net sediment transport, the 
intensity, 
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7.5m depth contour 

5m depth contour 

=¥. spring tide 

_».  neap tide 

Fig. 5 Implications of the variations in current asymmetry for the patterns of net 
sediment transport, a) Small-scale circulations, b) the relative magnitude of 
net sediment transports during neap and spring tide 

changes with tidal range. The decrease in current asymmetry in the ebb channel with 
increasing tidal range indicates larger net ebb transports in the ebb channel during 
neap tide than during spring tide. The increase of current asymmetry in the flood 
channel indicates smaller net flood transports during neap tide than during spring 
tide. This difference between ebb and flood channel means that the circulation is not 
closed. A net flood-dominated component that increases with tidal range is likely as 
the flood-dominated current asymmetry is larger than the ebb-dominated current 
asymmetry. Moreover the morphology of the bar is dominated by connecting flood 
channels. Computed sediment transports (not shown), based on the current 
observations, confirm the above inferred spatial and temporal variations in net 
sediment transport. 

Flow response over the bars in two connecting channels 

Figure 6 and 7 summarize the flow characteristics over the bar in the connecting 
ebb channel during mean tidal conditions. Figure 6 shows the pattern of significant 
current vectors in June 1995. Figure 7 displays the pattern of depth-averaged along- 
transect and cross-transect velocities during accelerating, maximum and decelerating 
tidal flow. During ebb the pattern of significant current vectors displays an ebb flow 
flowing around the bar (Fig. 6a). At the upstream side of the bar the ebb flow 
diverges and shows minor flow decelerations towards the bar of about 7 percent 
(0.08m/s). Significant current directions at location 20 and 22 differ by twenty 
degrees (see Fig. 2b for locations). At the downstream side of the bar the ebb flow 
converges and strongly decelerates with about 25 percent (0.25m/s). The ADCP 
observations confirm the patterns of flow deceleration (Fig. 7). The depth-averaged 
velocity pattern shows an instantaneous drop in current velocity as soon as the ebb 
flow passes the top of the bar. The depth-averaged velocity reduces with 28 percent 
(0.3m/s) on average. The flow reduction tends to increase with time and decreasing 
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water level. In addition the ADCP observations show a tendency towards small flow 
acceleration just before the top of the bar during maximum and decelerating ebb 
flow. The small cross-channel velocity component, both during ebb and flood, 
indicates tidal flow approximately parallel to the ADCP-transect (with 5°). Thus the 
ebb flow diverges and decelerates towards the bar, slightly accelerates near the top 
of the bar and converges and strongly decelerates after passing the top of the bar. 
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Fig. 6 Mean significant current vectors over the bar in the connecting ebb channel 
during mean tide in June 1995. a) ebb, b) flood. 

The flood displays a small tendency towards flow around the bar (Fig. 6b). The 
pattern of significant current vectors shows flow divergence at the upstream 
(seaward) side of the bar that is accompanied by an increase in current velocities of 
about 14 percent (0.13m/s). At the downstream side of the bar the current vectors 
are aligned more or less parallel and only minor velocity gradients are observed. The 
ADCP observations also display flow acceleration at the upstream side of the bar 
(Fig.7). Depth-averaged velocities increase with about 10 percent (O.lm/s). At the 
downstream side, between 500 and 1200 meters, reductions in current velocity of 
about 10 percent (O.lm/s) are observed. Thus the flood flow slightly diverges and 
accelerates and decelerates over the bar. 

The characteristics of the flow pattern over the bar in the connecting flood 
channel during spring tide, measured in August 1995 and February 1996, are 
summarized in Figures 8 and 9. During ebb the significant current pattern displays 
flow deceleration over the bar (Fig 8a). At the downstream side of the bar current 
velocities are 15 to 30 percent smaller than near the top of the bar (location 36, Fig. 
2b). The gradual change in current direction between locations 37 and 38 of fourteen 
degrees, indicates a tendency towards flow convergence. The ADCP observations 
(Fig.9) reveal deflection of the ebb flow at the upstream side of the bar, where the 
current vectors are inclined towards the ADCP-transect by 15-25 degrees (not 
shown). Despite this current deflection a major velocity gradient over the bar can 
be identified. On average current velocities at the top of the bar exceed currents at 
the upstream and downstream side of the bar by 30 percent (0.4-0.5m/s). These large 
velocity differences indicate flow acceleration at the upstream side of the bar and 
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Figure 7 Depth-averaged along-transect and cross-transect velocity over the bar in 
the connecting ebb channel during ebb and flood on 29 June 1995. Ebb 
is negative, flood is positive, ac=acceleration, dc=deceleration. 
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Figure 8 Mean significant current vectors over the bar in the connecting flood 
channel during spring tide in February 1996. a) ebb, b) flood. 

flow deceleration at the downstream side of the bar. Thus the ebb flow accelerates 
towards the top of the bar and decelerates and converges at the downstream side of 
the bar. During flood the significant current vectors show a flow acceleration of 
about 17 percent (0.17m/s) at the upstream side of the bar (Fig. 8b). Significant 
current directions gradually change with twelve degrees between locations 37 and 
38 (see Fig. 2b for locations), indicating minor flow divergence. The current 
velocity at the upstream side of the bar is 12 to 22 percent (0.13-0.22m/s) stronger 
than at the downstream side of the bar. This means that the flood flow decelerates 
over the bar. The ADCP observations show a flow deceleration of about 20 percent 
just before the bar (between 1700 and 2200m, Fig.9), where the flood flow diverges 
(not shown). At the upstream side of the bar the flood flow accelerates with about 
30 percent (0.3-0.4m/s). At the downstream side flow decelerations of 40 to 50 
percent (0.5-0.7m/s) are observed. The cross-transect velocity components indicate 
that the flood flow is less deflected by the topography of the bar than the ebb flow 
(inclination of 6-12° with respect to the ADCP-transect, not shown). Thus the flood 
flow diverges and decelerates towards the bar, accelerates near the top of the bar and 
strongly decelerates after passing the top of the bar. 

The ADCP observations are marked by second-order fluctuations. The amplitude 
and length scale of these fluctuations increase with time and decreasing water level. 
The unfiltered velocity data display similar fluctuations. The cause of the 
fluctuations is not clear. Both turbulence and depth variations may cause such 
fluctuations. 

The pronounced topography of the small bars in the connecting channels is 
reflected in the hydrodynamics: 1) The bars in these channels demarcate the 
transition zones between ebb-dominated and flood-dominated flow, 2) Neap-spring 
tidal variations in current asymmetry change over the bar and 3) The ebb and flood 
flow tend to flow around the bars of the channels and display non-uniform velocity 
patterns. In the connecting ebb channel largest velocity gradients are observed during 
ebb. In the connecting flood channel largest velocities and velocity gradients tend 
to occur during flood. Fluid continuity across the bar may explain the observed flow 
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Figure 9 Depth-averaged along-transect and cross-transect velocity over the bar in 
the connecting flood channel during ebb and flood on 30 August 1995. 
Ebb is negative, flood is positive, ac=acceleration, dc=deceleration. 
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around the bars. Fluid continuity implies that the discharge Q (m3/s) does not change 
much across the bar. The overall discharge Q is defined as Q=b.ti.h, where b is the 
width of the imaginary stream tube (m), u is the depth-averaged current velocity and 
h is the water depth. The changes in channel depth over the bar may result in 
changes in the width of the stream tube and the depth-averaged velocity. At the 
upstream side of the bars the flow diverges. The width of the stream tube increases. 
At the downstream side the flow converges. The width of the stream tube decreases. 
In addition to these changes in width the depth-averaged velocity increases and 
decreases across the bars, whereas the water depth increases and decreases. The flow 
over the bars shows a tendency towards flow deceleration and accelerations at the 
upstream side of the bar and deceleration at the downstream side. The pattern 
reverses every tidal phase. The implications of these flow phenomena for sediment 
transports, the patterns of erosion and sedimentation and the net effect over e.g. one 
semi-diurnal period are not evident. The implications depend on the magnitude and 
duration of flow accelerations and decelerations, as well as the effect of variations 
in stream tube width and water depth, differences in current asymmetry and the 
dominant sediment transport mode. The small bars are stable morphological features 
despite the observed flow accelerations and decelerations. This indicates that 
relaxation of the suspended transport may be important for the maintenance of the 
estuarine bars. 

Conclusions 

Variations of the tidal flow over the bar in the main flood channel are strongly 
determined by connecting channels: 
1) Spatial variations in current asymmetry indicate the presence of small-scale net 

circulations of tidal flow and sediment transports over the bar, that are induced 
by connecting ebb and flood channels. 

2) The changes in current asymmetry with tidal range indicate that the intensity of 
the circulations is not constant and that the circulations are not closed. 

The flow over the small bars in the connecting channels is non-uniform and 
displays tendencies towards divergence, decelerations and accelerations of the flow 
at the upstream side of the bar and convergence and deceleration of the flow at the 
downstream side of the bar. The implications of the flow patterns for sediment 
transports and the maintenance of the bars are not evident and will be further 
elaborated on the basis of computations with a mathematical model and 
morphological analysis. 
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CHAPTER 350 

Interactions between a Sand Barrier and Flood Terrace 
at the Abukuma River Mouth 

Akira Mano •'and Masaki Sawamoto 1 

Abstract 

The sand barrier at the Abukuma River mouth flushed by floods in 
autumn firmly recovered within a half year by stretching its tip to the 
cross river direction. However, the direction suddenly changed upstream 
since 1993. This paper analysis the mechanism of the change. 

The river has a large terrace formed by the flood in 1986, the maximum 
in the observed floods over fifty years. Bathymetric data sounded once a 
year reveal gradual development of a channel on the terrace off the river 
axis. From wave ray analyses, it is shown the development accompanies 
change of the refraction characteristics of waves. The channel becomes to 
function as a half mirror; reflecting waves incoming from one direction and 
transmitting from the other direction. This is shown to modify direction 
of dominant waves near the barrier and to turn the stretch direction of the 
barrier. 

The channel evolution is also shown to correlate with the flood outflow. 

1    Introduction 
Development of sand barriers at river mouths has close influences on the river 
management such as flood passage and voyage. The barriers also control water 
salinity inside the river, which relates with water resources and ecological envi- 
ronments. Although the barrier has important roles in the various aspects near 
the mouth, the mechanism of the development or deformation is not well known. 

The difficulties to find the mechanism may mainly come from complexity of 
the dual external forces of river flows and waves. The complicated topographies 
inherent to the mouth like flood terraces and sand barriers also tangle the affair, 
because they cause flow fields and wave fields to considerably deform. Further- 
more broadness of the time scale band on the topography change, which would 
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relate with the characteristics of the external forces, requires vast set of observed 
data in the analyses. 

Over twelve years, we ha.ve been surveying the sand barrier at the Abukuma 
River mouth in Japan. The details of the observations on the Abukuma River 
and the characteristics of the barrier deformation in various time scales have 
been reported (Mano et al. 1995). This river has a catchment of 5,400 km2 and 
a main channel of 239 km. The maximum flood over fifty years of observation 
by Ministry of Construction occurred on August 1986 with the peak discharge of 
Q=7,900m3/.s near the mouth. This flood flushed out the sand barrier so far and 
made a large flood terrace off the mouth. 

After the flush by the flood, the barrier started to recover. The tip of the 
barrier advanced in the cross river direction. Then within a half year, it reached 
equilibrium such that the minimum opening width at the mouth is maintained 
by the usual river flows and tides. This elongation is the earliest process in 
the recovery then thickening barrier followed until the next year's flush caused 
mainly by typhoons in autumn. After the 1986 event, this cycle of flush and 
recover had continue for seven years always accompanying transverse elongation 
of the barrier. 

However in 1993, the barrier changed its development from cross-river direc- 
tion to upstream direction. The typical shapes are shown in Fig.l (a) and (b). 
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(a) March, 1991. (b) April 1994. 

Fig. 1: Aerial photographs for the typical sand barrier shapes. 
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After a lapse of more than a half year, both photographs show the fully 
developed barriers in length. However the shapes are quite different. Figure 1 (a) 
shows the barrier stretching transversely from the right side bank and very narrow 
opening width, about 70 m. However Fig.l (b) exhibits the barrier stretching 
upstream and the widely opened mouth. Waves are intruding inside the river 
and two typical arced beaches are formed in the river. 

The barrier as Fig.l (b) has less resistance for the flood passage and provides 
safer routes for the voyage. Therefore it looks like as if the nature is helping river 
management since then. The purpose of this paper is to find the mechanism that 
the sand barrier that had firmly stretched in the cross river direction for seven 
years changed the direction. 

Pacific Ocean 

Abukuma River 

Fig. 2: Topography near the Abukuma. River mouth. 
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2 Topography near the mouth 
The Abukuma River flows into the Pacific Ocean, crossing the coast line that 
has the azimuth, N5°E as shown in Fig.2. No jetties are constructed about the 
mouth. Waves are observed by the Ministry of Transport off the Sendai Harbor 
that locates about 25 km north of the mouth. Annual deep water wave energies 
that are the integration of the energy flux in a year and the averaged values in 
the period, 1984 to 1992 are also plotted in this figure. The most dominant waves 
are those of E and have the energy of 11 x 105 J/m that is about 60 % of the total 
energy. The next dominant waves are those of ESE sharing 35 %. Depending 
on the directional distribution of the wave energy, the longshore drift around the 
coast orients north. 

The bathymetric charts near the mouth are shown in Fig. 3 (a), (b), (c), 
and (d) for various stages. Before the 1986 flood, there existed a small terrace in 
front of the sand barrier and a small channel off the opening, while the barrier 
was thick. These characteristics correspond to the history of flood activity. Fig. 3 
(b), sounded one month after the 1986 flood, showed formation of a large terrace. 
The top surface of the terrace was very fiat with the depth, 4 m. The foot of the 
terrace reached as deep as 13 m. The mouth was still widely opened. 

In 1988, although outline of the terrace was preserved, several deformations 
were advancing. The shoulder part of the terrace was rounded and the front part 
of the barrier became shallower. The most remarkable change is the development 
of a channel on the terrace in the offshore direction from the opening. The 
opening was usually fixed next to the left side bank by the transverse stretch of 
the barrier. On the other hand, the terrace was formed along the center line of 
the river since it was formed by the huge flood that flushed the barrier thoroughly. 
The position of the channel, therefore, shifted northward from the center of the 
terrace. In 1993, the channel on the terrace extended offshore. 

3 Refraction analysis 
To know the influences of the topographic deformations, we have executed wave 
refraction analysis. Among several numerical methods dealing with the refraction, 
the wave ray method is especially superior in grasping physical images moreover 
has the advantage in computational feasibility. Thus we employed the wave ray 
equation (Mei, 1983) and the refraction coefficient equation (Munk et al., 1952) 
as follows: 

^    =   +   ,   K (1) 
dx VP - K2 

+   p      +q/3 = 0 (2) 

K    =    k0sma0,p = p(c,a),q = q{c,a),Kr = l/yfp. (3) 

Where, x is the local coordinate taken to the steepest gradient of the bottom, 
y is perpendicular to x, s is the coordinate taken along a wave ray, a is direction 
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(a) 

(b) 

(c) 

(d) 

[993/09 

Fig.   3:   Bathymetric charts at various stages.(a):  March, 1986,(b):   September 
1986,(c): August 1988,(d): September 1993. 
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of wave ray, k is the wave number, c is the phase velocity, K,. is the refraction 
coefficient, and subscript o denotes the boundary value. These equations are 
solved together with the dispersion relation and boundary conditions by the fi- 
nite difference method. The employment of the local coordinate ;r has such an 
advantage that it is required to solve only once the dispersion relation for each 
space step marching. 

After digitizing the contour lines of the bathymetric charts, we made bathy- 
metric mesh data and expressed the topography by the sets of plane triangle 
elements. The wave rays started from the offshore boundary were advanced step 
by step through the integration of the equations with the local coordinate system. 

For the topographies mentioned in Figs. 3 and the corresponding annual mean 
waves, wave rays were computed as shown in Figs. 4 (a), (b), (c), and (d). The 
incident wave height and period are 0.77 to 0.88 m and 7.4 to 8.4 s respectively. 
The breaking point for each wave ray was evaluated by using the breaking index 
(Goda, 1970) and plotted by the filled circle near the shoreline. 

In Fig. 4 (a) indicating wave refraction before the 1986 flood, the wave rays 
approaches uniformly in the longshore direction except very near the river mouth. 
The small terrace in front of the barrier gathers the wave rays and focuses at the 
barrier. While for the topography just after the flood, the large terrace gathers 
more wave rays and focuses about the middle of the terrace. Most of the wave 
rays passed the focus reach the north coast of the river. Local focuses are again 
formed. The sand barrier is outside such wave rays and reached rather direct 
waves that make the barrier stretch in the transverse direction. 

In Fig.4 (c), according to the deformation of the terrace, the wave refraction 
changes. The sand barrier becomes to get two wave groups; direct waves that are 
almost straight incident and reflected wave at the channel on the terrace. The 
intensity of the reflection increases with the development of the channel as shown 
in Fig.4 (d). Along the long channel from the mouth to the contour of 10 m, 
caustic, that is, the envelop of the wave rays, is formed. Almost all the wave rays 
reflected at the channel concentrate at the tip of the barrier in such a, wa.y that 
these waves prevent the crosswise stretch or promote the upstream elongation. 

Figures 5 (a), (b), (c), (d), and (e) show the effect of the off shore wave 
direction for the topography of 1993. Here the direction is taken anti-clockwise 
from the normal to the coastline. For the positive directions, (a) and (b), although 
the terrace refracts wave rays complicatedly, it transmits the wa.ve rays and makes 
them concentrate at the tip of the barrier. On the other hand, for the normal to 
the negative directions, the caustic is firmly formed along the channel moreover 
makes concentration at the tip of the barrier. Therefor for the waves of positive 
direction, the terrace is transparent and acts like a. convex lens. However for the 
waves of negative directions it functions as concave reflector. As a whole, the 
channel functions like a half mirror. Thus the deformed terrace gathers waves 
of all direction and focuses at the tip. This an-isotropic characteristic of the 
refraction comes mainly from the position of the channel that is shifted north 
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(a) 

(b) 

(c) 

(d) 

Fig.  4:  Wave rays for the topographies at various stages.(a) 
September 1986,(c): August 1988,(d): September 1993. 

larch. 1986,(b): 
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Fie;. 5: Effect of wave directions. 
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from the center of the terrace as stated before. 

4     Channel evolution 
The next step is to examine how the channel has been developed. The cross 
sections of the terrace along shore are shown in Figs .6 (a) and (b) for each off 
shore distance y. The initial shape of the terrace formed by the 1986 flood was 
almost trapezoidal. Near the mouth there was a broad channel with banks in 
both sides. Then the banks were disappeared at y = 400m and a very flat and 
horizontal surface appeared. The depth was about 3 m here. 

1   \j 1   1   1   II i i i i i i i i i i n i i r4 
til/ 

jj   \v\. .^v_ 4o°- 

1                                                     ^^600 _ 

-"fi i i i i 

(a) September, 1986. (b) January 1992. 

Fig. 6: Profiles of the terrace. 

As time passing, the shoulder parts and the banks near the mouth were eroded 
to become round and the channel on the terrace was developed. The cross sections 
on January 1992 (Fig. 6 (b)) indicate a wide and triangular channel on the terrace. 
By using these profiles, we calculated the channel area that is bordered by the line 
connecting apexes at both sides. Then the volume of the channel was obtained 
by integrating the area to the offshore direction till y = 600 m, beyond which the 
evaluation of the area is not so precise. 

Time histories of the volume and the outflow that is the integration of the 
discharge during the flood are shown in Fig. 7. This figure reveals correlation 
between the flood activity and the channel evolution. In 1991, we had many 
floods including large one and the channel volume remarkably increased after the 
floods. While for the inactive year in the floods, the change of the volume is 
small. Here the case for the 1986 flood is exceptional. After the largest flood of 
1986, the increase of the channel was not so large. This is because the 1986 flood 
mainly deposited considerable amount of sediment off the mouth. The counted 
volume was due to the local score very near the mouth and bank formation on 
the terrace near the mouth. 
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The correlation between the flood activity and the increase of the volume is 
examined in Fig. 8. The ordinate indicates the increment ol the channel volume 
obtained from the successive bathymetric charts. The abscissa is the sum of the 
outflow in the corresponding period. For the large value of the outflow, these two 
quantities are in linear relationship. While for the small value, the decrement of 
the channel volume appears, which would correspond to the deposition by waves. 
Thus the evolution of the channel on the terrace is related with passage of the 
small to middle scale of floods, except such a huge flood as to make a terrace. 

5     Considerations 

Fig. 9: The river mouth system at the Abukuma River 

Starting from the terrace formation by the 1986 flood as an initial stage, here 
we summarize the flow of the cause and effect in the morphological change in 
the river mouth system. In the early stage after the terrace formation, the large- 
terrace refracts waves to stretch the sand barrier in the cross river direction. The 
stretch takes half a year at most. Thus till spring, the opening of the mouth 
reaches equilibrium maintained by tides and usual river flows with narrow width. 
Then it is forced to lie adjoining the left bank of the river. Then thickening of the 
barrier as the following step of the development continues until next flood season. 
In autumn we have several floods mainly caused by the rainfall due to typhoon. 
For the small to middle size of floods, they may flush the barrier partly, however 
the major part of the flow runs out through the old opening. Then it erodes the 
terrace. The channel on the terrace gradually evolves along the flow axes. 



4516 COASTAL ENGINEERING 1996 

The evolution of the channel also changes the refraction characteristics on the 
terrace. The reflected waves at the channel are gradually intensified and gathers 
at the tip of the barrier such a way as to suppress the cross ward stretch. When the 
reflected waves become dominant to the direct waves, the barrier stops transverse 
stretch and turns to the upstream direction. The transverse stretch lasted about 
seven years, while the fixation of the opening to the left bank contributes the 
channel evolution. 

After the turning point, since the opening remained widely open, the reflected 
waves intrude inside the river and transport the sediment upstream. The waves 
also make the circular shore lines as shown Fig. f (b). 

Figure 9 summarizes the interactions between the typical topographies; the 
sand barrier and flood terrace under the action of the external forces; floods and 
waves. 

6     Conclusions 
Based on the bathymetric chart, sand barrier survey, hydro-graphs of floods and 
wave data over ten years as well as the refraction analysis, we have shown the 
interactions between the sand barrier and flood terrace under the action of floods 
and waves. The different time scales on the deformation of these topography also 
have roles on turning the stretch direction of the barrier. 
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CHAPTER 351 

A Unique Look at Oregon Inlet, NC USA 

Herman C. Miller1, M ASCE, William A. Dennis2, M ASCE, and 
Michael J. Wutkowski2 

Abstract 

Oregon Inlet (01) in North Carolina (NC), the only inlet along a 170 km stretch 
of coast, supports an active commercial fishing and recreational boating industry. 
Severe erosion, because of the ongoing migration of 01, resulted in NC constructing 
a terminal groin to prevent the highway from being severed from the south side of the 
OI bridge. Construction of this structure provided a unique opportunity to monitor and 
assess project impacts which could be directly related to the twin jetties which are 
proposed for this site. The monitoring program included a directional wave gauge, 
aerial photography, and semi-annual sled-surveys extending 6 km north and south of 
the inlet. The terminal groin returned the shoreline to its pre-1986 position and has 
successfully protected the highway abutment to the bridge through many severe storms. 
This paper presents the results of 6 years of monitoring the morphologic changes. The 
results document how the coast has adjusted to the construction, a multi-year wave 
climate reversal, and placement of 1.5 million m3 of dredged material on the beach. The 
surveyed area generally lost material both on the up and downdrift sides, much of which 
apparently has been deposited in the inlet. The effect of these changes on the coast and 
the inlet's stability are discussed. 

Introduction 

Oregon Inlet (01) is the only inlet along a 170 km stretch of coast from Cape 
Hatteras, North Carolina (NC) to the south, to Rudee Inlet in Virginia to the north, as 

'US Army Engineer Waterways Experiment Station Coastal & Hydraulics Laboratory 
Field Research Facility, 1261 Duck Road, Kitty Hawk, NC 27949, USA 
2US Army Engineer Wilmington District, Coastal, Hydrology, & Hydraulics Section, 
PO Box 1890, Wilmington, NC 28402, USA 
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shown in Fig 1. The inlet provides an important link between the Atlantic Ocean water 
and the expansive estuarine Albemarle/Pamlico/Currituck Sound system. The inlet 
supports an active commercial fishing and recreational boating industry. 

During the peak summer months, over 12,000 vehicles a day use the bridge 
across 01 to work and enjoy the beaches in the Cape Hatteras National Seashore. 01 
and Roanoake Inlet before it, have been migrating south at a rate exceeding 2 km per 
century. By 1989 this ongoing southerly migration threatened to sever the southern 
abutment of the bridge to the highway that provides the only land route to the southern 
beaches. In 1990, NC Department of Transportation (NCDOT) constructed a 953 m 
rubble mound terminal groin to stabilize the south shoulder of 01. The terminal groin 
was intended to create a fillet in its lee and return the shoreline to the pre-1986 
position. Documenting how the adjacent shoreline and nearshore waters adjusted to 
construction of the terminal groin was important to the local residents, NC, and the US 
Army Corps of Engineers (USACE). 

This construction provided a unique opportunity to monitor and assess project 
impacts which could be directly related to the twin jetties which are proposed for this 
site. Although the function of the terminal groin and jetties (which provide for safe 
navigation through the inlet) is 
quite different, it was believed that 
information gathered  concerning 
the    project    induced    changes 
resulting    from     stopping    the 
southerly migration of the inlet 
would be extremely beneficial in the 
planning and design of the jetties. 

With local and state support 
for funding, the USACE 
Wilmington District and the 
USACE Waterways Experiment 
Station Coastal and Hydraulics 
Laboratory', Field Research Facility 
(FRF) jointly developed a 
monitoring program to assess the 
impacts of the terminal groin. The 
close proximity of 01 to the FRF, 
located in Duck, NC, made it 
possible to take advantage of the 
equipment and experienced staff to 
conduct a long-term monitoring 
program. 

VIRGINIA  '•,[/; J\ 

\|M\\      ATLANTIC OCEAN 

Fig. 1. Site Location. Note, location of 
USACE Field Research Facility 48 km north of 
01. (Kilometers = Miles * 1.61) 
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This paper presents the results of 6 years of monitoring. In addition to the 
presence of the terminal groin during that time, there was an unusual long-term wave 
climate reversal, and material dredged from the inlet was disposed of on the beach on 
four occasions. The paper organization is generally as follows: monitoring program, 
monitoring results which document the response of the coast, a discussion of the effect 
on the inlet stability, and conclusions. 

Monitoring Program 

The 01 area is subject to both hurricanes and northeasters and has one of the 
highest wave climates on the US east coast. The average annual significant wave 
height and period for the area are 1 m and 9 sec, respectively (Leffler, et al, 1996). The 
mean tide range on the open coast is 1.2 m and 0.7 m for the inlet gorge (NOAA 1996). 
01 separates Bodie Island to the north from Pea Island to the south. The monitoring 

program consisted of semi-annual nearshore sled-surveys along a portion of the coast 
extending approximately 6 km on both Bodie and Pea Islands. These surveys were 
conducted along 38 profile lines spaced at 300 m intervals, Fig 2. The profiles begin 
behind the dune and extend to the 9 m depth contour. All of the profiles are surveyed 
in January during the winter storm season and July during the summer recovery season. 
In addition to these surveys, a directional wave gauge has been operated at the inlet 
since 1990. Also, aerial photographs were collected approximately every other month. 

The sled-survey system (Miller, 1991) consists of an amphibious vehicle and a 
sled with an 11 m tall mast, Fig 3. The sled, which slides across the ocean bottom 
virtually unaffected by waves and currents, carries a ring of reflective target-prisms. 
HYPACK software on a PC is used to collect position and depth measurements every 
1 m along a profile using a Geodimeter HOT tracking total-station that is aimed at the 
prisms. Processing the profile data was facilitated by the Interactive Survey Reduction 
Program (Birkemeier, 1991). Summaries were generated using Intergraph 
Inroads/Insite software. 

Results 

By Halloween in October, 1991, the terminal groin was completed, the fillet had 
formed, and the shoreline had been returned to the desired location, just in time for a 
major storm, Fig 4. The road and bridge abutment was protected, accomplishing the 
primary function of the construction (Dennis and Miller, 1993). As can be seen, the 
breaking waves define a well formed ebb-shoal which is the main pathway for sand to 
bypass the inlet. Seeing that this natural pathway was well established, it was not 
expected that the terminal groin would have a major impact on sediment transport past 
the inlet. What was expected was that the inlet would narrow, since only the downdrift 
shoulder was stabilized. The effect of this realignment on the hydraulics of the inlet and 
on the adjacent coast was of primary interest. 
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The results are summarized 
by showing the changes that 
occurred from the winter of 1991 
through the winter of 1994, then 
from the winter of 1994 through 
the winter of 1996. This separation 
shows the different responses of the 
coast to apparently different 
processes resulting from an 
infrequent long-term annual wave 
climate reversal during 1991 
through 1993. 

Figure 5 shows the 
elevation changes over 3 years on 
the Pea Island (south) side of 01. 
Every other profile is numbered 
starting with "15" closest to the 
inlet and ending with "239," 6.8 km 
to the south. The February, 1994 
shoreline position is included to 
distinguish the sub-aerial from the 

ATLANTIC 
OCEAN 

\o rpuv 

>W   WAVE   GAGE 

SCALE   IN   MILES 

Fig. 2. Sled-survey profile lines. Note, 
directional wave gauge location at end of Profile 
#70 off of Pea Island. (Kilometers=Miles* 1.61) 

Fig. 3. Survey sled and amphibious vehicle. The sled mast carries the prism array at 
an 11m elevation. 
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mm 

Fig. 4. 01 during "Halloween Storm" on 31 October, 1991. Surge from 4 m, 22 sec. 
waves have flooded fillet behind the terminal groin at end of the old ferry landing road. 

sub-aqueous portions. The terminal groin extends from the "Feb 94" shoreline position 
at "15" approximately 1 km to the west. The inlet would be to the north (right side) 
of the terminal groin. Positive elevation changes indicate accretion and are shown as 
light shaded contour areas. Negative contours in the dark shaded portion of the figure 
are areas of erosion. 

From March, 1991 to February, 1994, near the inlet, there was inshore 
accretion and offshore erosion along the ebb-shoal. South of "140" there was 
nearshore erosion that resulted in shoreline retreat, overwash, and destruction of some 
dunes that were 60 years old. However, the overwhelming feature in the area during 
this time was the 1.5 million m3 of dredged material disposed of on the beach between 
profile lines 50 and 130. As can be seen, much of the disposal material moved offshore. 
Material also moved north along the inshore bar and trough into the fillet and around 
the terminal groin into the inlet. 

More recently, from February, 1994 to April, 1996, Fig 6, the pattern of 
changes is quite different in comparison to the earlier time shown in Fig 5. Now the 
inshore erosion is along the entire length of the survey area. However, there is 
accretion offshore along a pathway consistent with transport along the ebb shoal 
toward the south. 

Corresponding changes on the Bodie Island (north) side of OI from March, 
1991 to February, 1994 are shown in Fig 7. For orientation, the inlet is 0.6 km south 
(to the left) of "39." Clearly, changes during this time are quite different than those for 
the Pea Island side shown above. Erosion pervades almost the entire area with the 
exception of an area of sub-aerial accretion near "59." 
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An almost opposite response is seen from February, 1994 to April, 1996 as 
shown in Fig 8. During those 2 years there is sub-aerial and sub-aqueous accretion 
over most of the area. One exception is the shoreline retreat south of "85" which 
corresponds to a swing of the Bodie Island spit toward the west. To document what 
was responsible for these different adjustments before and after February, 1994, it is 
informative to look at the wave data. 

Historic estimates of the annual rate of sediment transport along this portion of 
coast, (Jarrett, 1978, Birkemeier, et al, 1985, Inman & Dolan, 1989, USAEDW, 1995), 

239 222 

4000 I! 

SCALE IN FEET 

Fig. 5. Pea Island elevation changes from March, 1991 to February, 1994. Terminal 
groin is at profile 15; inlet is to the north (to right). (Meters = Feet*.3048) 

239 222 

4000 0 
SCALE IN FEEI 

Fig.  6.     Pea Island elevation changes from February,   1994 to April,   1996. 
(M=Ft*.3048) 
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show that annually approximately 1.5 million m3 of sediment moves south primarily 
during the Fall and Winter storm seasons; 800,000 m3 moves north during the Spring 
and Summer, for a net southerly transport rate of 700,000 m3 per year. Potential 
longshore transport volumes using the energy flux method in the Shore Protection 
Manual (SPM, 1984) based on hindcasted wave data since 1956 ( WIS, 1993), historic 
wave climatic summaries (Thompson, 1971), and FRF measurements (see FRF WWW 
page at HTTP://FRF. WES.ARMY.MIL) show that this trend of net annual southerly 
longshore transport has been consistent over the past 4 decades with one exception in 
the early 1980's when the southward and northward transport approximately balanced. 
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Fig. 7. Bodie Island elevation changes from March, 1991 to February, 1994. Inlet is 
2 km south (to left) of Profile #39. (Meters = Feet * .3048) 
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retreat near inlet accompanied growth of spit toward south. (Meters = Feet * .3048) 
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Computations based on the FRF's linear directional wave array, (Long and 
Oltman-Shay, 1991), are shown in Fig 9. The complete data record from the FRF was 
used, instead of the directional measurement from the self-recording gauge at 01, 
because of intermittent gaps in the 01 data. However, comparison of computations 
from both gauges, (Miller and Dennis, in prep.), show the wave climate summaries at 
the FRF are representative of the wave climate at 01. From January, 1990 through 
February, 1991 and from 1994 through 1996 there is southward transport during the 
storm seasons, consistent with historic trends. However, during 1991 through 1993, 
with only a few exceptions, each month the net transport is toward the north. It can 
also be seen that beginning with the Halloween 1991 storm, frequently, the northward 
transport rates were quite high. The annual net transport rates during these years 
approached 2 million m3 toward the north. One explanation we have considered for 
this is that there was a long El Nino event in the Pacific Ocean during that time which 
may have diverted the "jet stream" across the United States causing mid-Atlantic extra- 
tropical storms to move inland south of 01 instead of typically moving up the coast to 
the north. Whatever the cause, it provided a unique opportunity to study how the coast 
adjusted to the changing coastal processes. 

Jan-96 

Jan-90 

-350000    -300000    -250000    -200000    -150000    -100000     -50000 0 

NET POTENTIAL TRANSPORT (CY/MONTH) 

50000      100000 

Fig. 9. Monthly net potential transport. Wave climate during 1991-1993 resulted in 
predominately northward net transport close to 2 million m3 per year.(M3=Yd3*.028) 

The effect of an inlet is often categorized in terms of the up drift or downdrift 
sides of the inlet. Figure 10 summarizes the adjustments of the coast at OI in light of 
the wave climate reversal that caused the up/downdrift categories to change during the 
monitoring period. Cumulative volume changes for each of the semi-annual surveys are 
presented for both Pea and Bodie Islands. During 1991 through 1993, Bodie Island is 
in the lee because of the wave climate reversal and shows a consistent loss of volume. 
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By the summer of 1994 the wave climate is more climatologically consistent and the 
volume shows signs of recovery. On the other hand, the Pea Island side remains 
approximately neutral through 1994 with some indication of a trend toward loss of 
material more recently while in the lee of the inlet. However, recall that 1.5 million m3 

of material was deposited on the Pea Island side prior to 1995, and so it too lost 
volume during the monitoring period. So both sides lost volume, particularly during 
the times when in the lee of the inlet. Where did the sand go? We believe it went into 
the inlet. Unfortunately, we do not have volume changes in the inlet. However, using 
the aerial photography it is possible to gain some insight into the inlet's stability during 
this time. 

o 
S 

3 
p 

5 
5 

2.00 

0.00 

-2.00 

-4.00 

-6.00 

i.00 

-10.00 

/ iV ^-C 

% Y N r-^ I   PEA ISLAND   [ 

\ 

I   BODIE ISLAND   I > 

Jan-91    Jul-91    Jan-92   Jul-92   Jan-93   Jul-93   Jan-94   Jul-94   Jan-95   Jul-95   Jan-96   Jul-96 

Fig. 10. Pea and Bodie Islands volume changes. Note, while Bodie Island shows loss 
of volume through July, 1994, Pea Island remains unchanged because of 1.5 million m3 

of dredged material placed on the beach. (M3= Yd3 * .028) 

Figure 11 was constructed from photography taken on 13 April, 1992. Notice 
the width of the channel under the bridge. For reference note the "dark spot" on the 
bridge. This is a repaired section caused by a dredge that washed through the bridge 
during a storm in October, 1990. Also, note the shape of the ebb shoal. It has a 
parabolic "flattened bell" shape with a wide base that is asymmetric on the Bodie Island 
side. 

Figure 12 is 1.5 years later on 11 November, 1993. The spit has grown to well 
south of the repaired bridge section. The Bodie Island side continues to move south 
as has been the tendency for the past 150 years since OI opened. The narrowing and 
realignment of the inlet can be seen in the shape of the ebb shoal, which now has an 
"arrow head" form, less wide at the beach and asymmetric on the Pea Island side. 
However, the shoal does not extend any further offshore. Higher currents associated 
with a decreasing inlet cross-section would tend to wash the shoal further offshore 
which is not seen at this time. The pond in the middle of the fillet behind the terminal 
groin is the result of mining 250,000 m3 of sand which was placed on the beach south 
of the monitoring area. 
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Mosaic of aerial photography of 01 taken on 13 April, 1992. 

More recently, as seen in Fig 13 taken on 23 May, 1996, the spit is very near 
the navigation span under the bridge and an island has formed between the south 
"Davis" slough and the main OI channel. The volume of material in the inlet, although 
unknown, appears to have increased dramatically in comparison to Fig 11. We believe 
this accounts for a large part of the volume losses off of Pea and Bodie Islands. 

Inlet Stability 

The growth of the Bodie Island spit and development of the shoals have had an 
effect on the inlet stability. The effect of the shoal under the bridge is that instead of 
having to dredge to keep the authorized 4.3 m depth in the navigation channel at the 
bridge, as during the 1991 disposal projects, the depth has now approached 20 m. This 
equates to approximately 15 m of scour primarily over the past 3 years. Although 
scour in the navigation channel is unusual, scour has been a problem at 01 in the past 
and has required that remedial measures be taken to reinforce the bridge at "Davis" 
slough on the south end. The deep scour has not, as yet, been measured in the inlet on 
the ocean side east of the bridge. In May, 1996 the inlet width, using the traditional 
method of measuring the minimum distance from the Bodie Island spit to the south side 
of the inlet (now to the terminal groin), is 820 m. This is the narrowest it has been 
since 1983, yet the inlet has been more narrow, on a few occasions, such as in 1975 
when it was just 640 m wide(USAEDW, 1977). Since the inlet in recent years appears 
to have maintained a consistent cross-sectional area, (McCafferty, 1996), and is 
expected to continue to narrow, additional scour can be expected. 
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Fig. 12. Aerial photography of 01 taken on 11 November, 1993. Note spit now well 
south of "dark spot" on bridge. 

Fig. 13.  Aerial photography of 01 taken on 23 May, 1996. Development of shoal 
under bridge has resulted in 15 m of scour in navigation channel. 
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However, the scour in the navigation channel under the bridge suggests the inlet 
may be more narrow there. The "effective width" of the inlet might be considered the 
width measured at the bridge. Considering the shoal, that width is 720 m at this time. 
As the material continues to enter the inlet and the spit continues to migrate toward the 
south, it is possible that the main flow channel will shift to "Davis" slough. Should that 
occur, the spit and island under the bridge would tend to coalesce making it very 
difficult to maintain the navigation channel at the narrow navigation span of the existing 
bridge. Also, as the channel moves up against the terminal groin, the scour could 
increase, possibly, putting the structure in danger. The terminal groin was designed, 
however, anticipating the channel moving toward the structure by adding a 12 m wide 
scour apron along the inlet toe. 

01 has always been an effective sink for sediment as evidenced by the extensive 
shoals west of the bridge. The inlet's stability and downdrift beach erosion rates are 
highly dependant on the natural bypassing of material past the inlet. Unfortunately, 
with or without the terminal groin, natural bypassing is not efficient at 01. Dredging, 
in the past used primarily for maintaining the navigation channel, may become an almost 
mandatory bypassing supplement. This may not be satisfactory since dredging is also 
not efficient. It requires dredging quantities approaching the annual gross transport of 
material, which is more than three times the net. An alternative would be to stabilize 
the inlet with jetties that would prevent the material from entering the inlet and 
mechanically bypassing the net transport as needed on the downdrift beaches. 

Conclusions 

A terminal groin was constructed at 01 to prevent the important only highway 
route to popular beaches from being severed from the bridge. The construction was 
intended to establish a fillet in its lee that would return the shoreline to the pre-1986 
position. The structure has been well tested by many large storms and has been very 
successful. 

A long term measurement program, including semi-annual sled surveys, has 
documented the response of the coast to the construction. Measurements made over 
the past 6 years captured the unique response of the inlet to an unusual wave climate 
reversal. During the reversal, erosion was measured on both the up drift and downdrift 
sides. Since the processes have returned to more normal conditions, there has been 
recovery on the up drift side and the ebb-shoal is accreting on the downdrift side. 
However, erosion on both sides indicates that natural bypassing continues to be 
insufficient at 01. 

Apparently, the eroded material is ending up in the inlet. The inlet has adjusted 
by the growth of the spit toward the south and the rapid development of a shoal under 
the bridge. The "effective width" of the inlet is now 720 m, near the minimum in half 
a century, which has caused 15 m of scour in the main channel under the bridge. 
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The monitoring program at 01 has been successful documenting the adjustment 
of the inlet and adjacent coastal region to construction of the terminal groin. Future 
efforts will include quantifying the volume changes within the inlet particularly on the 
shoals. Continued monitoring, as the Bodie Island Spit moves further south, will 
provide valuable data for future engineering activities that seem inevitable at 01. 
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CHAPTER 352 

IMPACTS OF INLET STRUCTURES ON CHANNEL LOCATION 

William C. Seabergh1, Mary A. Cialone1, Donald K. Stauble2 

Abstract 

Barnegat Inlet, New Jersey, has undergone a variety of structural changes in an 
attempt to provide a navigable channel from bay to ocean. These structures have 
included shoreline revetments, arrowhead jetties with their crest elevation at mean tide 
level, a sand dike to better align interior channel flow, a raised impermeable jetty, and 
now parallel jetties. Each of these structures has had significant influence on inlet 
hydraulics and sedimentation, which in turn has impacted channel location. 

Introduction and Historical Overview 

Barnegat Inlet, New Jersey (Figure 1), is an inlet worth detailed examination as 
it is rich in history of man's struggle to control nature's scheme. A paper written in the 
1970's about the inlet entitled "Barnegat Inlet, Nature Prevails" (Caccese and Spies, 
1977) expressed the frustration an inlet can cause coastal engineers and scientists. The 
natural inlet migrated to the south 1600 m from 1839 to 1932. An inlet shoulder 
revetment and groin to protect Barnegat lighthouse anchored the south side of the inlet. 
A pair of "arrowhead" jetties was constructed in the late 1930's, followed in 1943 by 
a sand dike in the adjacent bay that caused a redirection of flow. Important in 
understanding the response of the inlet channel in this time frame were the jetties' low 
crest elevations at mean tide level. These jetties were functioning as "weir jetties," 
which allowed tidal flow, wave-generated currents, and sand to be transported over 
these inlet structures. This resulted in creation of sand spits at the inlet gorge and 
became a new control for channel location, withstanding many dredging attempts to 
control channel position. During a twenty year period the sinuous channel was 
completely inverted as this new regime interacted with structural controls. 

'Research Hydraulic Engineer,2 Research Physical Scientist, U.S. Army Engineer 
Waterways Experiment Station, Coastal Engineering Research Center, 3909 Halls 
Ferry Road, Vicksburg, Mississippi 39180-6199 
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Figure 1. Bamegat Inlet, New Jersey location map and project elements. 
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In the early 1970's, a sequence of steps to improve channel dynamics was 
developed from a physical model study (Sager and Hollyfield, 1974) which included 
raising the north jetty and making it impermeable plus the addition of a new south jetty 
paralleling the existing north jetty. In 1972-74, the north jetty was raised 1.8 m. Sand 
was diverted offshore along the impermeable jetty and growth of the ebb shoal 
resulted. The channels adjusted to a reduction of sediment from the north beach. 

A significant amount of dredging was done in the late 1970's to maintain the 
channel at the inlet throat. However, the increase in ebb shoal volume created 
additional maintenance dredging in that location. Another phase suggested by the 
model study was implemented beginning in 1989, with the construction of a new south 
jetty located within the arrowhead system. This jetty paralleled the original north jetty 
and served as a replacement to the original low south jetty. Upon completion of the 
project, a monitoring study was initiated to understand the response of the navigation 
channel to the most recent inlet structures, but, in doing so, an understanding of the 
historic interaction of the channel and structures was also necessary. 

Physical Factors 

The inlet separates Island Beach, a spit to the north, from Long Beach Island, a 
barrier island to the south. These barriers are characterized by medium to fine sands. 
Within the inlet region, medium to fine sands (0.25-0.5 mm) are on the ebb and flood 
shoals and coarser sands (0.50-1.0 mm) are in the deeper channel areas (Stauble and 
Cialone, 1995). The inlet provides access for commercial fisherman, day fishing 
excursion boats and small craft. The inlet's design channel is 91.5 m wide by 3 m 
deep (relative to mean low water), extending through the ebb shoal. The mean ocean 
tide range is 1.28 m and mean wave height is 1.20 m. Littoral transport estimates at 
the inlet are 840,000 cubic meters gross transport, with a net of 110,000 cubic meters 
to the south. These estimates are based on wave heights hindcasted at the 20-m 
contour near the inlet. 

Effect of Inlet Hydraulics on Channel Dynamics 

Throughout the recent history of Barnegat Inlet there has been the interaction of 
structures, changing sedimentation patterns and inlet hydrodynamics. The inlet system 
now contains four consecutive, fully-developed shoal features (compared to typical one 
ebb/one flood shoal), with an ebb shoal seaward of the jetties, a shoal in the intra-jetty 
region (particularly evident for the arrowhead configuration), a large flood shoal 
contained by the sand dike and finally a bayside flood tidal delta where flow exits into 
Barnegat Bay (Figure 1). Development of these shoals initially created a higher 
friction environment, which with the initial structural configuration, created increased 
sedimentation and a gradual decrease in tidal prism. Raising the north jetty reduced 
sediment input from the north beach, and coupled with dredging, and the construction 
of the new south jetty, some flow efficiency was regained as evidenced by increased 
tidal prism. 
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Important in relating the channel response to inlet structures is an understanding 
of the inlet's hydrodynamics. This inlet has maximum flood currents near high water 
elevations and maximum ebb currents near low water and is typical for an inlet lagoon 
which has very large surface area relative to channel cross-sectional area. Essentially 
the lagoon level fluctuates very little and the ocean tide range oscillates about that 
level, resulting in maximum head differences across the inlet near high and low waters. 
This phasing of flow relative to structure crest elevation and flow over shallow shoal 
areas is important to channel location. Figure 2 shows flow patterns for maximum ebb 
and flood flows as determined for 1968 conditions from a physical model study (Sager 
and Hollyfield, 1974). For the mean tide level elevation jetties, maximum flood 
currents (strongest near high water) had a great potential for introducing sediment to 
the inlet system and thus the development of a large flood shoal complex. Low water 
ebb currents are more channelized. This permits shoals to be more effective ebb 
shields; that is, ebb flow will tend to be deflected around the shoal area if the shoal 
elevation is higher than low water. Also, maximum ebb flows at low water elevation 
can lead to incising of channels. 

Figure 2. Model study flowlines, ebb and flood currents.(Sager and Hollyfield, 1974) 

Historic Bathymetric Analysis 

A review of historical bathymetry was performed to provide a basis for 
interpreting recent bathymetric changes at Barnegat Inlet and in providing guidance 
to anticipate future changes. Some historical information was derived from US 
Army Engineer District, Philadelphia, (1981) and Fields and Ashley (1987). 
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Pre-ietties In 1937 (Figure 3a) the pre-jetty inlet bathymetry shows that the 
interior channel swept south then turned east to northeast to exit the inlet, then 
turned southeast, on the ebb shoal, in response to predominant waves from the 
northeast. The 1937 interior channel was more than 460 m southeast of its current 
position (1996). The channel probably owed its large curvature to the infilling of the 
natural inlet on its north side as the inlet and channel both migrated south. The 
predominant portion of the tidal prism exited the bay from the north, channelizing 
around the large flood shoals due to a strong ebb shield factor resulting from this 
inlet's hydraulic phasing. 

Arrowhead Jetties In 1939 arrowhead jetties were constructed and a channel, 
about parallel to the north jetty, was dredged into the bay in an attempt to provide 
a more direct route to the bay. Figure 3b shows the new interior channel in 1941. 
Also note the deflection of the ocean channel resulting from having the south jetty 
placed directly in its path. 

Sand Dike By 1943 (Figure 3c), the sand dike was constructed in order to cut 
off the strong ebb flow from the dominant interior channel which was causing 
excessive scour on the inside shoulder of the inlet behind the lighthouse. It was 
anticipated that flow would be diverted to the straight interior channel, providing a 
deeper direct channel connecting ocean and bay. In addition, groins were constructed 
along the ocean shoreline inside the south jetty to mitigate shoreline erosion. 

The 1946 bathymetry (Figure 4a) indicated a slight deflection of the navigation 
channel at the inlet's intersection with the shoreline as sediment moved over the low 
jetties at this location. On the south side of this region there was a shoal e'xtending 
seaward from the lighthouse area, probably derived from sediment moving toward the 
inlet gorge along the shoreline inside the south jetty, then deflecting seaward on ebb. 
A buildup of sand at the shoreline is noted just inside the south jetty indicating an 
influx from the south beaches. 

By 1953 (Figure 4b) the main navigation channel had shifted slightly south and 
rotated somewhat to the southeast. Sediment was moving over the low north jetty into 
the inlet gorge region. The interior region between the inlet gorge and the north tip of 
the sand dike contained flood shoals and three smaller channels. On the ocean side of 
the inlet, the navigation channel was close to the north jetty, as it had been for the 
previous ten years. 

As of 1959 (Figure 4c) the navigation channel through the inlet gorge rotated 
away from the north jetty to the south and a scour area reappeared adjacent to the outer 
portion of the south jetty. The influx of sediment over the north jetty contributed to this 
rotation. Interesting to note was the shifting of the deepest area at the bay ward end of 
the sand dike, which moved to the southeast side (compared with earlier conditions). 
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Figure 3. Barnegat Inlet bathymetry, July-August 1937, June 1939 and 
Sept-October 1943. 



CHANNEL LOCATION 4537 

Y 
\ 

LEGEND 

JULY 1953 
\\      \ 

ISUNO KACH    V\ / '"lift 

MEAN HIOH WATER 
MEAN LOW WATER 
-fl' MEAN LOW WATER 

— -IJ* MEAN LOW WATER 
— -16' MEAN LOW WATER 
— -24' MEAN LOW WATER 
— -JO' MEAN LOW WATER 

AUG-SEPT 1959 
Figure 4. Barnegat Inlet bathymetry, July-August 1946, July 1953 and 

August-September 1959. 



4538 COASTAL ENGINEERING 1996 

Nineteen-sixty-two (Figure 5a) showed a new part of the flood shoal developing 
from sediment stripped from a spit which extended further from the north beachline 
into the inlet gorge. The minimum width of the inlet was reduced considerably due to 
sediment movement over the north jetty. The seaward portion of the channel migrated 
against the south jetty. 

By 1968 (Figure 5b), the flood shoal occupied the location of the original 
dredged interior navigation channel. The interior channel was still bifurcated, but the 
region south of the flood shoal was widening and becoming the main interior ebb 
channel. It was forming in a similar configuration as was seen for the pre-jetties 
condition, except not as far southeast due to the presence of the sand dike. Sediment 
movement over the north jetty almost closed off the inlet gorge. The region between 
the arrowhead jetties was shoaling considerably except for the channel which had 
migrated against the south jetty. This sinuous channel was eroding the ocean-facing 
shoreline inside the south jetty and creating toe erosion which endangered the integrity 
of the oceanward portion of the south jetty. The trend of flood shoal growth and 
interior channel shifting south continued until the north jetty was raised 1.8 m from its 
original mean tide level crest elevation in the 1972-74 period. 

Raised North Jetty The 1975 bathymetry (Figure 5c) indicated a major 
reorientation of the navigation channel through the jetty region. Dredging at the inlet 
gorge combined with cutting off sediment input by raising the north jetty permitted a 
straighter channel which was more in alignment with and closer to the north jetty. 
This channel orientation is reinforced by a concept presented by Keislich (1981) where 
a channel at a single-jettied inlet migrates toward the structure independent of whether 
or not the jetty structure is situated on the side of stronger longshore sediment drift. 
The Barnegat system probably can be considered a single jetty system in this respect 
due to the free flow of sediment and currents over the mean tide level south jetty, 
which helps move the channel toward the "single" north jetty. 

Raising the north jetty caused a significant change in sediment pathways. The 
ebb shoal began to increase in magnitude (Figure 6a). This most likely can be 
attributed to the movement of sediment along the outside of the north jetty which 
previously had passed over the landward end of the low north jetty and contributed to 
flood shoal building and the movement of the inlet gorge towards the south. The same 
trend of channel alignment seen in the 1970's continued through the 1980's (Figure 6b). 
The interior navigation channel moved more towards its pre-project (1930's) location 
and the channel between the jetties was concentrated on the north side adjacent to the 
raised north jetty. This configuration was maintained until the construction of a new 
south jetty which occurred between late 1987 and 1991. 

Hydraulic Response to New South Jetty 

In order to build the new south jetty (Figure 7) from the revetted region on the 
south shoulder of the inlet beneath the lighthouse, shallow shoals were removed from 
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Figure 6. Barnegat Inlet bathymetry, June 1979 and December 1986. 

this region, The inlet system became more efficient hydraulically due to an increase 
in minimum cross-sectional area which resulted from this shoal removal. This follows 
from O'Brien's (1969) relation between minimum inlet area, Ac (m2) and tidal prism, 
P (m3) at dual jettied systems: Ac = 7.489 x lO^P086. With minimal sediment entering 
the inlet system the increase in prism has been maintained since completion of the new 
south jetty. Figure 8 shows the variation in prism for the duration of the project. After 
the construction of jetties (1941), the inlet initially had the same tidal prism as the 
natural inlet, but the addition of the inside sand dike (Figure 1) lengthened the inlet 
channel and the newly dredged interior navigation channel had a reduced channel area 
compared to the old sinuous one. Sediment influx reduced areas and thus prism. The 
new south jetty prevented the influx of sediments that had previously occurred for the 
low south jetty and so the new, larger, minimum area has been maintained. 
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Average Channel Depths Between Jetties 
Barnegat Inlet, NJ 

Channel Response To New South Jetty 

Analysis of the channel response to the most recent addition of the new 1250-m 
long south jetty reveals what appears to be an evolutionary change in channel depth in 
the region between the north jetty and new south jetty (Figure 9). The net sediment 

mass is translating bayward 
in the region of the parallel 
jetties. An important aspect 
of this is the flood 
dominance of currents on the 
south side of the intra-jetty 
region of the channel. Flood 
currents tend to enter the 
inlet region from the north 
jetty side (due to greater ebb 
shoal depth on the north and 
shallower ebb shoal depth on 
the south side, Figure 7a) 
and sweep toward the south 
jetty. Also the outer 305 m 
of the north jetty remains at 
the mean tide level 
elevation, permitting 

maximum flood currents to flow over this low section into the channel perpendicular 
to flow coming through the oceanward jetty tips. This also helps guide flood currents 
to the south side of the intra-jetty region. The occurrence of a shoal region between 
stations 200 and 400 is essentially a nodal point between ebb and flood flow 
dominance. Flood flow pushes sediment through the channel mostly on the south side, 
(based on velocity distribution measurements taken in 1994-96 by the authors). Ebb 
currents from the curved interior channel shear this shoal and sediment moves along 
the north side of the shoal (where ebb flows are concentrated) towards the ocean. 
Dredging of the channel shoal and, evidently, a net oceanward sediment circulation out 
of the intra-jetty region have caused a progressively deeper channel. 

-200     0     200   400   600   800  1000 1200 1400 
South Jetty Station Distance, meters 

— 09-03-91 -&• 05-05-95 

Figure 9. Average channel depths between jetties, 
1991 and 1995. 

The interior navigation channel is moving southward, as the flood shoal flattens 
out since sediment is not reaching it from the north or south adjacent shorelines or the 
ebb shoal. This channel has migrated south about 90 m in the last three years 
(1994-96). Flood currents plus ocean waves traveling with the currents move 
sediment towards the bayside of the flood shoal. On ebb, the current shears off 
sediments from the back edge of the flood shoal and moves it counter-clockwise 
along the edge of the shoal. Sediment settles out on the south edge of the flood shoal 
as strong ebb currents move away from the shoal to the outside of the curved 
channel. This spreading out of sediment may decrease the effectiveness of the flood 
shoal as an ebb shield and gradually permit more ebb flow over the shoal. Some 
incised cutting of the center of the flood shoal can be noted in Figure 7b. 
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Lessons Learned 

The concept of arrowhead jetties to provide concentration of ebb flows at the 
oceanward terminus (in order to cut through the ebb shoal) and for wave attenuation 
due to diffraction as waves propagated into the expansion area, were positive design 
attributes. The hydraulics of such a system with regard to the velocity phasing at 
Barnegat Inlet (maximum flood currents near high water and max ebb near low 
water) combined with mean tide level jetties would permit broad, less concentrated 
flood currents to approach the inlet, presumably having less potential to carry 
sediments into the inlet. Strong ebb flow concentration in the navigation channel 
would flush sediments out of the channel as water surface elevation dropped. 
However, the sediment influx over these low jetties overshadowed the positive 
elements of the plan. Apparently most of the sediment movement was at the 
shoreline intersection with the jetties. 

It was learned from the historical analysis of bathymetries that the interior 
navigation channel moved back to its pre-structure alignment, probably due to the 
influx of sand coming over the low north jetty, which enlarged the flood shoal 
significantly and helped deflect ebb currents coming from the bay towards the 
southeast. There was a similar situation for the natural inlet, which had been 
migrating south, thus infilling on the north side and accumulating sediments to help 
deflect ebb currents to the south. 

Raising of the north jetty crest elevation cut off direct sediment influx from the 
north but sediments from the south maintained the same minimum area at the inlet 
gorge. Channel migration to the now dominant north jetty, plus dredging, cut off 
input to the flood shoal and redirected beach sediments to the ebb shoal. 

The effects of sediment input into an inlet system in equilibrium usually is 
balanced by sediment moving out. At Barnegat Inlet, initially structural changes 
effectively lengthened the channel which led to increased friction, reduced currents, 
followed by sedimentation and reduction in tidal prism. The addition of a new 
higher south jetty paralleling the north jetty along with an increase of minimum 
channel area due to dredging and the prevention of sediments entering from the south 
into the inlet gorge permitted a larger tidal prism. 

It took over 20 years (1941 to 1965) for the straight interior navigation channel 
to move to the south back to its historic curved configuration. However, recent 
incising of the flood shoal and the apparent reduction in sediment supply to the flood 
shoal indicates a potential for ebb currents to eventually "short-cut" across the flood 
shoal and deepen a channel there. 
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Conclusions 

Inlet channel location is a complex function of inlet hydraulics, littoral influx to 
the channel system, and inlet structures. Historic analysis of structural effects has 
provided a clear picture of inlet response and impacts on channel location. Initially 
low arrowhead jetties followed by an interior sand dike, then sand tightening of one 
jetty with increased jetty elevation, and finally conversion to a parallel jetty system, 
affected inlet hydraulics and sediment input, which in turn changed shoaling patterns 
and thus channel location. With the low arrowhead jetty system, sedimentation 
reduced channel cross-sectional area with a corresponding reduction in tidal prism. 
Today's inlet, which is still adjusting to the new parallel south jetty, appears to allow 
a more stable channel to exist due to the restriction of sediment input into the 
navigation channel. These factors along with an increase in minimum channel area 
due to dredging have changed the tidal prism back to pre-structure conditions. 
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CHAPTER 353 

Complete Closure of The Nanakita River Mouth in 1994 

Hitoshi Tanaka1, Fumihiko Takahashi2 and Atsushi Takahashi3 

ABSTRACT 

Very severe draught occurred in Japan during the dry season in 1994. Due to 
considerably reduced river discharge, complete closure was induced five times at the 
Nanakita River mouth in Japan during this period. Detailed field observations were 
carried out immediately before and after the closures. By analyzing hydraulic 
characteristics measured at the mouth, date of the closure occurrence can be estimated. 
An analytical solution is derived for predicting time-variation of river mouth width 
under the combined influence of incoming waves and effluent river discharge. 

1. INTRODUCTION 

There have been a lot of field measurements of topography change at a river 
mouth in connection with practical problems such as flood control and maintenance of 
a navigation channel. Most of them are, however, made at relatively large rivers due to 
their practical importance, and, consequently, very few attention has been paid to 
small ones. 

The authors have been conducting field measurement of topography change at 
the mouth of the Nanakita River, one of typical small rivers in Japan, since 1988 
(Tanaka and Shuto, 1989, 1991, 1992: Tanaka, Kabutoyama and Shuto, 1995: Tanaka 
and Ito, 1996 ). The Nanakita River originates at the northern part of Sendai and 
pours into the Pacific Ocean as shown in Fig.l. The catchment area and the length of 
the river are 229km2 and 45km, respectively. 

From 1988 to 1993, the complete closure at the Nanakita River mouth has been 
observed only twice ( Tanaka and Shuto, 1991 ), whereas in 1994, the closure 
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Civil Engineer, Penta-Ocean Construction Co. Ltd., Koraku, Bunkyoku, Tokyo 125, JAPAN. 
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Fig. 1 Location map of the Nanakita River mouth 

occurred five times in contrast, probably due to remarkable reduction of the fresh 
water discharge during the dry season. In this paper, results of detailed field surveying 
of the topography change will be firstly shown along with corresponding external 
forces acting at the river mouth. Furthermore, a mathematical model, considering 
littoral drift by waves and sediment flushing due to river discharge, will be applied to 
the Nanakita River in order to reproduce the change in the river mouth width. 

2. RESULTS OF FIELD OBSERVATION 

Figure 2 shows the significant wave height H, the wave period T, the wave 
incident direction 6 measured clockwise from the north, and the river discharge Qr. 
The wave characteristics are measured 4 km offshore from the river mouth at the mean 
depth of 20m, while the fresh water discharge is measured at a gauge station 9km 
upstream. In Fig.2, the dates when the river mouth closure was firstly observed are 
also drawn by thick arrows. It should be noted that these are not the dates when each 
closure occurred, but the dates when the authors firstly noticed the closure. It is seen 
that the river discharge is considerably small due to draught as compared with other 
years ( Tanaka and Shuto, 1989, 1991 ) and that very high waves immediately before 
each closure are common to all events. 
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closure closure 
closure closure 

Fig. 2 Time-variation of waves and river discharge 
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According to Tanaka and Shuto's (1991) study on river mouth closure at the 
Nanakita River, the incoming waves with incident angle of about 100° are the most 
unfavorable for keeping the mouth open, suggesting that onshore sediment transport 
is more effective for the river mouth closure than the longshore sediment movement. 
In 1994 data set shown in Fig.2, though, such a relationship between the occurrence of 
closure and the wave incident angle can not be observed. 

Water level variation in the mouth is shown in Figs. 3 and 4 for June and 
November respectively, along with the tidal variation measured in the Sendai Port. 
The location of the measuring stations can be found in Fig.l. 

In June, the closure was firstly observed on 17th, and artificial excavation was 
carried out on 20th. The water level in the mouth shows less variation before and after 
17th and is always higher than the tidal level. Even after the closure, slight time- 
variation can be seen in the Nanakita River mouth. This is due to the tide propagated 
through the Teizan Canal shown in Fig.l, which connects the Nanakita and Natori 
River mouths. 

The closure in November was firstly observed on 6th. However, judging from 
Fig.4, it seems that the closure of the mouth progressed gradually from the end of 
October. Figure 5 shows a temporal variation of the shoreline in the process of river 
mouth closure in November. Since it can be confirmed that the topography change 
affected much the water level inside the mouth ( Tanaka and Shuto, 1991 ), the ratio 

June, 1994 

Fig. 3 Water level variation in June 
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Octover, 1994 

November, 1994 in the river mouth 
in the sea 

Fig. 4 Water level variation in October and November 
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Fig. 5 Shoreline change at the Nanakita River mouth 
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Fig. 6 Water level ratio and lag time 
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yp/yo and the lag time A t are plotted in Fig. 6, where yR and>>0 the daily highest water 

levels in the river mouth and the sea, respectively, and A t the time difference 

between^ and^o. At first, the water level ratio shows gradual increase from 1.0 on 

October 26th to 1.4 on November 1st, and then distinctly decreased to 0.6 on 
November 3rd, while A t shows an increase from 0 hour up to 3 hours. Thus, this 

figure suggests that the river mouth closure was completed on November 3rd. The 

water level rise in the mouth immediately before the closure in Fig.6 was induced by 

wave set-up due to wave breaking in front of the river mouth ( Tanaka and Shuto, 

1992 ), and the wave set-up height measured in the mouth shows close relationship 

with the wave height. 

3. MATHEMATICAL MODELING 

3.1 Governing Equations 

A mathematical model proposed by Ogawa et al. (1984) will be employed for 
predicting closing process at a river mouth owing to predominant wave motion. It is 
assumed that the wave motion is responsible for the intrusion of sediment into the 
mouth, while the river discharge is effective for flushing sediment out of the mouth as 
illustrated in Fig. 7. Thus, the corresponding governing equation is expressed as 
follows (Ogawa et al., 1984). 

(1_A)£A--er?/.B-eM)a-A)Glv (1) 

where A the porosity of sand, L the width of sand spit, h the water depth at a 
mouth, B the width of a river mouth, and er and ew the efficiency of sediment inflow 
by waves and that of sediment outflow by current, respectively. The sediment 
transport rate due to current, qn and that induced by wave motion, Qm can be 
evaluated by means of conventional formulae, Eq.(2) ( Brown, 1950 ) and Eq.(3) 
(CERC, 1984), respectively. 

(u*\m 

*'-*yM (2) 

Qw-a(Ecg)„smehaxeb (3) 

where K is the constant (=10.0), w*the shear velocity, s the immersed specific weight 
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Fig. 7 Schematic explanation for the model 

of sediment, g the gravitational acceleration, d the grain diameter, m the power (=2.0), 
a the empirical coefficient, (Ecg)b the incident wave energy flux evaluated at the 

breaker line, andfl,, the breaking wave angle to the shoreline. The coefficient a in 
Eq.(3) has already been evaluated to be 0.05 by Tanaka and Shuto (1991) by applying 
the one-line model to shoreline change adjacent to the Nanakita River mouth. 

3.2 Analytical Solution 

The following exact solution can be derived from Eq.(l), assuming the wave 
condition and the river discharge are constant. 

* A, 
(B -i)+^-M 4 

(B   -4X1+4) 
tan 

t   *\ 
B 

\Al> (B   +4XI-4) 

where the dimensionless quantities in Eq.(4) are defined as 

-tan 1 J_ 
* (4) 

*      B        *      lAIA-i AJ_ 
B, 

(5) 
0 
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(6) 

V Lh 
(7) 

in which B0 denotes the initial river width, n the Manning's friction coefficient and Q 
the effluent discharge consists of fresh water and tidal prism. 

Some interesting asymptotic behaviors of a river width can be derived from 
Eq.(4). First of all, if the river discharge is zero, substitution of A*=0 into Eq.(4) 
yields the following simplification. 

B   =1-4 (8) 

Namely, the dimensionless river width shows linear reduction with the passage of 
time until it closes completely at f*=l. Secondly, the width of equilibrium stage can be 
easily obtained by substituting dB/dt=0 in Eq.(l). The dimensionless form 
normalized by B0 is 

#„ 
B, 0 

•\ 

(9) 

According to Eq.(4), it takes infinite duration to reach equilibrium width, though, r„ 
will be herewith defined as the duration when B becomes 0.99Bx. A dimensionless 
form for f„ can be derived from Eq.(4). 

f00 ~\ a   --log 
1 + ± 

•\ 

1     -1 -tan  x 

2 w 
+1 (10) 

where «*=0.722 for^/>l and a*=0.711 for 0-C4/<l. AsAj" approaches infinity, 
Eq.(lO) can be approximated by the simple expression, 

rM = 0.72141 (H) 

Time-variation of dimensionless width, B*, computed from Eq.(4) is depicted in 
Fig.8. The parameter A* denotes the ratio of sediment transport rate out of a river 
mouth due to river discharge to sediment intrusion into a river mouth caused by wave 
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t =A2t/B0 

Fig. 8 Time-variation of river mouth width 
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motion, as defined by Eq.(5). Thus, the horizontal line for A*=l.O in Fig.8 
corresponds to dynamic equilibrium state, in which sediment transport rates out of 
and into a river mouth are balanced, whereas the family of curves for Ai*>l.O and 
A*<1.0 represents widening and reduction processes of river mouth. In case of 
/4/=0.0, the river mouth closes completely at f*=1.0 as mentioned earlier because of 
no sediment flushing out of a river mouth. According to the existing theory for river 
mouth closure without sediment outflow from a river mouth, the solution is given in 
terms of exponential function, denoting that infinite duration is needed for completion 
of closure ( Tsujimoto et al, 1989 ). It seems that the present solution, in which 
closure can be completed within finite duration, is more realistic. 

Figure 9 shows the relationship between t*^ and A* obtained from Eqs.(lO) and 
(11). At A*=0, sediment movement at the mouth is in dynamic equilibrium state as 
described before. Therefore, t*„, is exactly zero dXA*-0. The accuracy of Eq.(lO) is 
sufficient as long as A* is higher than 2.0. 

3.3 Comparison with Field Observation 

The measured shoreline change at the river mouth shown in Fig.5 can be now 
compared with the present theory. The open circles in Fig.8 denote measured data at 
theNanakita River mouth in 1994. Since the wave characteristics and the fresh water 
discharge are assumed to be constant in the theory, the quantities shown in Fig.2 
except wave direction are averaged from October 4th through November 7th, whereas 
the averaging of wave direction is done from October 4th through November 12th due 
to lack of the data after November 13th as depicted in Fig.2. As for the coefficients, er 

and ew in Eq.(l), the values determined by one of the authors ( Tanaka, Kabutoyama 
and Shuto, 1995 ) are used for the present computation. It is observed that the 
measured change in the river mouth width shows reasonable agreement with the 
present theory. 

4. CONCLUSIONS 

River mouth closure was observed five times at the Nanakita River mouth in 
Japan in 1994. Conclusions drawn from this study can be summarized as follows: 
(1) One of the authors has already reported that the closures of the Nanakita River 
mouth in 1988 and 1989 were induced by high waves having a incident angle 100°. In 
1994, however, the incident angle of high waves which caused the closure did not 
show this tendency. 
(2) By analyzing the ratio and lag time between the water level measured in the mouth 
and that in the ocean, the date when the closure had completed can be determined. 
Distinct rise of water level in the mouth caused by wave set-up can be observed 
immediately before the completion of the closure. 
(3) A mathematical model proposed by Ogawa et al. (1984) is used for predicting 
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time-variation of width at a river mouth under the combined influence of incoming 
waves and effluent river discharge. Analytical solution can be obtained, assuming 
constant wave characteristics and fresh water discharge. The measurements and the 
theory showed reasonable agreement. 
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CHAPTER 354 

THE EROSION OF A SALT WEDGE TRAPPED BEHIND 
A BARRAGE ACROSS AN ESTUARY 

Walker1, S.A., Hamill2, G.A., Johnston3,H.T. 

Abstract 
The problems associated with the stratification of fluids, particularly in 

estuaries, are of growing concern. Based on water quality problems which occurred at 
the River Lagan, N. Ireland, an experimental investigation was undertaken into the 
fluid mixing process within a stratified flow. High quality temporal measurements 
have been used to examine the processes of erosion of a saline stratification trapped 
behind a barrage. Two distinct mechanisms of wedge erosion have been identified, 
both of which involve the formation of a mixed layer. 

Introduction 
Density stratification in fluids occur due to variations in momentum, 

temperature and salinity. Mixing between such strata plays a critical role in various 
phenomena of meteorology, hydraulics and oceanography. Barrages are now 
frequently used to improve the visual appearance of estuaries by controlling water 
levels in a semi-tidal impoundment. In such impoundments fresh river water and salt 
water from the sea normally mix. However, under certain circumstances a stable 
stratification occurs between the two fluids. When the flow in a river is low, there is 
little mixing and therefore limited transfer of oxygen between the fresh and salt water 
layers. This can lead to oxygen depletion and possibly anaerobic conditions at the 
bed, with subsequent damage to the aquatic environment. 
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Background 
Belfast developed along a tidal reach of the River Lagan and many industries 

were established along the banks of the river. At low tide extensive areas of unsightly 
mudflats were exposed and so a weir was constructed across the river in 1934 to 
create, on part of the river, a semi-tidal pond which would cover the muds at all tide 
states. However, the construction of this weir led to periodic water quality problems. 
During periods of low river flows, the fresh and saline waters entering the pond from 
the river and the tidal flow stratified, and there was little flushing of the denser saline 
water trapped behind the weir. The oxygen content of the trapped water was rapidly 
depleted by the decomposition of organics in the water and the bed muds. This 
damaged the fish and plant life in the river and led to the production of hydrogen 
sulphide. 

The demise of riverside industries and the poor river water quality resulted in 
the city turning away from the river front which rapidly became polluted. The result 
was that extensive inner city areas were blighted and had little development potential. 

In 1969 the construction of a new weir downstream of the Queen's Bridge was 
proposed to regulate river levels and create an attractive water environment. This 
proposal was renewed by the River Lagan Working Group in the 1970s and specialist 
studies were instigated. In 1988, the Civil Engineering Department of The Queen's 
University of Belfast was commissioned to undertake a study seeking to establish 
design parameters for a structure which would control the water levels, protect the city 
against tidal flooding and improve the water quality in the river. The proposed 
impoundment was just under 5 km. in length with a surface area of 40 ha. This pond 
would have river flow and urban drainage inputs, some of which would have high 
biochemical oxygen demand levels. 

Research Programme 
A research programme was undertaken in which a physical model of some 8 

km. of the tidal channel and harbour area, including the proposed impoundment, was 
constructed to a horizontal scale of 1:150 to establish design and operation parameters 
for the weir. A scale distortion factor of three was used to ensure adequate depths for 
the study of salinity profiles in the model. 

In conjunction with the construction of the physical model a monitoring 
programme was established on the River Lagan. Velocity and salinity measurements 
were taken at a number of stations on the river for use in calibrating the model. The 
measurements were taken for river conditions ranging from low to flood flows, and at 
a variety of tidal conditions. The velocity measurements were used to establish 
boundary roughness values in the model at different water levels. The model was 
then validated by reproducing salinity profiles measured in the river at different tide 
states. 

Salinity profiles at high tide, established after a number of tide cycles in the 
model, behind the existing weir showed that for a river flow of 2 cumecs the 
stratification was well defined and extended over the full length of the impounded 
reach. When the river flow was increased to 5 cumecs, the entrapped wedge retreated 
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showing a significant reduction in both volume and concentration. A new weir placed 
at the proposed downstream site resulted in a pond with characteristics similar to that 
behind the existing weir. This showed that the construction of a fixed crest weir at the 
new site would simply replicate the problems of water quality being experienced 
behind the existing weir. 

An active weir design was considered whereby the impoundment would be 
controlled by a gated weir structure incorporating a system for withdrawal of water at 
a low level. A gated weir would have the added advantage of being able to exclude 
high tides as well as controlling water levels in the impoundment. It was decided to 
use a gate system which would be able to exclude surge tide levels above that which 
would be reasonable expected at present but which might occur if the was a rise in 
tide levels due to global warming. 

A low level withdrawal system was included to evacuate saline water from 
behind the weir on an ebb tide, when stratification problems were present in the 
impoundment. On a flood tide, the weir would allow saline water into the 
impoundment over the lowered gates. At high tide, the gates would be raised and the 
low level withdrawal system would be opened. This would allow drawdown of the 
impoundment, during the ebb tide period, through the low level withdrawal system 
which would have a capacity of 25 cumecs. 

It became clear from the model study that the mixing process involved in this 
highly stratified situation was unclear. The lack of information for the design 
engineers to predict the quantity of saline material which would be removed under 
normal flow conditions indicated the need for a fundamental investigation of the 
process. This programme of work commenced in 1993, and the initial findings are 
reported in this paper. 

Related research 
It has already been established that the entrainment of the salt water is a 

function of the Richardson number, Ri, of the flow (Ellison 1959). The Richardson 
number is a measure of the ratio of the gravity forces to the inertial forces in a shear 
flow having a vertical density gradient. It is widely used a measure of the stability of 
the flow with regards to vertical mixing. It generally takes one of two forms, the bulk 
Richardson number 

where Ap is the density difference, H is the depth of fresh water and V is the average 
velocity, and the gradient Richardson number 

T> • / 5p / 8z 
Rig = -g / p • 

[Sp/8z]z 

where 5p/8z is the density gradient and 5v/8z is the velocity gradient. Turner (1973) 
and Christodolou (1985) further classified the type of mixing to be dependent on the 
magnitude of the Richardson number. A critical gradient Richardson number of 0.25 
was found to be the limiting criteria between stable and unstable flow. 
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Experimental facility 
To allow a wide test range, upto prototype conditions, a new facility was 

constructed within the Civil Engineering Department. This new facility consisted of a 
testing area 20m long, 0.75m wide and 0.75m deep a schematic of which is shown in 
Figure 1. The salt water was retained between two baffles which were 17.5 m apart. 
The salt water depth was kept constant at 0.25m whilst the fresh water depths were 
varied by means of an adjustable weir. The ability to produce conditions in which the 
saline water was either stationary or flowing, either with or against the prevailing river 
flow, was included thus allowing the simulation of tidal movements. The results 
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Figure 1 Experimental Facility 

presented here represent the condition of a fully trapped saline wedge. Fresh water 
was mixed with dried salt and dye in the storage tanks and then pumped into the salt 
water impoundment to a depth of 0.25m. Fresh water was then filled slowly on top, 
over the course of 12 to 15 hours. Flow was initiated slowly in the upper layer by 
starting the fresh water pump. Once the flow had reached the required rate the water 
in the storage tanks was changed slowly by opening the waste 
valve and filling from the supply. This was necessary due to the contamination of the 
fresh water which occurred as a result of mixing. The degree of contamination was 
relatively small in most cases, but large enough to change the salinity of the fresh 
water over a substantial time period. 

The scanning process was commenced after flow was initiated. Velocity and 
density profiles were obtained at the centre of the channel. Velocity measurements 
were obtained using LDA with a fibre optic attachment to limit the effect of differing 
refractive idices. Density measurements were obtained using a conductivity probe 
with small measuring volume.  The probe consisted of two wires 5 mm thick which 
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were completely covered except for 2 rings, 2mm thick, near the bottom. Both probes 
were mounted on a linear actuator which was computer automated. The probes were 
placed in the salt water, usually about 20 to 30mm below the interface in order to 
obtain a reading of maximum salinity. An average was taken over a period of 30 
seconds and the probes were then moved in a 5 mm step so that the vertical density 
profile could be obtained. Due to the temporal nature of the experimental 
investigation it was necessary to obtain as many profiles per hour as possible. The 
profile obtained was therefore not a full vertical traverse but was limited to 120mm 
around the interface. With time the interface moved downwards, as salt water was 
removed by entrainment from the impoundment, and it was necessary to incorporate 
movement of the base profile position into the scanning program. 

Figure 2    Density profiles ( a ) After 25 minutes   ( b )   After 1 hour 30 minutes 
(c)  After 5 hours 
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Development of Interfacial Layer. 
The development of the mixing interfacial layer, as fresh water was allowed to 

flow across the stationary salt wedge, was studied with time. Figure 2 (a) shows the 
initial condition used in all tests. It clearly displays the fresh and salt water zones. 
Figures 2 (b) and 2 (c) are for the same situation, but with time having advanced to 1 
hour 30 minutes and 5 hours respectively. The presence of a flow in the fresh water 
can be seen to have developed an interfacial layer, in that there is no longer a clear 
distinction between the fresh and salt water. It is from within this interfacial layer that 
the majority of entrainment of the saline liquid takes place. 

This is clearly visible by the changing density gradient within the interface. 
The density within the interfacial layer was taken to be the average value within the 
density gradient of the layer. Figure 3 shows the interfacial layer in detail. It can be 
seen that the layer is defined by that position of the mixing region over which the 
variation of density occurred, this variation being taken as linear for purposes of 
analysis. The thickness of the interfacial layer was also obtained on this basis. 

1 
(0.1) 

(0.15) 
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(0,25) 
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Figure 3 Definition of interfacial layer 

It was found that the behaviour of this layer varied with certain combinations of flow, 
depth and density difference, and two mechanisms of erosion existed. In the first of 
these the wedge was eroded by sequential stripping of the interfacial layer, this 
process was labelled as oscillating due to the cyclic nature of the event. The second 
mechanism showed no such cyclic behaviour, with the density of the mixing layer 
decreasing to a steady state value. This mechanism was labelled as being 
non-oscillating. Significant differences in the temporal development and entrainment 
process was found for each mechanism. 
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Oscillating mechanism 
Using the density profiles obtained from the experimental investigation, the 

layer position was plotted with time. Figure 4 represents a typical test which displayed 
the cyclic behaviour. On it can be seen the change, with time, in thickness of the 
interfacial layer and the density within that layer. The decrease in layer density 
corresponds with an increase in the layer thickness, this is as would be expected and 
closely mirrors the initial stage of the steady state condition. However, a critical point 
is reached where upon the density within the layer starts to increase again, with a 
corresponding decrease in the layer thickness. This corresponded to a period of rapid 
upper boundary movement when part of the layer was washed out. When the layer 
was at its thinnest there appeared to be an increase in the lower boundary movement, 

Time(hours) 

Figure 4 Relative interfacial layer density and thickness (oscillating mechanism) 

as the free stream was now much closer to this boundary. This resulted in 
entrainment from the salt pool within the wedge. It would appear that for the 
oscillating process as the density of the layer decreases, the interfacial slope increases 
in order to resist the interfacial shear stresses. Figure 5 shows the variation of typical 
velocity and density gradients. These also show a definite cyclic behaviour with the 
maximum velocity gradients occurring when the layer was most dense. 

If the change in the gradient Richardson number is examined, as shown on 
Figure 6, it can be seen that when the upper part of the layer was removed, the value 
of Ri dropped to approximately 0.25. As this represents the critical Richardson 
number it implies that the flow becomes unstable at these times, and this was 
confirmed by the presence of large amplitude breaking waves. 
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Figure 5 Interfacial velocity and density Figure 6 Variation of gradient Richardson 
gradients (oscillating mechanism ) number (oscillating mechanism) 

Non Oscillating mechanism 
Whenever no oscillation of the mixing layer charatceristics occurred the 

removal of the trapped saline solution progressed steadily with time. The time taken 
to achieve this varied with the magnitude of the circulation velocity within the mixing 
layer. Figure 7 shows the typical variation of the interfacial density and layer 
thickness for those tests which eroded at a steady rate. An initial high growth rate of 
the mixing layer occurred both in thickness and density, where upon almost constant 
conditions prevailed, and the saline pool was steadily depleted. Comparison with the 
equivalent figure for the oscillating test (figure 4) shows clearly the different 
mechanism of erosion in action. The velocity and density gradients also can be seen, 
in figure 8, to remain constant once the layer became established, as did the gradient 
Richardson number. Figure 9 gives an indication of typical variations in the 
Richardson number for non oscillating tests. The accepted threshold of instability in 
the flow occurs when the Richardson number fall below a value of 0.25. 

Figure 7 Relative interfacial density and thickness (non oscillating mechanism) 
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Figure 8 Interfacial velocity and density 
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Figure 9 Variation of gradient Richardson 
number ( non oscillating ) 

At no point during any of the tests which showed no oscillation did the Rig number 
approach this threshold. The key to the two mechanisms is therefore clearly a 
function of the flow instability. 

Transport Rates 
The changes in the density profiles obtained at different times during each test 

were used to determine the rate of erosion of the salt water impoundment. Transport 
across the upper boundary gave the overall rate of salt water removal during the test. 
This was calculated by approximating the profile, as can be seen in Figure 10, based 
on the position of the boundaries and the density of the layer. This allowed the 
volume of salt to be calculated very easily, with the differences between profiles at 
different times being taken as the as the volume of salt water transported. Any change 
in density of the interfacial layer, or drop in position of the upper boundary, was 
deemed to be due to transport across the boundary. Transport rates across the lower 
boundary were determined in a similar manner. 

Based on a dimensional analysis, a dimensionless form of transport was used. 
This dimensionless transport. T, was defined as 

ApVH 

where t is the average transport (kg/s), Ap the initial density difference, V the initial 
average fresh water velocity and H the initial fresh water depth. 
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Figure 10 Stepped approximation for density profile 

Figures 11 and 12 show the average transport rates obtained for the oscillating and 
non oscillating mechanisms respectively, plotted against the bulk Richardson number. 
It can be seen that in each case there exists a strong linear relationship between the 
rate T, and the Rib value, and that the rate obtained for each mechanism is similar, 
with the major difference occurring in the rates across the upper and lower 
boundaries. 

Richardson number (Rib) 
1,000    3,000    10,000 

Richardson number (Rib) 

Figure 11 Dimensionless transport rates 
(oscillating mechanism) 

Figure 12 Dimensionless transport rates 
(non oscillating mechanism) 
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Figure 13 Dimensionless tranport rates for both mechanisms 

Figure 13 is a combined plot for the transport rates obtained for both mechanisms of 
erosion. It can be seen that within each mechanism the transport rates were similar 
and could be best described by equations of the form 

Tu = 447.2 Rib ^'303 

for the transport across the upper boundary and 

Tl= 184.2 Rib-12 

for the transport across the lower boundary. 

Conclusion 
In all cases interfacial mixing resulted in the formation of an interfacial or 

mixed layer which was around 30 to 40 mm thick. Only those tests conducted with 
low values of Reynolds number( i.e. <2000) showed no mixing. 

Two mechanisms of erosion have been observed. These were classified as 
oscillating and non-oscillating, depending on the behaviour of the layer in terms of its 
relative density and thickness. In some tests the density of the layer decreased 
rapidly, and then remained constant and these were classified as non-oscillating. In a 
number of cases the density within the layer decreased initially and then increased 
again after the upper part of the layer was removed. These tests were classified as 
oscillating as a cyclic behaviour was observed in the layer density. 

The gradient Richardson number remained approximately constant during 
those tests which did not oscillate, indicating a stable flow. For those tests which 
showed the oscillating behaviour, the value of Rig was found to show a cyclic 
behaviour. When the layer was washed out, the value of Rig dropped towards 0.25, 
indicating unstable flow. Mixing occurred as a result of large amplitude breaking 
interfacial waves. 
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After the start of a test greater rates of transport were observed at the upper 
boundary as the layer formed. This resulted in a decrease in density until the layer 
washed out and a peak rate was observed at the upper boundary. Greater rates of 
transport were observed at the lower boundary when the layer was thinnest. This 
caused the density of the layer to increase with time. 

Average transport rates were calculated during each test from the change in 
density profiles. Rates were averaged over the duration of the test and calculated for 
both boundaries. Dimensionless transport rates were found to be best related to the 
bulk Richardson number (Rib) with higher rates of transport for low values of Rib. 

It is hope that the ability to estimate the removal rate of trapped salt water will 
aid the process of barrage design, and act as a tool for river management schemes by 
which the inducement of natural mixing can be accounted for. 
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CHAPTER 355 

Near-Field Measurements of a Buoyant Jet 
in Waves and Currents. 

K.H. Kwan1 & C. Swan2. 

Abstract. 

The present paper concerns the near-field characteristics of a jet discharged 
into a wave environment, and contrasts the results of two new experimental studies 
with a modified integral solution based upon a quasi-Lagrangian description of the 
flow field. This solution differs from previous attempts to model near-field wave 
mixing (namely Koole and Swan, 1994) in that it is formulated within an absolute 
frame of reference, and therefore adequately incorporates the momentum flux 
associated with the entrained fluid. Having implemented this important modification, 
the Lagrangian model is shown to provide a good quantitative description of a 
buoyant hot-water jet discharged into either a steady current or an unsteady wave 
field. In particular, there is no uncertainty regarding the magnitude of the 
entrainment coefficients, and as such the model is suitable for design calculations. In 
addition, detailed comparisons between the temperature profiles ensemble-averaged 
with respect to the phase of the wave cycle hint at a new mixing mechanism. 
Experimental data is presented which suggests that the wave-induced oscillatory 
motion leads to the division of the jet at certain phases of the wave cycle. If this 
effect is indeed important, then it implies that the average dilution will be enhanced 
when a jet is discharged into the plane of the wave motion. 

Introduction. 

Under most practical conditions outfalls discharge their pollutants, whether it 
be unwanted heat or partially treated effluent, into coastal waters which are 
dominated by the effects of wave action. However, present design practice largely 
ignores the wave motion and applies a simplistic approach in which both the 

Research student & 2 lecturer, Department of Civil Engineering, Imperial College, 
London. SW7 2BU. United Kingdom. 

4569 



4570 COASTAL ENGINEERING 1996 

concentrations and the velocities arising within the near-field are predicted using 
some form of integral solution (Morton et al, 1956) based upon the conservation of 
mass, momentum, and where appropriate species concentration. This approach is 
often justified on the basis that the wave motion will, at worst, produce additional 
mixing and thus the design calculations are conservative. Unfortunately, recent 
studies (Koole and Swan, 1995) have shown that this does not necessarily follow, 
and that under some circumstances the wave motion may produce local increases in 
the concentration levels. Furthermore, previous studies have also clearly 
demonstrated that the occurrence of any additional wave-induced mixing is critically 
dependent upon the flow conditions at the exit nozzle. In particular, the ratio of the 
exit velocity to the local wave-induced velocity is a significant parameter. This in 
itself has important design implications given the increasing tendency to build long- 
outfalls. These are constructed so that firstly, the source of the pollutant is far 
removed from the adjacent coastline; and secondly, it is discharged in deeper water 
so as to reduce the pollutant concentrations arising at the water surface. Although, at 
first sight, these objectives appear desirable, the construction of a long-outfall may 
inadvertently move the pollutant source to a location at which the effective wave- 
induced mixing is negligible. As a result, the increased construction costs may 
actually produce higher concentrations at the water surface, and therefore potentially 
increase the risk of pollutant contamination arising on an adjacent coastline. 

However, in order to incorporate these effects within the design process, and 
thereby optimise the efficiency of a given outfall design, one first requires a 
quantitative model capable of predicting the additional wave effects within the near- 
field. Although previous studies (notably Chin, 1988 and Koole and Swan, 1994) 
have considered this problem, quantitative comparisons with laboratory data are at 
best inconclusive. The present paper addresses this point, and provides a brief 
description of a corrected model which is subsequently shown to be in good 
quantitative agreement with new laboratory data describing a buoyant hot-water jet 
discharged into both a steady current and an unsteady (or time-dependent) wave 
field. 

Background. 

Although previous studies have clearly demonstrated the potential importance 
of wave-induced mixing (Sharp (1986), Chyan et al. (1991) and Hwung et al. 
(1995)); the only papers to have considered an appropriate mixing model are Chin 
(1988), Koole and Swan (1994) and more recently Chu and Lee (1996). In the first 
two cases the models were written with the specific intention of incorporating wave 
effects, while the latter model has to date only been applied to the description of 
pollutants discharged in a steady current. However, each of these models are similar 
in that they apply a quasi-Lagrangian representation of the flow field in which 
elements of the pollutant jet are tracked within the ambient flow. 
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Detailed comparisons with laboratory data involving both two-dimensional 
plane jets and three-dimensional round jets suggest that the model outlined by Koole 
and Swan (1994 and 1995) provides a good qualitative description of a jet discharged 
in waves. In particular, this model provides a plausible explanation for the non- 
Gaussian characteristics of the time-averaged radial distributions (both in terms of 
velocities u(r) and concentrations C(r)), and suggests that the occurrence of a bi- 
peaked or flat-topped distribution is simply dependent upon the local ratio of the jet 
diameter to the wave-induced displacement of the jet axis. Furthermore, the multi- 
stage centre line decay (i.e. u(z) or C(z) at r=0) first noted by Chyan et al. (1991) 
may also be explained (at least qualitatively) by the wave-induced displacements, and 
is a clear consequence of applying a time-averaged representation of a cyclic process. 

Unfortunately, quantitative comparisons between the laboratory data and the 
model predictions proved more difficult. In particular, Koole and Swan (1995) 
demonstrated that good agreement along the time-averaged jet axis could only be 
obtained if the coefficient of forced entrainment (Winiarski and Frick, 1976) was set 
at 3=1.0; and, in addition, the coefficient of radial entrainment was increased three- 
fold with respect to the value typically adopted in a stagnant ambient (i.e. 
cc=3x0.055). The first of these points is consistent with previous studies, and 
stresses the importance of forced entrainment in non-stagnant ambients. However, 
the three-fold increase in the coefficient of radial entrainment is perhaps more difficult 
to explain. Koole and Swan (1994) argued that this change was justified by the large 
increase in the turbulent shear stresses (puV) measured along the boundary of the jet 
discharged in a wave environment. However, no attempt was made to correlate the 
Reynold's stresses with the increased entrainment, and consequently it remains 
unclear whether a large increase in the coefficient of radial entrainment represents a 
genuine increase in the rate of mixing, or merely arises due to some inadequacy 
within the model formulation. 

To help clarify this point the Lagrangian model proposed by Koole and Swan 
(1994) was applied to the case of a vertical jet discharged in a steady cross-flow (i.e., 
the ambient fluid flow is perpendicular to the initial jet axis). Although a Lagrangian 
model is equally applicable to this case, or indeed any other, there is a clear 
distinction between the cross-flow and waves cases in that previous researchers (Lee 
and Cheung, 1990) have already confirmed that for the case of a jet discharged into a 
steady cross-flow the appropriate entrainment coefficients are given by P=1.0 and 
ct=0.055. In other words, in this case it is well known that the ambient flow has no 
effect upon the coefficient of radial entrainment. 

If (x,y,z) represent the usual Cartesian coordinates in which (x,y) defines a 
horizontal plane and z is measured vertically upwards; the trajectory of a vertical jet 
subject to a cross-flow orientated along the x axis may be represented on the (x,z) 
plane. Figure 1 concerns four such cases corresponding to Uj/ua=45.1, 20.0, 16.2 and 
11.7; where u, is the exit jet velocity and ua is the ambient cross-flow velocity. In 
each of these cases laboratory data describing the jet trajectory (Patrick, 1967) is 
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compared with the results of the Lagrangian model proposed by Koole and Swan 
(1994) in which the entrainment coefficients are defined as a=0.055 and B=1.0. The 
agreement between the measured data and the model predictions is clearly very poor, 
and suggests (at least in this case) that this Lagrangian description of the flow field is 
fundamentally incorrect. 
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Figure 1. Jet trajectory: comparisons with a Lagrangian model formulated 
in a relative frame of reference. 

Improved Integral Formulation. 

In attempting to explain the apparent inadequacy of the previous Lagrangian 
models (namely Chin 1988 and Koole and Swan 1994) the recent formulation 
proposed by Chu and Lee (1996) was noted. Although there are many similarities 
between these three models, the latter solution is quite distinct in that the integral 
equations are formulated in an absolute frame of reference. The distinction between 
this and the relative frame of reference, used in the former models, is shown to be 
very important and in particular accounts for discrepancies within the momentum 
conservation equation. Figure 2 concerns a simple jet element of area Aj which has a 
velocity Uj measured relative to the ambient fluid, which itself has a velocity ua. The 
vector sum of Uj and ua defines the instantaneous jet axis such that Uj and ua are 
respectively at angles of y and 8 to the £-axis. In a relative frame of reference, or one 
moving with the ambient flow, the conservation equations relating to mass and 
momentum are given by: 
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Figure 2. Definition sketch. 
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where again a is the coefficient of radial entrainment, (3 is the coefficient of forced 
entrainment and bj is related to the radius of the jet element. In contrast, the same 
conservation equations written within an absolute frame of reference are given by: 

— J Uj cosjdrj = cajj ITAJ cosy + 2bjfmj siny\ 

2a. 

^ 
J \Uj cosy + ua cost?) drj = uaE 

2b. 
where E corresponds to the total mass of fluid entrained into the jet element, and is 
given by the right hand side of equation 2a (or la). Comparisons between these 
equations immediately confirm that while the mass conservation equation is unaltered 
(since the entrainment of fluid is dependant upon a relative velocity effect), the 
equations defining the conservation of momentum (lb and 2b) differ significantly. In 
particular, equation 2b incorporates the momentum of the entrained fluid. 
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In light of these differences a new Lagrangian model was written in which the 
integral equations were formulated in an absolute frame of reference. A complete 
description of this model is beyond the scope of the present paper (see Kwan and 
Swan, 1997), but comparisons with the previously noted cross-flow data (Patrick, 
1967) suggest that this modification is sufficient to explain the inadequacy of the 
previous model highlighted in figure 1. Indeed, figure 3 shows a similar set of 
comparisons with the new model, and confirms that a good description of the jet 
trajectory can indeed be achieved with the previously recorded entrainment 
coefficients (a=0.055 and 0=1.0). 
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Figure 3. Jet trajectory: comparisons with a Lagrangian model formulated 
in an absolute frame of reference. 

Experimental Work. 

To further clarify the near-field behaviour of a jet discharged into a wave 
environment a new experimental programme was undertaken. In the first stage a 
buoyant hot-water jet was discharged horizontally beneath a series of regular waves 
having a period of T=ls and a wave amplitude of a=0.032m. These measurements 
were undertaken within a small wave basin located in the hydraulics laboratory within 
the Civil Engineering Department at Imperial College. This facility has a plan area of 
6m x 10m, and has an effective working depth of 0.46m. At the upstream end of the 
basin the waves were generated by 10 individually controlled random wave paddles 
each 0.6m wide; while at the downstream end the wave energy was dissipated on a 
one in ten sloping beach, with further passive absorption provided by several large 
blocks of poly-ether foam. The hot-water jet was introduced in the centre of the 
wave basin through a horizontal nozzle of diameter D=6mm, with its centre line 
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located 150mm above the bottom boundary. Although several orientations of the jet 
relative to the direction of wave propagation were considered, the present paper only 
addresses one case in which the jet was discharged perpendicular to the plane of the 
wave motion. In this case the exit characteristics of the jet were such that its 
temperature was 17°C above the ambient water temperature, and its velocity was 
0.76m/s. These conditions correspond to a densimetric Froude number of Fro=45 
and a velocity ratio of Uj/ua=10.9, where ua now represents the maximum wave- 
induced ambient velocity at the elevation of the discharge nozzle. A sketch 
describing the layout of this test case is given on figure 4a. 

(a) 
6 m 

10 m 
i) counter-flow case 

Wave paddles 

regular waves 

!/ 
a—» 

ii) cross-flow case 

water depth = 0.46m 

Wave absorbers 

Regular waves 
Wave paddle 

Figures 4a-4b. Experimental apparatus: (a) horizontal jet, and (b) vertical jet. 
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In a second series of tests a vertical hot-water jet was discharged from a 
similar nozzle located 75mm above the bed of a two-dimensional wave flume. This 
facility, which is again located in the Civil Engineering Department at Imperial 
College, is 25m long, 0.3m wide, and (for the duration of the present tests) had a 
working depth of 0.62m. The wave conditions again consisted of a regular wave 
train having a period of T=1.0s and wave amplitude of a=0.3m. Likewise, the exit 
temperature of the jet was again 17°C above the ambient water temperature and the 
exit velocity was 0.76m/s. These conditions are similar to those occurring in the 
previous test case, and correspond to a densimetric Froude number of Fro=37.8 and 
velocity ratio of u/u,=18. A sketch showing the layout of this case is given on figure 
4b. 

In both test cases the near-field mixing was quantified using an array of 
thermocouples. These were supported in a two-dimensional traverse having a 
positional accuracy of ±0.5mm in both the horizontal and the vertical directions. Each 
thermocouple was constructed from k-type thermocouple wires having an external 
diameter of 3 microns, and fused at one end to produce a measuring volume with a 
diameter of <|><0.2mm. Although probes of this type were difficult to handle, their 
size was essential to ensure the required accuracy and response (0.1°C in 0.01s). 
After careful calibration this measuring apparatus was able to resolve the temperature 
fluctuations within an individual wave cycle, and was thus deemed appropriate to 
determine the nature of the mixing processes. 

Discussion of Results. 

Figures 5a and 5b respectively concern the horizontal and vertical jets 
discussed above, and describe the decay in the time-averaged temperatures measured 
on the central axis of the jet. In both cases the measured data is compared with two 
models. The first, indicated by a dashed line, represents a standard integral solution 
based upon the assumption that the jets were discharged into a stagnant ambient; 
while the second, indicated by a solid line, represents the results of the new 
Lagrangian model outlined above. In this latter case it is important to note that 
although the Lagrangian model is not in perfect agreement with the laboratory data, it 
provides a significant improvement over the stagnant ambient model. Furthermore, 
unlike the previous formulations proposed by Koole and Swan (1994), there is no 
uncertainty with regard the entrainment coefficients (a, P). Indeed, the calculations 
presented on figures 5a and 5b are based upon the widely accepted entrainment 
coefficients commonly applied in both stagnant and steady flows (i.e. a=0.055 and 
3=i.o). 
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Figures 5a-5b. Centre-line temperature decay: (a) horizontal jet and (b) vertical jet. 

To further examine the success of the Lagrangian solution figure 6 concerns 
the time-averaged temperature profiles at five elevations above the vertical jet, and 
contrasts the measured data with the model predications. These comparisons clearly 
suggest that the modified Lagrangian solution is, in general, in good quantitative 
agreement with the laboratory data. However, on closer inspection it is apparent that 
the temperature profiles become increasingly asymmetric at higher elevations above 
the discharge orifice. This pattern has been observed in several other test cases and 
is, at first sight, very difficult to explain since one would assume that the cyclic nature 
of the wave motion effects both sides of the jet in an identical manner. However, if 
one considers that the central core of the jet, at least in the near-field region, provides 
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Figure 6. Time-averaged temperature profiles measured above the vertical jet. 
• laboratory data, Lagrangian model. 
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an effective barrier to the wave motion in the vicinity of the jet, it becomes apparent 
that the upstream and downstream sides of the jet (measured relative to the direction 
of wave propagation) experience very different flow regimes. Adopting the usual 
notation whereby a co-flow corresponds to the movement of ambient fluid in the 
same direction as the jet velocity, and a counter-flow opposes the jet velocity; it can 
easily be shown that the upstream side of the jet is subject to a transition from a co- 
flow to a cross-flow, while the downstream side of the jet experiences a transition 
from a counter-flow to a cross-flow. These changes occur between phase angles 
0<8<0.25 and 0.5<8<0.75 respectively, where 0=0 corresponds to a zero up- 
crossing. The difference between these regimes provides a plausible explanation for 
the jet asymmetry observed in figure 6. 

Indeed, if one further considers the temperature profiles in a phase-averaged 
sense (or ensemble-averaged at specific phases of the wave cycle) there is evidence of 
a new wave-induced mixing mechanism which specifically effects the downstream 
side of the evolving jet. Figures 7a-7e describe the ensemble-averaged temperature 
profiles at 9=0.5, 0.6, 0.7, 0.8 and 0.9 respectively, where 9=0.5 corresponds to a 
zero down-crossing and 9=0.75 is in phase with the wave trough. During this 
portion of the wave cycle, the vertical jet is first subject to a counter-flow (9=0.5), 
followed by an increasing cross-flow which is orientated towards the downstream 
side of the jet. In each of these five figures the large arrow positioned above the 
temperature data indicates the approximate direction of the ambient flow. In this 
case the effect of the ambient motion appears to divide the jet so that although a large 
proportion of the jet is swept upstream (in the positive x direction), a significant 
proportion also appears to remain almost static. This apparent division of the jet only 
arises during this stage of the wave cycle, and in particular does not occur 180° later, 
when the jet is subject to a co-flow (9=0) followed by an increasing cross-flow 
orientated towards the upstream face. In this latter case the entire jet is swept 
downstream (in the negative x direction), and thus the pattern looks very different to 
that presented on figures 7a-7e. 

Concluding Remarks. 

The present study has addressed the case of a buoyant hot-water jet 
discharged in a wave environment, and has sought a quantitative description of the 
near-field mixing based upon a quasi-Lagrangian formulation of the integral 
equations. Previous attempts at a solution of this type have provided a good 
qualitative representation of the flow field, but detailed quantitative comparisons have 
been limited due to the apparent uncertainty in the entrainment coefficients. In 
particular, a three-fold increase in the coefficient of radial entrainment was necessary 
to model the centre-line decay. To investigate this point an existing Lagrangian 
model, formulated in a relative frame of reference, was used to describe a vertical jet 
discharged in a steady cross-flow. Although in this case there is no ambiguity 
regarding the entrainment coefficients, the agreement between the model predictions 
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Figures 7a-7e. Phase-averaged temperature profiles at z=13D. 
(a) 0=0.5, (b) 9=0.6, (c) 6=0.7, (d) 0=0.8, (e) 0=0.9. 
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and laboratory data were poor. On closer inspection, it has been shown that a 
Lagrangian model formulated in a relative frame of reference neglects the momentum 
flux associated with the entrained fluid. In contrast, an alternative model, formulated 
in an absolute frame of reference, is shown to be in good agreement with all cases 
involving buoyant jets discharged in both steady currents and unsteady wave fields. 

To further validate this latter model, new experimental studies were 
undertaken in which both horizontal and vertical jets were discharged within a wave 
environment. Laboratory data describing the near-field mixing is shown to be in 
good agreement with the modified Lagrangian solution, and perhaps most 
importantly there is no ambiguity with regard the entrainment coefficients. As a 
result, the proposed solution is appropriate to design applications. Furthermore, 
detailed consideration of the phase-averaged temperature data measured within the 
near-field provides evidence of a new wave-induced mixing mechanism. This effect 
provides a plausible explanation for the development of non-symmetric time-averaged 
temperature profiles. More importantly, it provides the first quantitative evidence 
which suggest that the average dilution will be enhanced if a pollutant is discharged in 
the plane of the wave motion. 
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CHAPTER 356 

COST EFFECTIVENESS OF WAVE POWER EXTRACTION 
AT EROSIVE COASTS 

HIDEO KONDO* 

ABSTRACT 

Cost of wave power extraction is investigated for the coasts where erosion has 
been continuing without suitable countermeasures. By a wave power extraction, a 
shoreline accretion is expected due to the mean sea level drop.   Cost effectiveness is 
discussed with the concept of total cost instead of the generation cost only. 

INTRODUCTION 

Wave power utilization has not essentially been commercialized yet except small 
size navigation buoys though remarkable progress has been achieved in the last two 
decades. The reason is simply that the cost of electricity from waves is still much 
higher compared with those from fossil fuels and of nuclear. However, it is required to 
remove unfavorable gases like CO2 etc. exhausted in the process of burning fuels from 
the standpoint of global environmental protection. This process needs an additional 
cost which we may call the environmental cost. The cost is known presently to be no 
less than that of power production itself. 

Meanwhile continuous retreat of coasts by wave and meteorological tidal actions 
has become serious at most coastal countries in the world. Coastal engineers have 
worked extensively to solve the problems by constructing coastal structures or by feeding 
sand in eroding beaches. Extraction of wave power decreases apparently the transmitted 
wave power shoreward and will weaken beach erosion with similar actions as the above 
two methods do. 

In the present study the author proposes an approach to evaluate the total cost as 
well as the production cost of wave power extraction at erosive coasts which is 
subsequently examined for case studies. 

Department of Civil Engineering & Architecture, Muroran Institute of Technology, 

27-1 Mizumoto-Cho, Muroran, Hokkaido, 050 Japan 
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TOTAL COST ESTIMATION 

The total cost Pt ( ¥ / kWh) consists of the market or generation cost Pm , the environmental 
cost Pe and the social cost Ps as (Kondoetal.1991 and 1993), 

Pt=Pm+Pe + Ps (1) 

Pm is estimated with conventional procedures. Defining EpJ as the environmental value 
of yth factor, Pe , the cost to repair the environmental damages occurred in power production 
process is estimated as, 

dE 
Pe = ZAPiJ = Z-^-Axi (2) 

In the above equation APtj is the repair cost brought by the variation of yth environmental 
factor by the variation of the environmental factor / in the course of production. Pe of 
fossil-fired electricity includes expense of removing and treatment of harmful waste gases 
such as C02. 

The environmental cost is positive for the cases of fossil-fired and nuclear powers. For 
the cases of renewable energies it can be minus when they bring better environment 
than that without extraction. The social cost Ps may be the expenses of moving houses 
and structures, compensation for damaging fishing industry, and the expenses 
dispatching troops to keep the sea-lane safe to tankers for imported oil, etc. 

WAVE POWER BUDGET AND DEFORMATION 

The incident wave power through the extracting device and structure is divided to 
the reflected, the power extracted, the loss by extracting process and structure, and the 
transmitted shoreward. The ratios of these depends on types of device, structure and 
the operating conditions. Approximate figures for the extracted and the transmitted 
are estimated for later calculation as in the following. 

TABLE-1 WAVE POWER BUDGET (Extracted / Transmitted) 

TYPE OF SYSTEM IN OPERATION STOPPED 

Floating (OWC) 

Bottom Fixed( Pendulor) 

30/50 

50/20 

0/100 

0/50 

SHORELINE ACCRETION BY MSL DROP 

Continuous retreat of shoreline by wave and meteorological tidal action has become 
one of the most serious problems in all coastal countries. It has been accelerated by the 
remarkable trend of mean sea level (MSL) rise. The power extraction from waves in 
offshore or inshore zone decreases the incident power and the height of transmitted 
wave and the size of MSL. 
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We know that a MSL rise brings a retreat of shoreline more than that anticipated 
from the static geometry in sandy coasts. Thus we may apply the relationship between the 
MSL rise versus the shoreline retreat to MSL drop at beach versus shoreline accretion by 
the wave power extraction. Several approaches have been proposed for the relationship 
between MSL rise and beach retreat we will use the one by Mimura et al ( 1994) for 
later calculation. 

The environmental cost for the wave power extraction is minus since it makes 
natural beaches wider or saves constructing revetments on shores. 

PENDULOR WAVE POWER EXTRACTOR 

Electric Po wer 

IT a 

Oil Motor VPf"*/ Cylinder Pump 

jpNfaTm 
Generator-^il^gl Pendulun 
(Common Bed)^\ 

11,1 
Back Wall Jj| 

VIBB' B 3CF 
Water Chamber 

aSnV^ TjAX.* x   *» 

Caisson -^\ 
n\   Nl 

(Water Gate) 
IJ^ssS3^ 

Incident W aves 

Electric Power 
Oil I Vtotor 

Gem -rator 
Rotary Vane Pump 

Pendulum- 

Water Chamber 

Caisson 

Incident Waves 

Fig.l Pendulor Wave Power Extractor in Caisson 
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We have studied Pendulor power extractor of bottom standing type which can be 
installed in upright caisson breakwaters since 1980 ( Kondo et al, 1984, Yano et 
al, 1985, and Watabe, 1993 ). Two basic types of it are sketched in Fig. 1. It consists 
of pendulum plate in a concrete caisson with seaside open and a hydraulic power 
transmission system. A back wall, two side walls and the bottom plate of caisson 
together with the pendulum plate forms a water chamber where a standing wave system 
is generated by oscillation of the plate. 
Originally it had been developed as the cylinder pump type (the upper one in Fig.l). 
Laboratory and field experiments has proved it to have high efficiency and to lower the 
cost compared with the other kinds of extractors ( Watabe, 1993 ). 

The rotary pump type, the lower one in Fig. 1, was proposed later and has been 
being studied ( Watabe et al, 1996). 

STUDIED LOCATIONS 

Three locations of Japanese coast which are typical ones at Hokkaido, Touhoku 
and Kantou area, respectively of different wave climate have been chosen to estimate 
the total cost for electric power production employing Pendulor system. 

TABLE -2   WAVE CLIMATE OF THREE TYPICAL COASTS 

COASTS 
(Oceans) 

AVERAGE WAVE 

Hl/3       Tl/3            W 

DESIGN WAVE 

Hl/3           Tl/3 

Hokkaidou 
(Japan Sea) 

l.l(m)   4.9(sec.)   5.3(kWh/m) 7.5 (m) 12.0(sec.) 

Touhoku 
(Pacific) 

1.0        7.4           6.3 7.5 14.0 

Kantou 
(Pacific) 

1.5        7.4         11.5 11.0 15.0 

COMPUTATION PROCEDURE 
The generation or market cost Pm was computed according to a conventional way 

for the case of electricity in Japan. Table-3 presents the computational process for the 
case of KANTOU coast. 

The environmental cost has been computed from the two approaches: 
(a) From the difference of expenses to construct a revetment at shoreline. 

The revetments are designed for the two cases of with and without power 
extraction to the design waves shown in Table-2. The expense to construct a 
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revetment is estimated from which Pe is computed, 
(b) From the expense of filling the eroded shores every year. 

The volume of beach eroded by the average annual wave shown in Table-2 is 
estimated for each location. Then the cost of sand filling to eroded shore is estimated 
from which Pe is computed. 

TABLE - 3 Estimation of Market Cost, Pm ( KANTOU COAST) 

(1) DESIGN CONDITION 

Water Depth: 10 m below LWL 

Tidal Range: 1 m 

Mean Wave Power:  11.5 kW/m 

Design Wave; H1/3 = 11 m,   Ti/3= 15 sec. 

Extrator: Pendulor in Bottom Standing Caisson 

Overall Efficiency:   0.5 

Caisson: Unit Length of 20 m 

Rating Output per Unit: 11.5* 20*0.5 = 115 

(2) EXPENSE AND COST ( Debt Financing Rate 6 % per Year) 

A: Cost of Caisson = 12 (M¥/m)* 100=   1200 M¥ 

B: Cost of Generating System = 6 0M¥ * 5 = 300 M¥ 

C: Total Construction Cost     = 1500 M¥ 

D: Specific Cost = C/ Output = 1500/575 = 2.6 M¥/kW 

E: Fixed Cost = Total Cost * Equivalent Coefficient 
= 1500 * 0.07581 = 114M¥/Year 

F: Operation Cost = B *0.05 = 15 M¥/Yea 

G: Expenditure = E+ F = 129M¥/Year 

H: Amount of Generated Electricity 

= Output 24hr * 365day * Workig Rate 

= 575* 24 * 365* 0.58 = 2.72 * 106 kWh/Year 

(3) MARKET COST 

I: Cost of Electricity = G/H = 44 ¥/kWh 



4588 COASTAL ENGINEERING 1996 

The result of estimation is shown in Table 4 which reveals that Kantou area shows 
the lowest market cost, Pm of 44(¥/kWh). It is still about three times than that of 
oil-fired as of 1994. It is sensitive to the debt financing rate which is 6 % in present 
estimation.   For the case of 2% rate, Pm decreases to 30( ¥ /kWh). 

The total costs, Pt, however, becomes close to it at Kantou area (Table - 5). For 
the case of the debt ratio of 2 % it becomes less than that of oil-fired. 

TABLE-4 COST OF ELECRICITY FROM WAVE in ¥/kWh 

LOCATION Pm Pe          Ps Pt 

HOKKAIDOU 62 (a)   -18        1 45 
40 (b) - 5        1 58 

TOUHOKU 59 
38 

(a) -16        1 
(b) -11       1 

44 
49 

KANTOU 44 
30 

(a) -11       1 
(b) -13       1 

34 
32 

In addition to the wave power, the other two ocean energies, namely current and 
tide, and wind are also investigated for the cost analysis at promising locations in Japan, 
the costs of which are considerably higher than those of wave power as shown in Table- 
5, except wind. -5. 

TABLE - 5  COST OF ELECTRICITY BY RENEWABLE ENEGIES 

IN ¥ /kWh (Ratio to Oil-Fired) 

ENERGY LOCATION Pm Pe Ps Pt 

WAVE KANTOU 44 -13 1 32(1.3) 

CURRENT TSUGARU STRAIGHT 33 3 1 37(1.5) 

TIDE ARIAKE BAY 73 3 2 78(3.1) 

WIND MURORAN 48 -14 1 35 (1.4) 
OIL - FIRED KANTOU 12 12 1 25(1) 
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CONCLUSIONS 

The present study has revealed that wave power utilization at erosive coasts is found to 
be a promising way to get inexpensive clean energy in Japan and may be so for most coastal 
countries though the cost depends on heavily domestic natural and economical condition. 
The utilization will restore invaluable fossil fuels, and precious beaches for the future 
generation. 
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CHAPTER 357 

FAESIBILITY TESTS OF NEW PENDULAR-TYPE WAVE 
ENERGY CONVERSION APPARATUS 

Senji Osanai',Hideo Kondo2,Yuzo Mizuno3and Tomiji Watabe4 

Abstract 
In order to utilize natural energy,it is essential to develop a fully compatible 

system, instead of conventional power- generating systems. 
The authors proposed a new pendular-type wave power generation device. 

Design criteria for a new rotary vane pump systems (NRVP) was studied for 
several years and a 5-kW-model test plant with a large displacement of 45.9 
1/rev pump was established. This simplified pendular system was considered to 

limit the investment costs. This paper describes the new pendular-type con- 
verter and its components, and presents observation data obtained in field tests 
conducted at sea. 

1. Introduction 
As Japan is largely dependent on fossil fuels such as coal and petroleum for 

energy, transition to nuclear power and others non-fossil fuels is being under- 
taken. Efforts should be made to find energy-saving techniques or new energy 
sources in order to ensure future development while protecting the earth's envi- 

ronment. It is essential to switch to clean and natural energy sources such as 
solar radiation, wind power and wave power. 
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However, these sources have problems regarding cost and generation ca- 

pacity limitations. The biggest obstacle to the practical use of clean and natural 

energy sources is their generating costs compared with those of fossil fuels. 
To address this problem, a new, pendular-type wave energy conversion 

device, named Pendulor by the authors, was developed. 
In 1981, the first device1''3) (20 kW) was installed on a breakwater at the Port 

of Mashike in a collaborative development project involving the Town of 
Mashike, the Muroran Institute of Technology and Hitatchi Zosen corp. Full- 

scale feasibility tests were conducted . 
Following these tests, in 1983 a research group from the Muroran Institute 

of Technology made the first experimental test device by improving the existing 
one, and conducted test plant experiments. The tests achieved the expected re- 
sults and the device was proved to be efficient in wave energy conversion. But it 
was absolutely necessary to further reduce the power generation costs. 
Therefore, based on the past research and development results, a new, re- 
markably improved wave energy conversion device was built under a new re- 

search plan. Field tests were conducted at sea. 

2. Outline of new pendulor device 
Wave energy conversion devices 

can be largely classified into 
OWC(Oscillating-wave-column) and 

pendular-types. The principal of the 

device is shown Fig. 1. 
Horizontal standing wave motion 

is converted to motion of the pendu- 
lar plate, which is then converted to 
reciprocating rotary motion of a vane 
-type rotary pump directly connected 
to the pendulum. This rotation feeds 

hydraulic oil to the hydraulic    motor 

and drives the generator. 

Figure 2 shows the original 
pendular device 4),8) which had a cyl- 
inder pump. It was used to drive an oil motor-generated set. 

Since the pendulum actuated the pump , both were fixed on a common    bed 

lest the caisson suffer from the huge reaction of the pump. When the pump and 
pendulum were coupled together at sea, the system became dangerous because 

^\V\\V\\\\\\\\\V\\\\\\ 
Water Chamber Caisson 

Fig. 1    Principle of the device 
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the pendulum moved whenever incident waves exited it. A water gate as illus- 
trated as in the figure was required. 

Electric Power 
Oil Motor 

\ 
Oil Motor 

Electric Power 

Generator 

Water Chamber 

Caisson 

(Water Gate)'   
Incident Waves 

Fig.2    Original pendular device 

Caisson 

Incident Waves 

Fig.3 New pendular device 

In order to improve cost efficiency, simple combined feature was invented in 
which a rotary vane pump was coupled with the pendulum. 

A long shaft was used to support both the pump rotor and the pendulum, 
having no coupling component. There were 3 bearings on the shaft, 2 of which 
were for the pendulum. This combination makes for easier installation work 
than with the previous model. This system was called a new pendular de- 
vice2),5),6)as seen in Fig.3. 

This large-capacity vane -type pump offers the following advantages: 
1) The features of the pendular system can be simplified through an 

integrated pendular plate and rotary vane-type pump. 
2) Energy generation costs can be reduced through simplification of 

installation work at sea. 
3) High-wave resistance of the pendular system is also improved. 

3. Design of new rotary pump and pendulum 
3.1. Rotary pump 

Displacement DP of the pump, which consists of 2 vanes, is described in the 
following equation, assuming it is the same as the previous pump. 

where      DP   displacement of the pump 
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DP  =— (d,; 

2 
d , 2) B = 2 n Apr 

d,   vane tip diameter 
d2   rotor cylinder diameter 
B    vane width 

AP piston area (cylinder pump)=98.17xio m   r    arm radius =0.6 m 

The leakage is prevented by the metal seals. As leakage is proportional to the 
total seal length Lp, a pump having    greater value of Dp/LP(displacement/total 
seal length) can operate more efficiently. 
Dp/Lp is shown in the next equation7): 

D„ 

L,       (   d!    d, 
4 2—+ — 

I    d2     W 

7cC(d,/d2)
2-l)d,! 

d>    , K + 1 
d2 

where W vane width 
Through the results of the research, the following equation was determined 

to provide the optimal profile of the pump7): 

di (0. 36—0. 46)(d2/W) z s 

da 
- + 1 

where    d/W=1.0~ 1.2, x s is shearing stress of the shaft,    Pmax is maxi- 
mum delivery pressure of the pump. 
Applying the research results, the test pump shown in Fig.4 was designed. 

Fig.4      New    rotary    pump 
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Its specifications are arranged in Table 1. 

Table 1 Specification of the NRVP 
Input: T) ,E]=16.6kw Displacement: Dp=0.0459m7rev 
Vane tip diameter: d,=0.45m Rotor cylinder diameter:      d2=0.30m 
Vane Width:      W=0.26m Shaft diameter: ds=0.232m 

Movable angle:   8 max=65°(both sides ) 
Pressure(mean/max.): PmcJ?mas=\2.8/25M?a 

3.2. Pendulum 
The power E, produced by the pendulum can be determined with the follow- 

ing equation7): 

E,=l/8xp gH 2C gB 7]  , 

where    H is wave height = 1.5m , p   is density of water = l,030kg/m\ 
g is acceleration of gravity =9.81 m/sec2, C6 is group speed of the incident 
waves=3.46m/s(wave period 4s, water depfh:h=2.75m), B is width of the pendu- 

lum in water=2m,   7]   ,  is conversion    ratio from wave power to pendular 
power=80%. 

In this case, these parameters were adopted in the design, and then it was 
decided that E,=l 6.6kW. 

In design, amplitude of pendular motion 6 a was established using the follow- 
ing values. 

6 a=M/(o) N)=0.285rad(16.3°) at no load operation 

9 a =16.30°x0.625°=10.20 at optimal load operation 
where M is amplitude of exiting 
moment =370KNm, N is load fac- 

tor by wave generation =828KNms, 

O)   is circular frequency of wave 
= 1.571rad/s(T=4s). 

As seen in the pendular device 

shown in Fig.5, the basic style was 
not changed    significantly, though 

the pendulum    is more durable in 
storms with its rubber tires of 

heavy track's, it can swing wider Fig.5 Test pendular device 
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and more reliable to absorbing shock loads.It is expecting to be relatively main- 

tenance free. 
In order to prevent electro-chemical corrosion, the shaft was connected to the 

earth through brushes and zinc plate were fixed to the pendulum surface and 
incorporated into the vane- type rotary pump. 

3.3.Installation 

The device was installed using a large crane in August 1994,on the caisson 
of the Muroran    Institute of Technology around the exterior of the south break- 

water in the Etomo area of Muroran. The installation was completed within 2 

hours, not included preparation of a gate. 
Muroran is centrally located on the middle of Hokkaido and faces the Pacific 

Ocean. The water in front of the breakwater is approximately 4.0 m in depth. 
Because of the port's location in a bay, incoming waves are small. The largest 

significant wave was 2.7 m high and its period was 5.4 second. The mean wave 
direction was west northwest. Photo 1 shows the installation of the device. Fig. 6 

shows the location of the port of Muroran. 

'   iCL^Tt >'     ••. Pacific Ocean 

'Shikoku 

Photo 1 Installation work Fig. 6 Location of Muroran port 

4. Measurement of the new pendular-type wave conversion device 

Measurement were made at 8 points: © Pump pressure (4 points). <S) Motor 
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axis torque (1 point), © Motor axis rotation speed (1 point), @ Pendulum 
gradient (1 point), (§) Wave recorder (1 point). 

Eight patterns were successively measured, with load condition changed every 
20 minutes .The data was stored on a CVS-type disk. Figure 7 shows the interior 
structure of the observation system. 

P, : Pump pressure ! @- 

Pt r Pump pressure 2 (•y 

P3 : Pump pressure 3 (•y 

P4 : Pump pressure 4 (^ 

T : MPtor axis torque (T\ 

Wave High! ([_)- 

Rotational frequency   (O1- 

Pendulum gradient        Qy 

Commercial power source 
AC100V 
50H, 

Fig.7 Observation instruments and wiring diagram 

S. Observation of the new pendulor-type wave energy conversion device 

The new pendulor-type wave energy conversion device was produced and 
tested in accordance with the development schedule shown in Fig.8. 

The device was produced in 1993 and 1994. It was installed at the site, along 
with observation instruments, and ancillary electrical work was carried out be- 
fore conducting observations. 

^\^ 19 9 3 19 9 4 19 9 5 19 9 6 97~98 

Development  of 

device 

Testing 

Data analysis   

Other 

Fig.8    Research and development schedule 
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The device was installed in August 1994 in front of the port of Muroran shown 
fig-6. Since then, tests have been conducted for 20 months. In order to analyze 
efficiency , measurements were conducted at 8 points during operation. The 
data is presented in Table 1. Figure 9 shows spectrum response of the system . 
Two spectrums, wave and angular displacement of the pendulum, showed a 
close correlation. 

Year    / Date 
95 

11.8 
95 

11.8 
96 

1.04 
96 

1.07 

H |             (m) 2.52 2.53 2.36 2.63 

T j             (sec) 6.45 6.57 6.04 5.93 

Wave Power (kw) 14.426 14.727 14.125 18.401 

Primary Conversion 
Efficiency             (%) 

61.71 56.0 53.55 42.16 

H I Wave Height, T 1 Wave Perid 

Table 1 Observation data 

Power denisty 

58.85   
.__. 

— 

(ms) 
(rad*s) 

_.. " " 
  — ___ 

fl s -- Waves 

T ̂ ^Angular displacement of the pendulum 

5 885 —- 

^ ̂  

V 
N 

...__ 

"/V" —
l 

"XT ^ 
jsa •s •A ̂ /K 0. tKr* *tfi$ 

•4* n-»» "•'•' ~\..: 

0. Circular Frequency CO/A 

Fig.9 Responsiveness of the system 

Figure 10 shows the efficiency of the new pendulor. The efficiency  7] , 
is shown in relation to wave period.T,,   It can be seen that 7j , =0.5~0. 

9, and it reaches peak value at approximately T,, =4.5~5.2second. 
During the field test ,the pump operated without a breakdown, but pump effi- 
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ciency was only 27-37%. 
No contamination of the oil has been observed, so it is presumed the cause of 

low efficiency may be malfunction of the seal . 
Besides the power conversion test, remarkable durability of the pump has 

been proved .There were no troubles around the pendulum or the pump such as 

loosening of bolts, leaking of oil or wear of sliding parts. 

^100 

LD 90 

"E   80 
LU 
II 70 

C 60 

?T 50 

40 

30 

3 

c 
<u 
u 

° 7?l(mean)=66.39% 
QD 

.0 4.0 5.0 6.0 

Significant wave period T 1/3 

7.0 

Em= mech. energy 

converted. 
Ei=incident wave 

energy. 

Fig.10 Efficiency of the new pendulor 

6.Conclusions 
Through testing of the new pendular device , the following conclusions 

were obtained. 
1) The new rotary-vane pump system proposed for the pendulor makes installa- 

tion easier, without the need for a water gate. It can lower energy costs. 
2) The new pendular system improves durability not only for the pump, but also 

for the pendulor. 
3) Efficiency of the new pendular was approximately 50~70 %(It was the 

same as the old pendulor coupled with a cylinder pump.) 
4) Pump efficiency did not achieve the predicted value, as derived in the indoor 

test. 
Therefore, there is still the need to solve the problems regarding pump effi- 

ciency and the seals on the pump unit. Further research to this end is expected . 
After a great deal of research and development, the new pendular system 

was realized. It employed unique technique developed in Hokkaido, and which 
must be further developed. To put the device to practical use, we must continue 
field tests. Observation data, particularly that for durability and efficiency ver- 

sus load, will be collected for application in design. 
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CHAPTER 358 

Watertable Dynamics in Coastal Areas 

Hong-Yoon Kang1 and Peter Nielsen2 

Abstract 

Fresh water lens measured under the coastal barrier is much thinner than that 
predicted by the classical Ghyben-Herzberg theory. Landward downsloping watertable 
which is usually seen at coastal areas results in a landward flow of salty water or waste 
water released into aquifer. Comparison between the laboratory experiments with regular 
waves and no tides and the field data has revealed significant difference in magnitudes 
of the infiltration velocity. It is obvious that the tidal phase is very important. Infiltration 
velocities are large when the shoreline moves landward on a partially saturated beach on 
a rising tide. General magnitudes of U, are O.OSK for steady laboratory conditions to 
0.45K for field conditions during the rising tides. A mathematical model of the 
watertable which includes the effects of runup infiltration is obtained in a steady state. 
A finite-difference numerical model of the watertable is also presented with the 
glassy/dry boundary as a boundary condition. 

Introduction 

Watertable dynamics in coastal areas are of obvious interest in relation to 
problems such as salt water intrusion to the aquifer and wastewater disposal from coastal 
developments, but research into these processes has been scarce. In addition, the 
modeling of swash zone sediment transport requires a better knowledge of the beach 
groundwater dynamics. 

Extensive field studies along the east coast of Australia have revealed that the 
overheight in the coastal watertable due to wave runup and tidal action on the ocean side 
are sufficient to create a steady drift of salty ground water under narrow coastal islands 

'Center for Applied Coastal Research, University of Delaware, Delaware 19716, USA 
Fax: +1 (302) 831 1228, Email: Kang@coastal.udel.edu 

department of Civil Engineering, University of Queensland, Brisbane 4072, Australia 
Fax: +61 (7) 3365 4599, Email: nielsen@uq_civil.civil.uq.oz.au 
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and barriers. Figure 1 details a typical situation showing the landward downsloping 
watertable and the very thin fresh water lens monitored at the narrow northern end of 
Bribie Island near Brisbane, Australia. 

-20 6 20 40 
DISTANCE FfOM LOCAL B.M. (SCARP) [mi 

Figure 1. Field data showing the landward downsloping watertable and the thin fresh 
water lens (Bribie Island North, 14 July 1994). 

In this case, the difference in groundwater level between the ocean side which is exposed 
to waves and the landward side which is relatively sheltered from waves is 0.4 meters. 
The magnitude of difference varies depending on the wave conditions, the slopes on the 
two sides and the landmass width. These features are important for understanding 
ecosystems in these areas and for pollution control. The difference in groundwater levels 
shown in Figure 1 is due to the combined effect of tides and waves. 

The fresh water lens observed at the barrier island is seen to be much thinner than 
that predicted by the classical Ghyben-Herzberg (see Domenico and Schwartz, 1990) 
theory. The Ghyben-Herberg result was obtained from simple hydrostatics with no 
consideration of the details of the wave runup infiltration near the high water mark. The 
measured fresh water lens under the barrier also shows an asymmetry, i.e. it opens up 
gradually on the ocean side, but closes abruptly on the landward side. 

This paper outlines the recently developed theory for wave effects significantly 
affecting coastal watertable dynamics and presents comparison with field and laboratory 
measurements. Watertable modeling is also given mathematically and numerically. 

Wave Induced Watertable Overheights 

Ocean waves raise the coastal watertable through their lifting of the free mean 
water surface seaward of the shoreline, i.e. wave setup, and due to the infiltration from 
wave runup landward of the shoreline. See Figure 2. 

Wave Setup 

The phenomenon of wave setup has been treated extensively in the water wave 
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Run-up limit 

m^^m^^^m^mm^mM^mi^^m^M^^ 

Figure 2. Definition sketch 

literature. Extensive field data have been reported by Nielsen [1988] and Hanslow and 
Nielsen [1993]. They indicate that the shoreline setup rfs 

TK = 0.38 HH (1) 

or 

Is = 0.048^53; (2) 

where Homs is the root mean square deep water wave height and L0 the deep water wave 
length (L0 = gl^Hn, where T is the wave period). 

Regular Waves. No Tide. 

Experimental studies were undertaken in a wave flume with regular waves and 
no tide to gain insight into process of infiltration from wave runup and the resulting 
watertable overheight as reported by Kang et al. (1994). It was found from the flume 
experiments that the asymptotic inland overheight rf„ depends on the beach profile, the 
wave height Ht and the wave period T, but not directly on the hydraulic conductivity K 
of the beach material. Kang et aL [1994] recommended the following formula in relation 
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to Hunt's [1959] formula for the runup of regular waves: 

TL = 0.62 (ZR-SWL) = 0.62tanpF^Lc (3) 

where ZR is the level of maximum runup, SWL the still water level and janp the 
beachface slope. This indicates that the asymptotic inland overheight amounts to be 62% 
of the runup height irrespective of sand size. However, separate regression lines for 
coarse and fine sands, as seen in the relation between the inland overheight scaled on the 
wave height (h„-SWL/H,) and the surf similarity parameter 5 (=taiu3f ^/Hi)0'5) (see 
Figure 3), show a weak effect/correlation of sand size, indicating that the watertable 
overheight is larger for larger sands, in the range of wave conditions of 1.2secs T 
=s2.8sec and 58mm ^ H, < 200mm with aquifer depths ranging from 372mm to 436mm 
(regression coefficients: 0.64 with ^=0.73 for coarse sands and 0.48 with ^=0.86 for 
fine sands). This trend is consistent with Gourlay's [1985] data. The fact that the 
watertable overheight is larger for coarser sands may not be caused directly by different 
sand sizes, but by different beach profile shapes associated with different breaker types 
and different beach materials (see Rector, 1954; Gourlay, 1980; 1985). In general, finer 
sands form characteristically flatter foreshore beach profiles (with an outer bar formed 
at the breaking point of the waves), and more energy is dissipated through the surf zone 
than for beaches with coarse sands for the same wave conditions. The former results in 
less runup on the beach face than the latter. Smaller wave runup heights hence produce 
less watertable overheight. 

3.0 

Figure 3. The normalized inland overheight as a function of the surf similarity parameter 
«=tanPp(L«/ffJ)

a5). 
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On the other hand, the present result is not directly consistent with Gourlay's 
[1992] example for a flat wave (///Lo=0.007) which shows that the elevation of the 
watertable increased as the hydraulic conductivity of the beach material decreased. 
Equation (3) may apply when the breaking waves are not surging (for H/Lo>0.0l: see 
Figure 4 of Gourlay [1985]) and the beach material is sand, but it may not hold for very 
flat waves (H/Lo<0.0l). The wave steepness is an important factor governing onshore 
or offshore movement of beach material which determines the beach profile and breaking 
point/characteristic. It thus influences the beach watertable elevation/profile. 

Wave Runup Infiltration 

Recently, the wave runup infiltration contributing to significant lifting of the 
coastal watertable was stressed by several researchers (e.g. Nielsen et al., 1988; Hegge 
and Masselink, 1991 and Kang et al., 1994). Figure 4 outlines the processes of wave 
runup/infiltration and the coastal watertable. 

Shoreline Runup limit 

Runup distribution 

•^  _J^^ ElfiXMSd watertable 

Sand surface 

Figure 4. Relationships between wave runup, infiltration and the coastal watertable. 

The top part of the figure shows the runup distribution (transgression statistics) of 
irregular waves, i.e. the fraction of the waves which transgressed certain points during 
the recording interval. The middle part shows the infiltration velocity distribution from 
wave runup, and the bottom part shows the corresponding elevated coastal watertable. 
With no sinks or sources landward of the runup limit the watertable will be horizontal 
landward of the runup limit. 

Runup  infiltration  velocities  indirectly  determined from  the  watertable 
measurements and the parameters n and K of the porous medium, using the Finite 
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Difference approach, have maximum values roughly midway between the shoreline and 
the runup limit from both the field and laboratory data (see Kang et al., 1994 and Kang, 
1996). General magnitudes of the infiltration velocity U, are 0.08^T for the steady 
laboratory conditions to 0A5K for field conditions during the rising tides. This difference 
is probably due to the fact that the field data were taken during rising tides where the 
beach is less saturated than in the steady state of the laboratory experiments. These 
magnitudes may vary according to characteristics of the porous medium. 

Mathematical Modeling of the Coastal Watertable 

Consider homogeneous sand body, with the specific yield n and the hydraulic 
conductivity K overlying a horizontal impermeable stratum at depth D. Under the 
Dupuit-Forchhermer assumption, the local height h of the watertable above the 
impermeable layer obeys the Boussinesq equation: 

ndh = K±_(hdh\ 
dt dx[    dxj 

In order to model the watertable in the zone of runup infiltration, the modified 
Boussinesq equation or the corresponding linearized equation (5) which includes the 
runup infiltration effect should be used as reported by Nielsen et al. (1988) and Kang et 
al. (1994): 

n— = KD—- + U,(x,t) (5) 
dt dx2 

where U, (x,t) is the infiltration velocity averaged over numerous uprush-backwash 
cycles or the infiltration flow rate per unit area. 

For steady flume condition (pure wave forcing, no tide), equation (2) leads to: 

The nature of U^x) may reasonably be expected to be: 

U,(x) = C,Kf(x) for    xs<x<xR 

0 for      x>xR 
( ' 

where C is a dimensionless infiltration coefficient and/fjcj is a dimensionless function of 
x. xs and xR are the horizontal shoreline and the runup limit coordinates, respectively. 

In order to define the solution for equation (6) under the steady laboratory 
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conditions, consider a simple situation where the infiltration velocity U/x) is distributed 
evenly between the shoreline xs and the runup limit xR That is 

U,(x) * U, (8) 

Then equation (8) is written as: 

d2h 

dx2 KD 
(9) 

The boundary condition at the runup limit (x=xR) may be written as: 

dh, 
dx 

0 (10) 

and the boundary condition at the shoreline can be stated as: 

K-x. = D + ^s (11) 

The solution to equation (9) with the boundary conditions (10) and (11) is : 

h(x) = D + r\s + 
U,(xR-xs)

2 

KD 

x-xs        i 

xR xs      2 

\2 

V XR   XS) 

xs<x<xR (12) 

and for x=xR, the asymptotic inland overheight is obtained as: 

1 UMR-
Xs)2 

h   = h x=x. =   D      +  Vs   +   ~ 2       KD 
(13) 

Hence we see that the asymptotic inland overheight is proportional to (xR-xsf/D. If 
f//jc) is always distributed in the same way between xs and xR, i.e. 

U, = KF] 
I    _    \ 

xR xs 
(14) 

where F is a universal function, equation (13) can be written as: 
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D + r)s + C
{XR

~*
S) (15) 

where C is a constant. A universal function F would give a universal constant C. 

Numerical Modeling of the Watertable 

Model Formulation 

The numerical technique used here is the finite-difference approach. Consider 
the typical four-node grid with node spacings of Sx and 8, in each coordinate direction. 
The dependent variable h(x, t+S,) will be obtained from the following equation, which 
is a Taylor series expansion about node h(x,t): 

h(x,t+b) = h(x,t) + 6J|M (16) 

By substituting the watertable equation (4) into (16), we get the governing 
equation: 

h{x,t) = h(x,t) + b,-Mh^\ (17) 
n dx\   ox) 

for the groundwater surface level h. In this way one equation is obtained for each node, 
which can be used to find h(x, t+dt). 

In order to get the solution for the most seaward and landward wells, we need 
two boundary conditions. The first of these can be obtained using the glassy/dry 
boundary (G/D) which corresponds to the watertable exit point, as the seaward 
watertable boundary condition (see Figure 5). Hence, since the G/D is moving 
horizontally as well as vertically, the spacing 3X from the G/D to the first well is not 
constant, i.e. 

"xl bx2 , for the first well landward of MSS (18) 

where Sxl is the distance between the glassy/dry boundary and the first well landward of 
MSS, 8x2 is the distance between the first and second well landward of MSS and MSS 
defines the intersection between the mean sea level (MSL) and the beachface (cf. Figure 
5). 
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Beach Face 

Exit Point 
(Glassy/Dry Boundary) 

Seepage Faci 

MSL 

MWS. 

':.*#&.' 

Figure 5. The moving glassy/dry boundary as the seaward watertable boundary condition 

Secondly, at the landward boundary, a reflecting, no flux boundary condition is 
imposed. This is reasonably realistic since the watertable waves decay exponentially with 
distance from the shore. That is 

h(x-6x,t) = h(x+bx,t) ,       for   x (19) 

Numerical solution of equation (17) subject to the periodic boundary condition 
at the ocean and to (19) is then readily obtained by iteration. That is, in order to 
overcome the influence of the initial conditions, the model is run for several tidal cycles. 

Comparison with Experiments 

As an example, the watertable data measured for 25 hours from Kings Beach, 
Queensland are used because tides were approximately sinusoidal at the time of 
measurement. 

Figures 6 and 7 show the time variations of simulated and measured watertables 
at 15m, 20m and 30m landward from the mean sea level shoreline with the variation of 
glassy/dry boundaries during two semidiurnal tidal cycles (25 hours period), respectively. 
The amplitudes of the watertable variation from the model give quite good agreement 
with those of the measured watertable. It is however seen that the simulated watertable 
levels always sit a bit higher than the measured watertable levels. This difference may 
be reduced by using the shoreline as a boundary condition because the shoreline always 
sits lower than the glassy/dry boundary level. Some improvement may also be obtained 
by varying hydraulic conductivity K and aquifer depth D at each well. The compactness 
of the beach sand body may vary in the shorenormal direction and hence hydraulic 
conductivity may vary shorenormally. 
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Figure 6. Simulated watertable variations during two semidiurnal tidal cycles at wells 
landward of the mean sea level shoreline. The numbers on the curves indicate distances 

landward from MSS. 

16.00 

10 15 
Time [hours] 

Figure 7. Measured watertable variations at the wells landward of the mean sea level 
shoreline from Kings Beach (Nov. 24-25,1991). 
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Conclusions 

Field measurements of groundwater dynamics in coastal barriers show landward 
downsloping watertable which results in a landward flow of salt water or waste water 
released into aquifer. Fresh water lens under the barrier tends to be much thinner than 
that predicted by the classical Ghyben-Herzberg principle. 

Comparison between the laboratory experiments with regular waves and no tides 
and the field data (see Kang, 1996) has revealed significant difference in magnitudes of 
the infiltration velocity. It is obvious that the tidal phase is very important. Infiltration 
velocities are large when the shoreline moves landward on a partially saturated beach on 
a rising tide. General magnitudes of U, are 0.08K for the steady laboratory conditions 
and 0.45X- for field conditions during the rising tides. 

A mathematical model of the watertable which includes the effects of wave runup 
infiltration was obtained in a steady state. The development of the numerical watertable 
model was also attempted with the glassy/dry boundary as a boundary condition. 
However, the numerical model of the watertable in this study is based on tidal 
fluctuations with the use of the wave-influenced G/D boundary condition. 
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CHAPTER 359 

LONG RANGE POSITIVE EFFECTS OF THE 
DELRAY BEACH NOURISHMENT PROGRAM 

Kim E. Beachler, P.E.1 

and 
Douglas W. Mann, P.E.2 

INTRODUCTION 
The success of beach nourishment projects is often questioned due to the observed losses 

of sand from the fill area and what appears to be a loss of benefits. Observations made by the 
authors indicate that there have been noticeable advances in the shoreline both to the north and 
the south of the Delray Beach, Florida beach nourishment project. The purpose of this 
evaluation is to show that much of the sand which moves out of the project can actually be 
accounted for and benefits the neighboring beaches. 

The City of Delray Beach is located on the southeast coast of Florida approximately 80 
kilometers north of Miami (Figure 1). A portion of the City encompasses about 4.8 km of the 
barrier island. The nourishment project is maintained over a distance of 4.3 km. 

BACKGROUND HISTORY 
In the 1960's, the Delray Beach shoreline was experiencing severe erosion. The public 

beach was almost non-existent and State Road Al A was damaged annually in winter storms 
(Figure 2). To combat this problem, the City constructed concrete and rock revetments along 
the public beach. In 1971, the concrete revetment failed and the City initiated a beach 
nourishment program. 

The initial beach nourishment was completed in 1973. The project totaled 1,249,739 cubic 
meters of sand which was dredged from an offshore borrow area and placed in the project area. 
Subsequent to the initial nourishment the project area was renourished in 1978,1984 and 1992 
using sand volumes of 536,000,994,000 and 770,000 cubic meters, respectively. The location 
of the various fill placements is shown in Figure 2. 

The annualized cost of the beach nourishment program is approximately US$980,000 
(Coastal Planning & Engineering, Inc.,1991). The program is a Federally authorized shore 
protection project. As a result, the nourishments are designed consistent with Federal (U.S. 
Army Corps of Engineers) standards and are funded at both the federal, and local level. 

The variation of fill volumes in this program (1973 to the present) is indicative of the 
expanded knowledge gained from both the monitoring of the beach fill and the advancement 
in beach nourishment design over this time period. A review of the initial 1973 fill placement 
has indicated that only enough material was placed to construct the design (storm protection) 
section of the beach. Virtually no sand was placed to account for end losses or background 
erosion losses (advanced nourishment). Subsequent nourishments have placed sufficient sand 
in an advanced nourishment section to maintain the design section through the nourishment 
interval. This design procedure is consistent with the National Research Council (NRC) 
recommendations (NRC, 1995). 

1 Formerly, Vice President, Coastal Planning & Engineering, Inc., 2481 NW Boca Raton 
Blvd., Boca Raton, FL 33431, USA. 

2 Coastal Engineer, Coastal Planning & Engineering, Inc., 2481 NW Boca Raton Blvd., 
Boca Raton, FL 33431, USA. 
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BEACH MONITORING, ANALYSIS, AND RESULTS 
Annual monitoring studies have been conducted by the City of Delray Beach since the 

initial restoration, providing data for the performance assessment. Survey data from the State 
of Florida Department of Environmental Protection collected in 1974,1990, and 1995 was used 
to evaluate changes outside of the project area. The State of Florida maintains a series of beach 
profiles which are spaced approximately every 330 meters along the sandy shoreline of the 
State. The profiles in the fill area are shown in Figure 2. All beach profiles are surveyed from 
the upland limit to the depth of closure (approximately -10 meters). 

Figure 3 shows the mean high water shoreline changes from 1974 to 1995 both within the 
fill area and on the adjacent shorelines. While the initial fill project occurred in 1973, no beach 
profiles were measured on the adjacent shorelines until 1974. As a result, the shoreline 
response in Figure 3 is not complete; nevertheless, the survey comparison represents one of the 
few extended (spatially and temporally) monitorings of a beach nourishment program. 

The beach fill plan form demonstrates end loss or diffusion characteristics which are 
similar to those predicted by Pelnard-Considere'(1956) though a direct comparison has not been 
made. Accretion outside of the fill area is highest immediately adjacent to the fill and tapers 
to lesser amounts further from the fill (Figure 3). The length of the taper to the south is longer 
than the taper to the north which is consistent with the net littoral transport to the south. There 
are distinct points to the north (R165) and south (R201) where the data showed no change or 
erosion over the 21-year comparison. These end points are used as the lateral limits of the 
impact of the beach fill on adjacent beaches. It is probable that the beach fill impacts beaches 
further to the south, but that the accretion due to the fill is less than the existing erosion. The 
north limit is in the vicinity of a large natural limestone rock outcrop which tends to act as a 
groin and divides the beach into small littoral cells. 

The monitoring data indicates that some of the sand from the nourishment project has 
moved about 3 kilometers north and south of the fill limits. This movement results in an 
advancement of the shoreline as well as increased volumes of sand on the beaches within the 
neighboring towns of Gulfstream and Highland Beach. The nourishment program has placed 
about 3.5 million cubic meters of sand on Delray Beach between 1973 and 1992. The beach 
profiles indicate that a total of 43% of that sand, about 1.5 million cubic meters, has been 
eroded from the fill area; however, the analysis found that 1.3 million cubic meters (85%) of 
that sand could be located between 2.7 km north of the project to 3.5 km south of the project. 
The total volume accreted to the north is 629,000 cubic meters over 2.7 km and to the south 
the accretion is 673,000 cubic meters over 3.5 km. Therefore, the majority of the sand that has 
eroded from the project has not been "lost" but rather has been deposited on adjacent beaches. 

Nourishment Interval 
The nourishment interval for the Delray Beach nourishment project has increased from 5 

years to the present 8 years (1984 to 1992). The design of the fill places an economically 
optimum amount of advanced nourishment on the beach. Currently, the advanced nourishment 
is designed to last 9 years (U. S. Army Corps of Engineers, 1992). The increase in the actual 
nourishment interval is a result of better estimation of end losses and the spreading of the beach 
fill. The diffusion theory indicates that a longer fill project will last longer than a shorter fill 
project. The accretion of sand on adjacent beaches has extended the "effective" length of the 
beach and has resulted in less diffusion loss and a longer nourishment interval. 
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PROJECT BENEFITS 
Benefits of a beach nourishment project are attained in several ways. The most important 

are the protection of upland properties from coastal storm damage, the improved recreational 
value of the maintained beaches and the resulting increase in property values. The City of 
Delray Beach, who manages its beach program, requested that these benefits be determined to 
understand the positive impact of the beach program on the local economy. 

Storm Damage Reduction 
Storm damage prevention benefits presented in this paper are limited to those that are 

recognized by the U.S. Army Corps of Engineers in their evaluation of Federal participation. 
Storm damage reduction benefits are estimated by comparing the with project damage to the 
with out project damage. Damages are limited to structural damage to upland structures and 
roads, the loss of fill from upland areas from extreme events, the loss of land from long term 
recession of the beach profile, and the damage to existing coastal armoring. In addition, the 
prevention of coastal armoring is also included as a benefit. The Florida coast is susceptible 
to large storm surge and wave events associated with tropical storms and hurricanes. As these 
storms are acknowledged to be random events, storm damages are calculated in a probablistic 
method. The method of computing the storm damages is generally described by Bodge(1991). 
For this analysis, the computer program of Thomas(1990) was utilized. An interest rate of 
7.625 percent was assumed for the economic calculations. While this interest rate is about 
twice the U.S. rate of inflation, it is the rate prescribed by the U.S. Army Corps of Engineers 
and results in conservative benefits estimates. All economic data is calculated in U.S. dollars. 

The storm damage prevention benefits were calculated using land and property values from 
the 1995 tax appraisers roll. For the fill area only(R175 to Rl 89), the storm damage reduction 
benefits are $3,819,800 annually. The annual storm damage reduction benefit of the Delray 
Beach nourishment projects on the adjacent beaches is $5,863,000. This can be further 
divided; $2,552,500 for properties in Gulfstream to the north and $3,310,500 for properties to 
the south in Highland Beach. 

The storm damage reduction benefits are thus greater outside the fill area than inside the 
fill area. While this may appear counterintuitive since the fill material is placed only in Delray 
Beach, the benefits are higher due to the level of upland development in each area. The City 
of Delray Beach maintains a public beach which is accessed by a beach front road. The 
adjacent communities of Highland Beach and Gulfstream are heavily developed along the 
ocean with expensive private homes and multi-unit condominiums. In addition, the Town of 
Gulfstream was heavily eroded in the early 1970's. The accretion of sand on a heavily eroded 
and heavily developed beach generates significant storm damage reduction benefits. 

Property Value Enhancement 
Recent beach nourishments within the state of Florida have resulted in increased property 

values. This increase in property values results in beach front owners receiving higher profits 
from their real estate investments as well as increasing the local property tax. A recent analysis 
of the study area was performed by Regional Research Associates(1996). They compared the 
unit property values($/square meter) for similar properties located on the barrier island and on 
the mainland(Figure 1). The Delray Beach nourishment project has resulted in beachfront 
properties costing 15-20% more than mainland properties due to the maintained beach. This 
increase is $109.6 million within the fill area, $31.0 million and $58.4 million in Gulfstream 
and Highland Beach, respectively. The property value increase results in annual local taxes 
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of $2.8 million, $1.1 million, and $1.9 million for Delray Beach, Gulfstream and Highland 
Beach, respectively. 

Recreation Benefits 
Recreational benefits attributed to a beach nourishment project are due to the increase in 

available beach space. The Corps of Engineers limits the recreational benefits by the demand 
to go to the beach and by the availability of public parking. The maintenance of the beach 
nourishment results in the annual benefits of $496,000 in Delray Beach (Coastal Planning & 
Engineering, Inc., 1991). Because there is no public parking or access within Gulfstream or 
Highland Beach, no recreational benefits accrue due to the project. 

Benefit Summary 
The Delray Beach beach maintenance program generates approximately $10.2 million 

annually in storm damage reduction benefits and recreational benefits to the City of Delray 
Beach and the adjacent towns of Highland Beach and Gulfstream. A common economic 
decision making principle is the ratio of annual benefits to annual costs. For this project, the 
benefit to cost ratio is 10.4. This excludes the increase in annual tax revenues due to the effect 
of the beach on property values. 

CONCLUSIONS 
The Delray Beach nourishment program has had a positive effect on a total of 11.3 km of 

shoreline as a result of filling about 4.3 km on a periodic basis. The analysis showed average 
shoreline advances of 28.3 meters to the north of the fill and 23.1 monitoring to the south. This 
was confirmed by an analysis of total volume change over the 23-year life of this project. The 
study accounted for 85% of the sand lost from the nourishment project. 

As a result of this accretion outside of the fill area in neighboring cities, it was found that 
storm damage prevention benefits amounted to $3,819,800 within the fill area and $5,863,000 
outside of the fill area but as a direct result of sand moving from Delray Beach to neighboring 
shorelines. The fact that there is a beach in place within the fill area provides an increase of 
15 to 20 percent in property values. 
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CHAPTER 360 

EFFECTIVENESS 
OF A COMBINED BEACH AND SHOREFACE NOURISHMENT 
ON THE ISLAND OF NORDERNEY/EAST FRISIA, GERMANY 

Hanz D. Niemeyer1, Raif Kaiser1 & Heiko Knaack1 

Abstract 

In order to improve the effectiveness of artificial nourishments a 
replenishment outside of the beach itself was taken into consideration for a 
prototype test. Contradictory to the earlier six conventional beach nourishments 
the material was deposited both on the shoreface and on the beach. The fate 
of the combined shoreface and beach nourishment was as well as that of the 
preceding conventional beach replenishment intensively monitored including 
field investigations of bathymetry, hydro- and sediment dynamics. On the basis 
of these data and additional application of mathematical models the 
effectiveness of this new type of nourishment has been evaluated in 
comparison with a conventional beach replenishment. 

Introduction 

The East Frisian island of Norderney experiences structural erosion in its 
western parts since the beginning of last century which is caused primarily by 
large scale tidal inlet and ebb delta migration [LUCK 1977; NIEMEYER 
1995]and secondary by a gradient in long shore transport in the generally west- 
eastern directed drift [KRAMER 1960; NIEMEYER 1991]. In addition to earlier 
erected solid structures eight beach nourishments have been executed here 
since 1951/52 [KRAMER 1960; KUNZ 1991; NIEMEYER et al. 1995a]. Hydro- 
and morphodynamical boundary conditions have already been described in 
earlier publications [NIEMEYER 1991]. 

In 1992 a combined beach and shoreface nourishment was chosen as an 
alternative to conventional beach nourishments (fig. 1) [NIEMEYER et. al 
1995a]. In order to evaluate its effectiveness an intensive monitoring pro- 
gramme including sedimentological, morphological and hydrodynamical site 

1 Coastal Research Station of the Lower Saxonian Central State Board for Ecology, 
P.O. Box 1221, 26534 Norderney/East Frisia, Germany 
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Figure 1. Island of Norderney/East Frisia in the southern North 
Sea; placements of the combined beach and shoreface 
nourishment in 1992 and of the preceding conventional 

beach replenishment in 1989 

measurements has been carried out [KNAACK et al. 1996] as well as for the 
preceding conventional beach nourishment [KUNZ 1991; NIEMEYER 1991]. 
The investigations were carried out in cooperation with Danish and Dutch part- 
ners in the project "Innovative nourishment techniques evaluation (NOURTEC)" 
in the framework of the MAST ll-programme of the European Communities and 
are additionally funded on a national basis. Results of the investigations carried 
out in respect to the combined shoreface and beach nourishment on the island 
of Norderney are subject of this paper focussing on its effectiveness by 
comparison with the preceding conventional one. 

Design and initial behavior of the combined beach and shoreface nourishment 

On the western and northwestern beaches of Norderney structural 
erosion is counterbalanced by artificial beach nourishments since 1951 
[KRAMER 1960; KUNZ 1991; NIEMEYER 1991] though already between 1899 
and 1909 dredging material has been dumped on the shoreface of the western 
beaches in order to improve beach stability [NIEMEYER et al. 1996]. In 1992 
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both nourishment techniques were combined for the replenishment of the 
northwestern beaches whereas on the western beaches only the beach was 
nourished (fig. 1). Basic idea of the deposition of material on the shoreface was 
to benefit from observed transport mechanisms explaining the pending of 
material between beach and shoreface [NIEMEYER 1991]. On the western 
beaches a deposition on the steep shoreface was considered as inconvenient; 
high initial irreversible losses into the close deep inlet channel were anticipated. 
A pure shoreface nourishment on the northwestern beaches was excluded 
because its execution by dumping or the rainbow-method on the shoreface 
between the groynes was regarded as dangerous for the executing vessels. 
Therefore the nourishment of the shoreface was carried out similar to that of 
the beach after finishing there the replenishment: the pipes were lengthened 
in the middle of the groyne fields and large humps were pumped into that area 
(fig. 2). It was anticipated that the local hydodynamical forces would create a 
dispersion of the sand stored in the artificial humps across the whole shoreface 
within a few weeks leading to its more or less uniform distribution. 

Explanatory the reshaping of the hump in the groyne field E1-F1 is 
documented here by depth lines with reference to German datum = NN which 
is approximately equivelant to mean sea-level whereas mean high tide is about 
NN + 1,2 m and mean low tide about NN -1,3 m (fig. 3): It is evident that the 
hump is lesser pronounced on the shoreface than on the beach. The highest 
initial losses occur therefore also on the intertidal beach and not on the shore- 
face which lower parts even benefit, but to a much lesser extent than the 
reduction of the hump's volume on the beach. A suitable explanation might be 

Figure 2. Execution of the shoreface nourishment by pumping humps 
of sand form the shore 
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20,0- 

Figure 3. Reshaping of a sand hump after nourishment execution 

that the geometry of the humps enforced the initilization of strong ripp currents 
evacuationg large amounts of the nourished material from the beach across the 
shoreface directly offshore being there unavailable for the anticpated pending 
between beach and shoreface. 

Behavior of the combined beach and shoreface nourishment 

Behavior of the total nourishment 

The analysis of the behavior of the nourished beaches is focussed on the 
areas where the replenish-ment has been carried out both on the beach and 
on the shoreface. For this area also the corresponding data of the preceding 
conven-tional nourishment are taken into consideration in order to compare the 
effectiveness of both replenishment techniques. A comparison for the relative 
volumes per m beach length of the two replenishments above certain levels 
with reference to NN across the whole stretch between the groynes A and J1 

(fig. 1) highlights again that in the case of the combined nourishment the 
volumes on the shoreface below NN -1,5 m are not significantly large in relation 
to that ones on the beach, particularly not if compared with volumes of the 
preceding conventional replenishment (fig. 4a). This fact is evidently confirmed 
by a comparison of the volumes between the chosen levels (fig. 4b): the 
relative volumes on the beach of the combined nourishment are higher than 
those of the conventional one. But nevertheless the data highlight also that a 
comparison of the two distinct nourishment on the basis of their lifetime will 
remain insufficient, because the remaining relative volumes of the combined 
beach and shoreface nourishments were at the end of its lifetime in 1994 
higher than those of the preceding conventional one in its final stage. 
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Fig. 4: Relative volumes per m beach length between the groynes A and J1 

after the conventional beach replenishment in 1989 and the combined 
beach and shoreface nourishment in 1992 

Behavior of the nourishment in specific groyne fields 

In order to get a deeper insight into the behavior of the two nourishments 
the development of their volumes in specific groyne fields has been evaluated 
with reference to the differences of shape and relative volumes. In the groyne 
field A-D1 (fig. 1) at the downdrift edge of the combined beach and shoreface 
nourishment the relative volumes become between nearly all levels 
continuously smaller after the conventional beach nourishment of 1989. Only 
a slight increase occurred in the lower part of the shoreface in the very begin- 
ning and on the intertidal beach after a lifetime of more than two years (fig. 5). 
Contradictory the relative volumes of the lower shoreface increase during the 
whole lifetime of the combined nourishment and there is after initial erosion 
accretion on the upper part of the beach above mean sea-level during the first 
autumn and winter after implementation of the nourishment. 

In the updrift succeeding groyne field D1-E1 (fig. 1) the intertidal beach 
looses relative volume immediately after the conventional beach replenishment 
in 1989 (fig. 6). After the first winter following the implementation of the 
nourishment here the relative volumes have again the same order of 
magnitude as before. They remain on the lower part of the intertidal beach then 
rather stable and decrease slightly in the final stage of the lifetime. The relative 
volumes on the shoreface increased during the first stage of the lifetime or 
experienced even a transient increase. After a period of about one year in 
coincidence with reduction of the relative volumes on the beach to the pre- 
nourishment level a continuos erosion of the shoreface started. It is itself 
suggesting that probable losses on the shoreface might have been 
compensated by eroded material from the beach as long as this source was 
available. 
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Fig. 5: Relative volumes per m beach 
length between the groynes A and D1 

between distinct levels after the 
conventional beach replenishment in 
1989 and the combined beach and 
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Fig. 6: Relative volumes per m beach 
length between the groynes D1 and 
E1 between distinct levels after the 

conventional beach replenishment in 
1989 and the combined beach and 

shoreface nourishment in 1992 
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Fig. 7: Relative volumes per m beach Fig. 8: Relative volumes per m beach 
length between the groynes E1 and length between the groynes F1 and 
F1 between distinct levels after the G1 between distinct levels after the 

conventional beach replenishment in conventional beach replenishment in 
1989 and the combined beach and 1989 and the combined beach and 

shoreface nourishment in 1992 shoreface nourishment in 1992 

The nourished volumes in this groyne field have been larger for the 
subsequent combined nourishment leading to remarkable initial losses beside 
a slight increase on the highest part of the beach during the following five 
months. But after more than one year of lifetime a stabilization occurred on a 
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Fig. 9: Relative volumes per m beach 
length between the groynes G1 and H1 

between distinct levels after the 
conventional beach replenishment in 

1989 and the combined beach and 
shoreface nourishment in 1992 

level significantly higher than the one 
before the implementation of the 
nourishment. Moreover the higher 
parts of the beaches recovered 
where the material is in respect of 
the primary aim to reduce wave 
loads more effective than anywhere 
else in the profile. This highlights 
once more that the morphological 
situation did not demand for the 
subsequent nourishment in 1994. 

Similar results are gained for 
the next two groyne fields in updrift 
direction E1 - F1 and F1 - G1 (fig. 1) 
though less pronounced than for Dr 

E.,: There are both on the upper part 
of the beach as well as on the lower 
shoreface transient phases with 
accretion after initial erosion (fig. 7 + 
8). Particularly on the lower part of 
the beach the relative volumes are 
significant larger at the final stage of 
the combined beach and shoreface 
nourishment than before. 

Contradictory the relative volumes after the combined nourishment in the 
groyne field G1-H1 follow another tendency. Whereas their values remain 
rather stable or increase even on the lower shoreface those on the beach 
reflect continuous erosion. Particularly there the preceding conventional beach 
replenishment has not experienced a higher amount of erosion though its 
lifetime lasted longer (fig. 9). This effect requires further explanation, because 
the behavior of the nourished beach and foreshore in this area has changed 
in comparison with preceding nourishments. Erosion has become relatively 
higher with respect to the rates in the groyne fields being located updrift. 

Total balance 

For all groyne fields the relative volumes between certain levels have 
been determined as well for the combined beach and shoreface nourishment 
in 1992 as for the preceding conventional beach replenishment in 1989 on the 
following basis: total amount before and after execution (fig. 10.1 + 10.2), 
losses and nourished volume (fig. 11.1 + 10.2). The relative volumes after the 
execution of the combined nourishment are higher than after the 
implementation of the preceding conventional one in the groyne field E1-F1, 
H1-J1 and particularly in DrE.|. According to the relative volumes before 
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Fig. 10: Relative volumes per m beach length between distinct levels 
after implementation (a) and at the end of the lifetime (b) for the 

nourishments in 1989 and 1992 

implementation this was aimed at counterbalancing an anticipated higher rate 
of erosion in these areas (fig. 10.1 + 10.2). The same design procedure has 
been applied for the replenishment in 1989 (fig. 11.1) for the groyne field A-D1 

which has been rather successful if the remaining relative volumes in total are 
taken into consideration. In the groyne fields A-D.,, F1-G1 and G1-H1 the total 
relative volumes have been smaller for the combined nourishment in 
comparison to that one in 1989. The remaining relative volumes at the end of 
the lifetime of the combined nourishment are higher at that of the conventional 
replenishment between the groynes A and G1 and smaller in the two following 
groyne fields G1-H1 and H1-J1 (fig. 10). Of high importance with respect to the 
primary aim to reduce wave attack at the seawall are the significantly higher 
remaining relative volumes on the beach and there particularly in the upper part 
above mean sea-level in the area between the groynes A and F1 and to a 
lesser extent in the groyne field F1-G1. With respect to the necessity of a 
subsequent nourishment a comparison of the remaining relative volumes at the 
end of the lifetime of both nourishments makes evident that the minimum 
values existing before the combined beach and shoreface nourishment were 
still by about 25% and more exceeded in any place at the end of its lifetime 
(fig. 10) 

Beside the groyne field A-D1 the losses after the conventional beach 
nourishment exceed the nourished relative volumes (fig. 11). Though the 
losses in A-D1 were not compensated by the combined nourishment it 
delivered on overish ot which is particularly evident for the lower shoreface 
where instead of losses a net win has taken place (fig. 11.2). The comparison 
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Fig. 11: Relative nourished volumes (n) and afterward losses (I) per m 
beach length between distinct levels for the nourishments in 1989 and 1992 

between nourished relative volumes and subsequent losses makes evident that 
particular for the stretch between the groynes A and G1 where for both 
nourishments the highest losses occur the combined beach and nourishment 
left over an overshot of material at the end of its lifetime. In the groyne fields 
A-D^ F1-G1, G1-H1 (fig. 11) and if the lower part of the shoreface is included 
even in the groyne field E1-F1 the total losses after the implementation of the 
combined nourishment have been remarkably smaller than for the preceding 
conventional beach replenishment. Only in the groyne fields D1-E1 and H1-J1 

the total losses after the execution of the combined nourishment have been 
larger than those of the preceding one (fig. 11.1). The difference decreases by 
about 50 % for the groyne field D1-E1 if the lower shoreface is taken into 
consideration (fig. 11.2). With respect to of the major purpose of artificial 
nourishments in this place to reduce wave attack on the seawall it is of high 
importance to check the losses on the upper part of the beach. The behavior 
of combined beach and shoreface nourishment in the area with the largest 
losses makes evident that particularly there the relation between nourished and 
lost relative volumes above mean sea-level is favourable in comparison to that 
of the precending conventional beach replenishment (fig. 11). 

Impacts of changing local wave climate 

measurements in the offshore area and on the shoreface of the island of 
Norderney highlighted enormous changes in wave damping on the ebb delta 
of the tidal inlet. In comparison to results from earlier investigations 
[NIEMEYER 1987] waves are lesser attenuated when propagating across the 
ebb delta, even for conditions with no remarkable set-up on mean high tide the 
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Fig. 12: Topography for the area seaward of the tidal inlet and the 
northwestern shore of the island of Norderney according to surveys in 1960, 

1975, 1990 and 1995 

shelter effect of the ebb delta for the northwestern beaches of the island of 
Norderney was remarkably reduced. In order to get a deeper and more 
systematic insight into background on these processes runs with the 
mathematical wave model HISWA [HOLTHUIJSEN & BOOIJ 1987; BOOIJ & 
HOLTHUIJSEN 1992] have been carried out for four distinct morphological 
situations of the area seaward of the tidal inlet and the northwestern shore of 
the island of Norderney (fig. 12): the bathymetries of 1960, 1975, 1990 and 
1995 were used as a basis for model topography. The model HISWA has 
already been successfully applied to this specific area and similar ones and is 
regarded as a suitable tool for the anticipated purpose [DEN ADEL et al. 1991; 
NIEMEYER et al. 1995b]. 

Already the simple comparison of the topography for the disinct four 
situations makes signifkant morphological changes evident (fig. 12): Whereas 
the ebb delta is becoming even more pronounced after 1960 with a climax in 
1975 the later surveys in 1990 and 1995 make a reduction of the shallows with 
heights above NN - m evident. Accompanied is this process by a migration and 
seaward directed deepening of the main channel of the inlet between 1990 and 
1995: Both morphological changes enhance onshore wave penetration in 
direction of the island's northwestern shores. 
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Fig. 13: Significant wave heights for the area seaward of the tidal inlet and 
the northwestern shore of the island of Norderney according to the 
bathymetry in 1960, 1975, 1990 and 1995 (computed with HISWA) 

The model runs confirm this first estimate with respect to penetration of 
higher waves into the northwestern shoreface of the island of Norderney (fig. 
13): For the situations of 1960 and 1975 no significant changes occur. But 
already for the topography of 1990 higher waves with 1,75 m < Hs < 2,00 m 
propagate across the ebb delta though not appearing nearshore. For the 
topography of 1995 waves with heights with this order of magnitude occur on 
a large part of the shoreface. This increase in nearshore wave energy is not 
only confirmed by prototype data; the measured wave heights on the shoreface 
are even higher than those being computed with the model for the same 
offshore conditions. Additional investigations have shown that this effect does 
not increase for storm surges with higher set-up and higher waves. The higher 
waves enforce also a more intensive wave energy dissipation due to breaking 
in the ebb delta area. 

In order to make the effect of this change in local wave climate for the 
dynamics on the northwestern shoreface and beaches of the island of 
Norderney more evident the computed significant wave heights for all four 
morphological situations are compared at 26 selected points at the edge of 
shoreface and beach parallel to the island's northwestern shore (fig. 14). For 
the situations of 1960 and 1975 there are no remarkable changes in wave 
climate. The significant wave heights are of the same order of magnitude on 
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Fig. 14: Significant wave heights at the edge of shoreface 
and beach parallel to the northwestern shore of the island 
of Norderney according to the bathymetry in 1960, 1975, 

1990 and 1995 (computed with HISWA) 

Fig. 15: Differences of significant wave heights at the 
edge of shoreface and beach parallel to the north- 
western shore of the island of Norderney according 
to the bathymetry in 1990 and 1995 (computed with 

HISWA) 
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the whole stretch of the northwestern shoreface. In 1990 there is an increase 
of wave heights particularly in the stretch between the groynes A and F1 but 
they decrease further downdrift. In 1995 wave height have increased in all 
places downdrift of groyne A (fig. 15). This comparison highlights that the 
combined nourishment experience for the same offshore conditions higher 
wave loads with stronger driving forces than the preceding conventional one. 
This unfavorable boundary conditions are another indication for the superior 
effectiveness of the combined nourishment. The change in wave climate 
explains also the higher losses occurring after the implementation of the 
combined beach and shoreface nourishment in the area downdrift of groyne 

Conclusions 

The comparison between the combined beach and shoreface nourish- 
ment and the preceding conventional replenishment with respect to their 
effectiveness has lead to the following conclusions: 

1. Lifetime is in this case no suitable measure for comparing the 
effectiveness because the remaining relative volumes are for the 
combined nourishment in any place larger than the accepted minimum 
values for the preceding conventional for which no damages of the 
seawall occurred. 

2. High initial losses of the combined nourishment might be credited to the 
chosen execution method with the deposition of humps which might have 
provoked strong ripp currents in the groyne fields. A less concentrated 
dumping of supply material on the shoreface could improve the measure. 

3. Relatively higher losses in the downdrift part of the combined nourishment 
in comparison to the preceding conventional one do not occur due to the 
changes in the execution method. They are enforced by changes in local 
wave climate due to migration of the ebb delta leading to an increase of 
the driving forces for longshore currents and littoral drift. 

4. The application of reliable mathematical wave models in combination with 
available actual bathymetries is suitable to make changing wave loads 
evident allowing an optimized adaption of the spatial distribution of 
relative nourished volumes in distinct groyne fields. 

5. Particularly in the area with high rates of erosion the behavior of the 
combined nourishment delivered indications for the anticipated pending 
of the sand between shoreface and beach leading there to a recovery of 
the upper part of the beach which is beneficial with respect to the major 
aim of these nourishments to enforce wave energy dissipation in front of 
the landward placed seawall. 
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6. An further optimization of artificial nourishments on the northwestern 
shore of the island of Norderney requires a definition of acceptable wave 
loads for the existing seawall in order to evaluate the ultimately necessary 
minimum of relative volumes on the beach for sufficient wave energy 
dissipation. 
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Lake Worth sand bypass plant, Palm Beach, Florida. 
Photo courtesy of Billy L. Edge. 

PART VI 

Case Studies 

Hillsboro Inlet, Hillsboro, Florida. Photo courtesy of 
Coastal Systems International, Inc. 



CHAPTER 361 

Nearshore Berm Performance 

at Newport Beach, California, USA 

Chuck Mesa1 

Abstract 

In 1992, approximately 1,276,000 cubic yards of 

littoral material was hydraulically placed into a berm 

configuration in nearshore water depths at Newport 

Beach, California, USA.  A monitoring program conducted 

included directional wave measurements, beach and 
bathymetric profiles, surficial sediment sampling, and 

controlled aerial photography.  Analysis of the 
bathymetric profiles collectively indicate the berm is 

experiencing a shoreward-directed dispersal; there is no 

evidence suggesting offshore or alongshore directed berm 

movement.  Sediment physical characteristics and grain 

size distribution indicating the berm effects on the 

seabed are discussed.  Recently proposed models for berm 

stable/active categorization and migration rate are 

examined.  Surfing at the site was significantly 
enhanced; the berm created breaking wave conditions 
never before experienced at this location. 

Introduction 

This paper describes a nearshore disposal 

monitoring project at Newport Beach, California, USA. 

The nearshore placement activity was conducted during 

the period Jan-Nov 1992.  Approximately 1,276,000 cubic 

U.S. Army Corps of Engineers, Los Angeles District, P.O. 

Box 2711, Los Angeles, CA, 90053, USA 

4636 
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yards of suitable littoral material was hydraulically 

placed into a berm configuration in water depths ranging 

from -5 ft to -30 ft MLLW (Note: All elevations and/or 

depths cited herein are in feet referred to Mean Lower 

Low Water (MLLW)).  These depths are both within and 

outside the day-to-day surf zone.  The purpose of the 

monitoring plan was to determine the fate of the 

disposal berm by providing a quantitative and 
qualitative description of the movement of disposal 
material in the cross-shore and alongshore directions. 

The material was obtained as the result of the Lower 

Santa Ana River flood control channel expansion project. 

The project site is located in the City of Newport 

Beach, California, USA.  The shoreline immediately 

landward of the disposal area is a mixed use area of 

recreation and residential development.  Coastal 
structures in the project area include three shore 

perpendicular jetties at the mouth of the Santa Ana 

River, and a field of eight groins.  The disposal site 

was selected to confine the material between the river 

mouth system and the groin field. 

Monitoring Plan 

The monitoring program conducted during the period 

Dec 91 - May 95 included directional wave measurements, 

beach and bathymetric profiles, surficial sediment 
sampling, and controlled aerial photography of the 

project area (Fig 1). 

The nearshore directional wave climate was 

monitored by installation of a Sxy slope array wave 
recording instrument during the period 3/92 - present. 

The slope array was placed offshore of Huntington Beach 

approximately 1.5 miles northwest of the project site at 
a water depth of 33 ft. 

The 24 beach and bathymetric profile lines were 

established as follows: 8 lines placed throughout the 
groin field system; 11 higher spatial resolution lines 

placed at 300 ft intervals over the disposal area; 1 

line placed over the Santa Ana River delta; 3 lines 
spaced at even intervals; 1 line (control) placed 
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approximately 1.5 miles northwest of the project area. 
The control line is not expected to be influenced by- 
movements of the nearshore disposal material, and acts 
as an indicator for seasonal or gross shoreline 
movements.  Profiles were measured from a fixed point on 
the backshore to depths of greater than -40 ft.  Profile 
survey dates were: 12/91 pre-construction; 5/92 1st 
interim; 7/92 2nd interim; 11/92 1st post-construction; 
3/93 2nd post-construction; 5/93 3rd post-construction; 
1/94 4th post-construction; 11/94 5th post-construction; 
and 5/95 6th post-construction. 

Sediment samples were obtained by surficial grab 
sampling techniques along 6 profile lines (Line 1, Line 
5, Line 9, Line 14, Line 19, Line 24) at 8 elevations 
corresponding to +6 ft, 0 ft, -6 ft, -12 ft, -18 ft, -24 
ft, -30 ft, and -36 ft. 

Controlled aerial photography flown over the 
project area included: 12/91, 6/92, 11/92, 12/92, 3/93, 
and 5/93. 

Wave Climate Description 

Directional wave measurements indicate a multi- 
directional, seasonally dependent, sea/swell climate is 
experienced at the project site.  The nearshore slope 
array recorded 6905 observations during the measurement 
period.  The sample histogram of wave heights included a 
maximum measured wave of 10.6 ft; the mean, mode, and 
standard deviation are given as 2.7 ft, 2.5 ft and 0.9 
ft respectively.  The sample histogram of spectral peak 
period indicates double peaks at T=7 sec and T=15 sec. 
In southern California this is typically associated with 
sea and swell respectively (not withstanding the 
respective classical definitions dependent on the point 
of origin).  The combined sea/swell climate was assumed 
a priori; a double peaked distribution of wave climate 
was expected. 

Profile Comparison 

Repeated bathymetric mapping of the cross-shore 
profiles indicates the nearshore disposal material 
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formed a significant clearly distinguishable feature on 
the local seabed relative to the pre-project profile. 

Fig 2 illustrates a time series of the cross-shore 
distribution of berm material at Line 19 (located at the 
disposal area northwestern boundary).  Fig 2 indicates 
the berm is distributed along the profile approximately 
between depths of -2 ft and -32 ft.  The berm toe 
appears located at the -32 ft contour; the berm 
indicates a relatively sharp relief on the seaward side 
and is diffused gradually towards shallower water.  The 
berm maximum vertical relief (e.g. "centroid") appears 
located at a depth of -29 ft. 

Fig 3 is a time series comparison of the profile 
differences  developed by subtraction of the pre-project 
profile from the post-construction profiles.  Inspection 
of Fig 3 clearly illustrates the berm cross-shore 
behavior.  The berm centroid is located 1900 ft from the 
survey baseline, or about 1200 ft from the beach.  The 
berm had a maximum vertical relief of 14.5 ft from the 
pre-project seabed, diminishing successively to 11.5 ft, 
9.0 ft, 8.5 ft, and finally diminishing to 8.0 ft by the 
sixth survey episode (31 months).  Thus, the berm 
vertical relief appears to diminish rapidly initially, 
with the deflation rate decreasing over time.  Close 
inspection of Fig 3 indicates as the berm crest erodes, 
the crest material is sheared off in the landward 
direction.  The survey data indicates there is 
significant accretion of material throughout the region 
between the berm and the foreshore.  This landward 
directed movement is particularly indicated by the 
accretion of material in a bar formation as indicated in 
the 5/93 survey episode.  Further inspection of Fig 3 
indicates the berm centroid location is stationary, and 
not migratory as the berm erodes.  There is no 
indication the berm migrates as a solitary feature; 
migration is measured as a function of the crest 
material dispersal.  This observation is relevant to the 
following discussion of berm migration rate. 

There is no evidence in the data to suggest 
offshore or alongshore directed movement of the berm 
material.  Analysis of all measured profiles indicates 
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no signal within the resolution of the survey data which 
substantiates seaward berm movement.  There is little or 
no indication of significant alongshore movement of the 
berm.  Due to the prevailing wave climate, net sediment 
transport is a priori expected to be in the 
southeasterly direction.  Analysis of the profile 
closest to the disposal area southeastern boundary (Line 
8 within the groin field) indicates no signal to 
substantiate southeasterly alongshore movement. 
Likewise, there is no significant indication of berm 
migration in the northwesterly direction.  This is 
unambiguously no movement across the northwesterly 
control line.  The profile closet to the northwestern 
boundary exhibits some accretionary signal, however, 
that was determined to be remnant storm flow material 
from the Santa Ana River. 

Sediment Physical Characteristics and Distribution 

The sediment characteristics of the nearshore 
disposal material are known from pre-project 
geotechnical analyses.  The material was approximately 
83% sand and 17% fines (defined as passing the #200 U.S. 
Std sieve), with a d50 median diameter of approximately 
0.27 mm which is classified as fine sand under the 
Unified Soils Classification. 

Fig 4 illustrates a time series comparison of 
sediment grain size distribution along a selected 
profile (Line 19) and depth (-24 ft).  The pre-project 
(12/91) sediment distribution is a poorly graded fine 
sand material, approximately 17% fines, with a d50 
median diameter of 0.09 mm.  Fig 4 indicates a well 
behaved coarsening of the grain size distribution 
between the 1st, 2nd, and 5th survey episodes.  At the 
5th survey episode (11/94) the sediment achieved its 
coarsest distribution, a poorly graded fine sand, 1% 
fines, with a d50 median diameter of 0.22 mm.  There 
appears to be a rebound of the grain size distribution 
at the 6th survey episode. 

Fig 5 illustrates a cross-shore time series 
comparison of d50 median diameters at Line 19.  The data 
is fairly well behaved and indicates the coarsest 
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fraction is located on the upper portions of the profile 
while the fine grained fraction is dispersed towards 
deeper water.  The berm material is coarser than the 
pre-project seabed and appears to be maintaining its 
position on the seabed. 

Fig 6 illustrates a cross-shore time series 
comparison of percent fines at Line 19.  The data 
clearly shows the percent fines is significantly higher 
in water depths greater than -24 ft.  Over time the 
percent fines remain less than or approximately equal to 
the pre-project seabed condition. 

Berm Categorization 

Hands & Allison (1991) present a empirically based 
method to categorize stable or active nearshore berms. 
The method calculates the long-term distribution of 
wave-induced, near-bed velocities as an appropriate 
criterion to discriminate between stable and active 
behavior.  Used conjunctively with the Hallermeier 
proposed inner and outer limits of profile zonation, the 
method successfully discriminates between stable and 
active berms in the "buffer" zone bounded by the inner 
and outer limits. 

The results of the present analysis, shown in Fig 
7, delineates the regions of berm stability or activity 
based on the wave-induced near-bed velocities.  The berm 
in the present analysis is classified as stable, 
particularly at the 75-95 percentile which Hands & 
Allison describe as possessing the best correlation with 
berm behavior.  It is worth noting that the present berm 
velocity distribution crosses the boundary delineating 
the stable-active regions, and also tends to converge 
towards the active classification near the 99-percentile 
(indicating a tendency for berm movement during extreme 
events). 

The results using the Hallermeier profile zonation 
limits, shown in Fig 8, indicate the berm falls in the 
"buffer" zone.  Hands & Allison further showed that 
berms stable in the buffer zone were less than 50% below 
the outer limit, while active berms were more than 50% 
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above the outer limit.  Thus, with this methodology the 
Newport Beach berm gains an active  classification.  This 
directly contradicts the previously determined stable 
classification based on near-bed velocities.  However, 
it should be noted that the berm could be considered 
weakly active based on it's relative position as 
slightly greater than the 50% outer limit within the 
buffer zone. 

Berm Migration Rate 

Douglass (1995) proposed a model for landward 
migration rate estimation of nearshore sand berms.  The 
model is formulated on the assumption that net shoreward 
sediment transport is due primarily to the velocity 
asymmetry characteristics of finite amplitude waves. 
The model parameters can be estimated using a joint 
probability density function (height-period, direction 
is assumed onshore) of site-specific wave climate data. 
The "expected value" of berm migration rate can be 
estimated as a function of depth. 

The results estimate the berm migration rate to be 
approximately 10 0 ft/yr (Fig 9).  Douglass provides no 
guidelines for choosing a depth from the functional 
relationship to use for berm migration estimation.  An 
observation made during this analysis indicates that the 
results are critically dependent on the depth chosen. 
The depth used in the current study is the depth at the 
berm center of mass. However, this depth no longer 
exists after berm placement.  Since the method is based 
on the velocity asymmetry of finite amplitude waves, the 
depth used should be the depth at the berm crest.  This 
appears to be an inherent inconsistency, yet still the 
model appears to produce results that are in reasonable 
agreement with observed values and are the correct order 
of magnitude.   The decaying semi-logarithmic function 
of depth appears intuitively correct.  However, with 
decreasing depths at the shore, the model expected value 
approaches unrealistically high values.  The model also 
assumes landward migration only and does not consider 
offshore movement. 
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Surfing 

The nearshore berm disposal project temporarily 
significantly enhanced conditions for the recreational 
sport of surfing.  This study photographically recorded 
breaking waves never before experienced at this 
location.  The pre-project wave-breaking condition 
typically consisted of long crested swell waves 
propagating over straight and parallel contours with 
wave breaking occurring relatively close to shore. 
Typical pre-project surfing can be described as beach- 
break resulting in short, fast spilling/plunging "lefts" 
and "rights". 

The hydraulic placement techniques employed by the 
construction contractor resulted in a series of small 
mounds constructed throughout the disposal area 
footprint.  These disposal mounds were dispersed cross- 
shore throughout the nearshore zone, from near the 
typical breaker line to upwards of 1,200 feet offshore. 
Refraction effects focused the wave energy directly onto 
the individual mounds, which were effectively a severe 
perturbation to the straight and parallel bathymetric 
contours, tending to scatter the local wave field (Photo 
1).  The result was many wave "peaks" throughout the 
nearshore zone.  Due to the extremely sharp relief of 
the mounds, waves tended to shoal extremely quick, 
increasing the local wave steepness, and creating a very 
"fast", "hollow" surfing wave (Photo 2).  The surf 
lasted throughout the period of nearshore disposal, and 
several months thereafter.  The surf was best at lower 
tidal levels with longer period swell. 

Conclusions 

In 1992, approximately 1,276,000 cubic yards of 
littoral material was hydraulically placed into a 
nearshore berm configuration at Newport Beach, 
California, USA.  The monitoring program established 
included directional wave measurements, beach and 
bathymetric profiles, surficial sediment sampling, and 
controlled aerial photography.  Bathymetry measurements 
indicate the berm is eroding by undergoing dispersal of 
the crest material shoreward.  The berm base appears 
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stable.  There is no evidence suggesting either offshore 
or alongshore movement of the berm material.  Sediment 
physical characteristics indicate the coarser sediments 
are remaining within the active littoral system, while 
the berm is not adversely affecting the percentage of 
fines.  Results using recently proposed models for berm 
stable/active categorization and migration rate are 
mixed.  The berm gained both a stable and active 
classification.  A calculated migration rate of 100 
ft/yr appears correct in order of magnitude, but some 
question remains on functional application based on 
selection of appropriate water depth.  Surfing at the 
site was significantly improved.  Berm influence on the 
local wave field created shoaling and breaking 
conditions never before experienced at this location. 
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Figure 1.  Monitoring Program Schematic. 

Note:  Survey lines numbered sequentially 1-24 from 
southeast to northwest. 
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Figure 3.  Comparison of Profile Differences at Line 19 
Relative to Pre-project Condition (12/91). 



NEARSHORE BERM PERFORMANCE 4647 

U.S. Standard Steve Numbers 
3   4    6     10     16 20 30 40 SO 70100      200 

1        0.5 0.1    0.05 
Grain Size In millimeters 

Figure 4.  Grain Size Distribution Comparison, 
Line 19, d = -24 ft 

0.50 

0.45 

0.40 

0.35 

0.30 

0.25 

0.20 

0.15 

0.10 

0.05 

— 
— 

/ - o Dec 91 
o Mar 93 
a Jan 94 
0 Nov 94 
v May 95 

_/_ 

-_\_ 

— 
CN.     \ 

—- .— 

-6  -12 -18 -24 -30 -36 

Depth (ft, MLLW) 

Figure 5.  Cross-shore Comparison of d50 Median 
Diameter, Line 19 

— 

— — -- — 
a Mar 93 
" Jan 94 
0 Nov 94 
v May 95 

•— 

._... 

-6  -12 -18 -24 

Depth (ft, MLLW) 

Figure 6.  Cross-shore Comparison of Percent Fines, 
Line 19 



4648 COASTAL ENGINEERING 1996 

0.4 0.8 1.2 
u (m/sec) 

Wave Induced Near-Bed Velocity 

Figure 7.  Berm Categorization Based on Wave Induced 
Near-bed Velocity.  Adapted from Hands & 
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Photo 1.  Wave Refraction due to Nearshore Berm.  12/92. 
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Photo 2.  Wave Breaking due to Nearshore Berm.  Summer 
1992. 



CHAPTER 362 

San Gabriel River to Newport Bay Erosion Control Project 
Orange County, California 

30 Years of Periodic Beach Replenishment 

Arthur T. Shak, P.E.1 ,M. ASCE and Joseph A. Ryan, P.E.2 

Abstract: Monitoring of a Beach Erosion Control project consisting of a protective and 
feeder beach with periodic beach nourishment in Orange County, California is assisted with 
Computer Aided Design and Drafting technology. Time series of depth changes and profile 
volumes are analyzed, and predicted renourishment requirements compared to 31 years of 
project history. 

Introduction 

The U.S. Congress authorized an erosion control project in 1962, recognizing the 
impacts of flood works, coastal harbors and other factors in causing beach erosion along the 
northern Orange County, California shoreline. With legislatively established cost-sharing 
between the State and federal government, an initial beachfill was constructed in 1964, with 
periodic nourishment in 1971, 1979, 1984, 1989-90 and 1996-97. Future beachfills are 
projected to be needed on a 5 year cycle, indefinitely. 

The construction of the project was modified from the originally formulated plan with 
the use of sand sources of opportunity, the addition of a groin field, and deferring a detached 
breakwater/sand trap feature. A comprehensive analysis was performed of available profile 
data to compute the shoreline and volumetric history from pre- and post project to the 
present. This analysis was compiled by meticulously reconstructing historic data from the 
1960's to the present to create controlled digital terrain maps which can easily be analyzed 
with CADD software. 

1) Civil Engineer, U.S. Army Corps of Engineers, Los Angeles District, Los Angeles, 
California 90053. 
2) Civil Engineer, U.S. Army Corps of Engineers, Los Angeles District, Los Angeles, 
California 90053. 
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Project History 

The erosion control project formulated in the 1960's consisted of a protective and feeder 
beach to be located at the updrift end of the littoral cell at Surfside and Sunset Beach, with 
periodic beach nourishment by back-passing from the downdrift end of the cell near the 
Santa Ana River. The project area of approximately 20 km alongshore had a planned fill 
volume of three million cubic yards (mcy) for the initial protective beach, and a projected 
periodic renourishment rate of 1.75 mcy every five years. A detached offshore breakwater 
was also planned as a sand trap to be located at the downdrift location. The overall project 
plan is shown on Figure 1. 

The initial protective and feeder beach was built in 1964 with four mcy of material from 
the adjacent Anaheim Bay/Seal Beach Naval Weapons Station (NWS). Between the initial 
fill and 1995, four renourishment cycles and three dredging projects of the NWS placed 8.6 
mcy of dredge material - measured at the dredge site - at the feeder beach, as listed in Table 
1. Of dredge material, 5.0 mcy were borrowed from offshore dredge pits. Photos 1 and 
2 show typical pre and post beachfill conditions. 

Construction of the detached breakwater/sand trap is deferred pending a demonstration 
of need, and no backpassing from the downdrift beach area has been performed. A groin 
field and beachfill at west Newport Beach was added to the project and constructed between 
1969 and 1973. Eight groins were constructed and their cells filled with about 1.5 mcy of 
beachfill from the Santa Ana River or the adjacent Balboa peninsula. 

Table 1  Surfside-Sunset Beach Fills (1963-90) 

Completion Dredge Cumulative Description 
Date Volume (cy) Volume (cy) /Borrow Sit 

June  1964 4,000,000 4,000,000 Stage 1/Seal Beach NWS 
May    1971 2,260,000 6,260,000 Stage 4A/Seal Beach NWS 
June  1979 1,644,000 7,904,000 Stage 7/Offshore Borrow Pit 
May    1983 400,000 8,304,000 Deepening NWS Channel 
April 1984 1,500,000 9,804,000 Stage 8/Offshore Borrow Pit 
April 1984 783,000 10,587,000 Seal Beach NWS 
March 1989 180,000 10,767,000 Deepening NWS Channel 
June  1990 1,300,000 12,067,000 Stage 9/Offshore Borrow Pit 
Sep    1990 522,000 12,589,000 Stage 9/Offshore Borrow Pit 

Analysis Methodology 

Commercial Computer Aided Drafting and Design (CADD) software, MicroStation and 
InXpress from Bentley Systems, Inc., were utilized in creating digital terrain models (DTM) 
of the beach and nearshore hydrography. The CADD design files (.dgn) and digital terrain 
models (.dim) are full scale models referenced to the California State Plane Coordinate 
System (SPCS27, Zone 6) as described in Stem(1989). The coordinate system was chosen 
for compatibility with an existing Geographic Information System (GIS) database made 
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PHOTO 1  Feeder Beach Area - Post Stage 7 Beachfill 
(Oct31,1979) 

--:.;.:•• \r''S)•-' ^-^r&lip?rn^&*mft 
-L.  •    '-    '*"* 

PHOTO 2 Feeder Beach Area - Pre Stage 8 Beachfill 
(April 16,1982) 
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available by Orange County, California, allowing overlays of the beach profile data to map 
data having property line resolution and orthogonally rectified aerial photography. 
Programs, such as CORPSCON developed by the U.S. Army Corps of Engineers 
Topographic Engineering Center, are available for conversion to any of the common 
horizontal datums with an accuracy as good as the original positioning data. The vertical 
datum used for all of the analysis is mean lower low water. 

Available surveys used to construct DTM models, also referred to as Triangulated 
Irregular Network (TIN) models, include condition surveys, and pre- and post construction 
surveys of the San Gabriel River to Newport Bay Beach Erosion Control project; dredging 
of the Seal Beach NWS; the Santa Ana River Mainstem (SAR) project; the Coast of 
California Storm and Tidal Wave Study (CCSTWS); and surveys of the National Ocean 
Survey (NOS) conducted along the coasts in 1934 and 1975-77. Surveys were performed 
with varying degrees of spatial coverage and resolution, as well as duration. The recent 
profile surveys (1990's) were collected in time periods as short as a week while the 1960's 
surveys were collected over several months and the NOS surveys collected over multiple 
years.  A tabulation of surveys utilized are listed in Tables 2 and 3. 

After the tedium of reconstructing survey notes to the SPCS27 datum and data input into 
the DTM models, analysis alignments or baselines and control volumes were established. 
Volume estimates can be made with three different computational methods: 1) surface to 
surface comparisons between each facet of TIN models, 2) comparison of gridded surfaces 
fit to the TIN models, and 3) the traditional average-end area method applied to cross- 
sections of an alongshore alignment. The surface to surface approach provides the most 
numerically precise computation of the available data, however, the most useable volumetric 
comparisons were provided by the average-end area method with carefully selected sections 
located near surveyed profile lines. The reason that the surface to surface or gridded model 
computed erroneous results were due to differences in alongshore spacing of profiles 
between the different surveys resulting in the comparison of measured to interpolated 
surfaces. Interpolation of the beach profile across even slight embayments can result in large 
errors. The location of the selected sections used are shown on Figure 1. Sample cross- 
sections generated from the TIN model are shown on Figure 2. 

Closure Depth and Profile Control Volume 

The depth of closure, "pinch-out" depth, or location where measurable depth changes 
do not occur could not be readily found in the profile comparisons. Some reasons why the 
profiles have significant depth changes in deeper than typical depth of closure water depths 
are the dredge borrow pits, nearshore dredge material disposal, and subsidence associated 
with mineral extraction, besides natural sediment transport occurring on the nearshore shelf. 
The depth of closure concept defined as the seaward limit of significant sediment transport 
is a misnomer since near-bottom wave induced currents do mobilize large volumes of 
sediment, and small depth changes on the nearshore shelf result in large volume changes in 
comparison to the volumes contained on the beach and within the limits of the surf zone. 
Utilizing a depth of closure concept as a control volume boundary in plan, with its location 
determined from an abrupt change in the standard deviation of a time series of elevation is 
a more useful definition along this coastline. This boundary approximates the seaward limit 
of "significant" wave generated longshore currents and is numerically more consistent with 
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values estimated from formulae and wave statistics, ie. the 12-hour annual wave at 
Huntington Beach of 233 cm based on four years of observation results in a computed depth 
of closure of 16 feet (Hallermeir, 1981). It also does not have to assume a priori 
insignificant sediment transport across the boundary. 

Date of Survey 

Table 2 Surveys between 1963 and 1993 

Construction Activity and Survey Coverage 

1963 May-August 
1964 July 
1966 October 
1969 April 
1971 June 
1973 May 
1978-79 Dec-Jan 
1979 June 
1982 April 
1982-83 Dec-Jan 
1987 December 
1988 October 
1989 March 
1993 October 
1990 January 
1990 June 
1990 July 
1990 September 
1993 October 

Pre-Stage 1.  Seal Beach to Newport Bay. 
Post Stage 1.  Surfside to Bolsa Chica. 
Condition Survey.  Seal Beach to Newport Bay. 
Condition Survey.   Seal Beach to Newport Bay. 
Post Stage 4A.  Surfside to Bolsa Chica. 
Post Stage 5.  Bolsa Chica St. Beach to Newport Bay. 
Pre-Stage 7.  Surfside to Newport Bay. 
Post-Stage 7.  Surfside to Newport Bay. 
Condition Survey.  Seal Beach to Newport Bay. 
Condition Survey.  Seal Beach to Newport Bay. 
Condition surveys and 

pre- and post-dredge 
surveys of Anaheim Bay and the 
approach channel to Anaheim Bay 

Stage 9 Borrow Pit pre-dredge. 
Stage 9 Borrow Pit interim post-dredge. 
Stage 9 interim pre-dredge and beachfill. 
Stage 9 Borrow Pit post-dredge. 
Surfside nearshore condition survey. 

Table 3  CCSTWS and SAR Survey Dates 

Coast of California Surveys 
1992 February 
1992 May 
1992 November 
1993 May 
1993 October 
1994 April 
1994 November 
1995 May 

Santa Ana River Surveys 
1991 December 
1992 May 
1992 July 
1992 November 
1993 Mar 
1993 May 
1994 January 
1994 November 

Figure 3 shows the mean, range and standard deviation of elevation along a profile 
through the feeder beach at Surfside Beach. Elevation statistics were computed separately 
for the Feb 1992 to May 1995 time period and the 1963 to 1983 time period because of the 
differences in collection methodology and sampling interval between the two data sequences 



NEWPORT BAY EROSION CONTROL PROJECT 4657 

20 _ 

10 

0 
4-1 
a> 

•8 

•E -10 1 JZ 
a 

D-20 

-30 

-40 J 

C 

20 •, 

10 

0 
a> 

•S -io 

a 
a> 
Q-20 

-30 

-40 

0 

FIGURE 

M 19 

Sta. 
)2 Feb \ 

104+4 
hru 19J 

1 (Surf 
15 May 

side) 
• 8 surveys 

Q) 
0) 
t- 
C 

c 
o 
re 
> 
0) 

o 
re 
D 
c 
re 
«•• 

n 
X 
3 

00 

a> 

c 
c 
o 
re 
> 
0) 

10 00        20 00        30 DO        40 
Offset 

00        50 
in feet 

00        6000        7000        80 

V T 

Sta. 
S3 May 

104+4 
thru 19 

j (Surf 
$3 Jan 

side) 
8 surv eys 

'D 
TJ 
t_ 
re 

•a 
c 
re 
4-* 
w 
X o ^>w 

)0 10 

} MEAN, 
of PRO 

30        201 

RANGE a 
FILE DEF 

)0        30( 

nd STAN 
TH 

)0        40( 
Offset 

DARD DE 

)0        50( 
in feet 

EVIATION 

)0        60( )0        701 )0        80( 



4658 COASTAL ENGINEERING 1996 

— ie. multiple surveys per year compared to multiple years per survey. For the recent 3- 
year period, a depth of closure boundary is at approximately -16 feet, while for the 20-year 
period it is at approximately -20 feet. This depth of closure also coincides with the 
boundary between the shoreface and nearshore shelf. Alongshore variation of depth of 
closure ranges from about -16 to -28 feet, the deepest being located offshore of Huntington 
Cliffs and Huntington Beach. 

A control plan area was defined for profile volume computation. This area is bounded 
by the landward limit of overlapping survey coverage on the back beach, but below the toe 
of the coastal cliffs, and the location of the 20-foot depth contour of the 1963 survey — 
although a seaward boundary that varies with depth by alongshore location could have also 
been applied. 

Profile Volume and Volumetric Changes 

Profile volumes, contained within the control volume plan limits defined by the survey 
limit along the beach backshore and the -20 foot contour, are averaged with ranges and 
deviations computed as shown on Figure 4 by alongshore stationing. These profile volumes, 
in cubic yards per alongshore foot of beach, have a zero mean over the available surveys. 
Relatively large standard deviations in profile volume occurs for sections through the 
Surfside-Sunset feeder beach (Sta 100 to Sta 140) and south of the Santa Ana River Mouth 
(Sta 630) with values of about 190 cy/ft and 110 cy/ft, respectively. These large variations 
are due primarily to beach nourishment, groin field and nearshore berm construction (see 
Mesa, Paper No. 330). Along the remainder of the shoreline, where natural transport 
processes predominate, the standard deviation of profile volume averages approximately 60 
cy/ft. 

End-area volumes contained in the control volume described above and relative to the 
1963 survey are shown in the format of a mass-haul diagram in Figure 5. Volumes, by 
date, are cumulative alongshore starting at Anaheim Bay (Sta 97+71) progressing 
southeasterly to West Newport Beach and the Newport submarine canyon (Sta 757+74). 
A positive, flat or negative slope of the diagram indicates an accreted, stable or eroded 
profile volume, respectively, relative to pre-project condition in 1963. The effects of the 
initial 4 mcy beachfill can be seen in the July 1964 survey, which shows a profile volume 
gain of about 3 mcy along Surfside-Sunset Beach (Sta 100 to Sta 200). Other general 
observations from this diagram are that the total profile volume accreted between Anaheim 
Bay and the Santa Ana River (Sta 100 to 630) for all surveys compared to 1963; a slight 
erosional trend is observed in the Huntington Cliffs area (Sta 350 to 410); and with the 
exception of Dec 78 and Jan 83, both abnormally severe storm years in addition to being 
surveys before renourishment stages, the profile volume along most of the shoreline has been 
stable or accretional. The sharp increase in alongshore volume at the Santa Ana River 
mouth in 1969 is the result of a broad delta created by the flood flows earlier that year. A 
similar increase shown in the 1992 through 1995 surveys are due to construction of a 1.3 
mcy nearshore berm (1992), and groin field and beachfill (1970's) at West Newport Beach. 

Other control volumes were defined such as the area bounded by the back beach and the 
MLLW datum plane (dry beach volume), and the nearshore shelf area bound by the -20 and 
-30 foot contour in 1963. The dry beach volume follows similar trends to that of the profile 
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volume of the -20 foot depth, whereas, the nearshore shelf (-20 to -30 ft) has experienced 
deepening over a large portion of this coastal segment. Some of this deepening is the direct 
result of sand mining for beach replenishment while other deepened areas appear to be 
directly related to subsidence associated with mineral extraction. The latter has been 
documented through differential leveling along the coast highway and is most evident in 
comparison of the 1934 to 1975 NOS nearshore hydrography. 

Conclusions 

Available surveys for the northern Orange County coastal segment have been analyzed 
with the use of CADD and triangulated irregular network models. Historic surveys with 
U.S. Coast and Geodetic Survey control can be reduced and used to build a shoreline and 
profile history database accessible to GIS systems. State Plane Coordinate Systems can be 
easily related to geodetic coordinates allowing utilization of data from multiple historic 
sources. Once the TIN models are created, time series of depths, volumes and shoreline 
positions can be queried for analysis. 

As for the San Gabriel River to Newport Bay Erosion Control Project, monitoring over 
30 years of beach nourishment has shown a transport rate from the feeder beach to be 
remarkably close to the originally projected beachfill requirements published by the U.S. 
Army Engineer District, Los Angeles(1962). Comparison of profiles generally show wider 
beaches and a deepening of the nearshore. By comparison to the pre-project condition, 
artificial beach fills have created a protective and feeder beach such that the profile volume 
has always been above that which existed in 1963, except during the severe winter seasons 
of 1978 and 1982-83. At the feeder beach location, 772,000 more cubic yards existed on 
the beach above MLLW datum in May 1995 than in 1963, and 1.39 million cubic yards 
more existed within the profile volume bound by the beach and historic -20 foot contour. 
The initial beach construction, NWS channel deepening and four nourishment cycles placed 
dredge material totaling 12.6 mcy on the feeder beach. Assuming 15 percent of the dredge 
prism to be composed of fine grain sediments which would quickly wash away, a beach 
nourishment volume of 10.8 mcy can be estimated. Only 1.4 mcy remain within the profile 
volume of the feeder beach after 31 years, yielding an average loss rate of 303,000 cy/year. 
The predicted periodic renourishment volume of 1.75 mcy about every five years in the 1962 
study was based on an annual loss of 350,000 cy/year, consisting of 300,000 cy/yr loss from 
the littoral cell and 50,000 cy/yr loss to the offshore, wind and other causes. 

While periodic beach nourishment has maintained profile volumes above pre-project 
levels, protective beach widths are not always provided for all locations. This is particularly 
true for about 3,000 feet adjacent to the Anaheim Bay East Jetty (sta 100+00 to 130+00) 
which appears to have a component of southeasterly directed longshore transport from 
westerly swells and reflected southerly swell as can be seen in the approaching wave fronts 
of Photos 3 and 4. 
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PHOTO 3 Surfside Beach with a South Swell Wave Pattern 
(June 7,1980) 

PHOTO 4 Surfside Beach with a West Swell Wave Pattern 
(April 17,1981) Sunset Gage: 0904, Hs=110.3 cm; Tp=13s. 
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CHAPTER 363 

A Ten-Year History of Dolos Monitoring at Crescent City 

William S. Appleton1, Thomas Kendall1, M. ASCE, 
and Jeffrey A. Melby2, M. ASCE 

ABSTRACT 

Ten years of monitoring data are now available from the Crescent City dolos 
monitoring program. This extensive field data collection program was initiated in 
1986, following the rehabilitation of the dolos section of the main stem of the 
Crescent City Outer Breakwater. The rehabilitation involved the placement of 680, 
fiber-reinforced, 38-tonne dolosse. Unique field monitoring techniques have been 
employed to collect data at Crescent City: movement data have been collected 
with ground-truthed, low-altitude (helicopter) photogrammetric survey techniques 
and stress data have been derived from strain gages mounted internally in select 
dolosse grouped together near the center of the dolos field. Results presented in 
this paper include 10 year histories on: wave climate, dolos movement/breakage, 
stress build up within dolosse, and concrete strength and fatigue. In addition, 
internal strain gage instrumentation verification test results are presented. 

INTRODUCTION 

The hydraulic stability of dolos armor units has been a large factor in their 
success as an armor unit. For this reason, the use of dolos armor units has helped 
to allow for the construction and long-term stability of shore and navigation 
protection structures sited in extremely energetic wave environments. The use of 
dolos armor units has been extensive and in most cases these armor units have 
performed well; however, due to the slender nature of the dolos design, these units 
are susceptible to breakage especially as the size of the units increases. To gain 
further insight into the mechanisms which govern the design life of these 

^SACE, San Francisco District, 333 Market Street, San Francisco, CA 94105-2197, USA 
2USACE, Waterways Experiment Station, 3909 Halls Ferry Road ,Vicksburg, MS 39180-199.USA 
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breakwater armor units, the Corps has collected an extensive data set from the 
dolos armor layer located on the Crescent City, California Outer Breakwater. 

There are now 10 years worth of monitoring data available addressing the role 
of dolos movement, breakage, fatigue, and static stress build-up which provide 
insight into mechanisms affecting the life of these armor units. 

BACKGROUND 

The Crescent City Outer Breakwater has had a history of being badly damaged 
since it was lengthened in 1930 to include the section which now contains dolos 
armoring. In particular, the last 100 meters of the structure's main stem have been 
especially difficult to maintain and, consequently, dolosse have been used in this 
section for the past 22 years. The most recent round of extensive maintenance 
work came in 1986 when, following years of wave damage from winter storms, the 
dolos section of the breakwater was rehabilitated. The rehabilitation work 
involved the placement of 680, 38-tonne fiber-reinforced dolosse on the seaward 
slope of the structure (Figure 1) and 80 on the lee side slope for future use. 
Placement of the armor units was aimed at recreating, to the extent possible, the 
design tested in physical model studies which included the use of trenching and 
buttressing (with stone) along the dolosse southern perimeter for increased stability 
at the dolosse-stone transition. A thorough background description of the project 
site can be found in Kendall (1988) and Kendall and Melby (1989). 

600 42-TON DOLOSSE (1906) 
246 40-TON DOLOSSE (1974)  ' 

2 LAYERS (MIN) 

HARBOR 

CRESCENT CITY BREAKWATER 
TYPICAL DOLOS CROSS SECTION 

STA. 34 + 00 TO STA. 37+00 

Figure 1: Typical cross-section through the dolos section of the Crescent City 
Outer Breakwater. 
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MONITORING TECHNIQUES 

Displacement and Breakage Monitoring 

Dolos displacements and breakage have been monitored since the completion 
of the rehabilitation project. Targeted and non-targeted dolos displacements have 
been detected and assessed using photogrammetric techniques. A helicopter 
continues to be used as the platform for mapping photography work; this technique 
allows for the measurement of targeted dolos displacements to be reported with an 
accuracy of ±2 cm and non-targeted dolos displacements with an accuracy of ±15 
cm. This work has been previously reported by Kendall (1988) and Kendall and 
Melby (1992). Changes in the subsurface slope and toe of the structure are 
monitored using both side scan sonar and diving inspections. However, given the 
conditions under which this work is conducted, only gross estimates of subsurface 
displacements can be made. 

Dolos breakage counts are monitored through walk-over inspections of the 
dolos field as well as by helicopter reconnaissance. To date, no techniques have 
been identified which would allow for determining subsurface breakage. 

Static Stress Monitoring 

As part of the 1986 rehabilitation work, 20 of the dolosse were instrumented 
with internal strain gauges mounted on rebar rosettes. An internal microprocessor 
allowed for data to be digitized within the dolos. The instrumentation measures 
two moments and a torque, which are then used to compute stresses at the shank- 
fluke interface. The data stream from the internal microprocessors is sampled at a 
rate of 1 Hz for six minutes and only data that has passed a series of reliability tests 
is retained for analysis. Instrumented units that repeatedly fail the reliability tests 
are removed from the sampling rotation and are no longer retained as part of the 
sample set. Further details of the data acquisition system and summary of the 
static stress monitoring program are provided by Kendall and Melby (1992) and 
Melby and Turk (1995). 

Of the 20 instrumented dolosse, 17 were found to be functioning properly 
during the first round of sampling in 1987. Since then, the number of instrumented 
dolosse returning data which passes the reliability tests has dwindled to three, all of 
which are located in the top of the armor layer. 

Artificial Loading of Dolos 

Upon reviewing the time history of average static stress in the instrumented 
dolosse through 1994, it was anticipated that future stress readings might begin to 
fall outside of a range which could be explained through observed boundary 
conditions. Therefore, a testing method was developed and implemented in 1995 
on one dolos (dolos C), to determine if the instrumentation was giving false 
readings. Dolos C was selected because it had a low RMS error on the data 
channels, the magnitude of the recorded displacements were not very reasonable 
and the dolos was resting on the top layer with the upper surface of the shank 
nearly horizontal. 
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A steel load frame was bolted onto the shank of the dolos and designed to 
allow for the placement of a load on the extreme end of the dolos fluke equivalent 
to the full weight of another dolos. A 90.6-tonne (100-ton) hydraulic jack was 
used to apply the load, which was done in increments of 6.9 MPa (lOOOpsi) 
corresponding to a force of 8,858 kg (19,511 lbs). 

Fatigue and Concrete Strength 

Given the constant cyclical loadings experienced by concrete armor units 
placed in the near-shore wave environment, the question of what role, if any, 
fatigue plays in the life of concrete armor units, was asked. In the most recent 
round of monitoring activities, this question was addressed. 

Although fatigue testing in its formal sense, strength versus number of blows 
and destructive testing, was not carried out on the armor units, 7.6 cm (3 in) 
diameter core samples were taken from dolosse placed in both 1974 and 1986 to 
determine changes in the concrete strength over time. If the armor units were 
experiencing significant fatigue, it was expected that the compressive and flexural- 
tensile strength of the samples would reflect it. Both of the armor units were 
located near the cap since heavy sampling equipment presented a significant 
mobility limitation. 

WAVE CLIMATE 

Presented in Figure 2 is a time history of wave power off of Crescent City. 
Buoy data, taken primarily from the Point St. George buoy #46026 (41.9° latitude, 
124.4° longitude, 60 m of water), was used to generate the plot shown. Nearby 
buoys were used to fill in gaps in the Point St. George Buoy data set. The extreme 
local wave energetics that the structure is subjected to annually are clearly 
evidenced in Figure 2. 

Hales (1985) provides a thorough description of depth-limited waves at the 
outer breakwater at Crescent City. Hales applied RCPWAVE, a numerical model 
which calculates the combined wave refraction/diffraction/shoaling effects in 
shallow water, using the bathymetry off Crescent City and tidal stages of -0.3 m (- 
1 ft) mean lower low water (MLLW) and +3.04 m (+10 ft) to obtain the design 
wave criteria for the 1986 rehabilitation. Based on Hales work, a depth-limited 
breaking wave of approximately 10.5 m was determined to be the design wave for 
the structure. Hale's work as well as comparison with a small data set from a buoy 
placed just offshore of the structure in 12 m of water, indicated that wave 
transformation coefficients are on the order of unity or greater for typical storm 
events out of the west to west-southwest directions. 

Approximately 10 years of buoy data (buoy # 46014) were analyzed to 
determine whether the structure has in fact seen its design wave. Presented in 
Table 1 are the probabilities of exceedence for wave heights (H) greater than 5 m 
for measured significant wave heights (Hs) equal to or exceeding 5m. It was 
assumed that the wave heights were Rayleigh distributed. The buoy data set was 
filtered for events generating significant wave heights greater than 5m, of which 29 
were found for a total of 80 hours.   Given the near unity wave transformation 
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coefficients, deep water wave heights were likely to have existed just seaward of 
the structure as well. The maximum tidal stage was then found for each of the 
events using standard tide tables. Presented in Figure 3 is a plot of the results of 
this analysis. 

1990 1992 
Time (yrs) 

— Pt. St. George Cape Mendocino Humboldt 

Figure 2: Time history of wave power off Crescent City, California. 

Table 1: Probability of exceedence for wave heights for a Rayleigh distribution. 
Significant 

Wave Height 
(Hs), meters 

Wave Height (H) 

5 m 6 in 7m 8m 9m 10 m 

5 m 13.5 % 5.6 % 1.9% 0.6 % 0.15% 0.03 % 
6 m 24.9% 13.5 % 6.6% 2.9% 1.1 % 0.39 % 
7m 36.0% 23.0% 13.5 % 7.3 % 3.7% 1.7% 
8m 45.8% 32.5 % 21.6% 13.5% 8.0% 4.4% 
9m 53.9% 41.1 % 29.8 % 20.6% 13.5% 8.5 % 
10 m 60.7% 48.7% 37.5 % 27.8 % 19.8 % 13.5% 

Of the 29 extreme events identified, 9 of them, or approximately 30%, 
occurred during peak tidal stages that equaled or exceeded +1.8 m (6 ft), giving a 
minimum water depth at the toe of the repair section of 10.6 m (35 ft). The storm 
setup contribution to the water depth at the structure during the events is not 
known since measured tidal records at Crescent City have not yet been analyzed, 
however, it is reasonable to assume that the storm setup contribution would be on 
the order of at least a half meter. Therefore, there have been at least 9 events to- 
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date which may have generated waves equaling and possibly exceeding the design 
wave in water depths that would have allowed these waves to reach the structure 
prior to breaking.   Generally speaking, the above events correspond with wave 
power readings in excess of 800 m2s in Figure 2. 

Figure 3: Number of significant wave events and corresponding tidal stage. 

MONITORING RESULTS THROUGH THE TENTH YEAR 

Evidence of Long-term Nesting 

The history of average cumulative dolos displacement is shown in Figure 4. 
Kendall and Melby (1992) reported that for those units having undergone 
translation, the dominant direction of movement was up-slope. For those units 
having experienced rotation, the dominant axis about which rotation occurred was 
the z axis (yaw). Since 1992, significant displacements have occurred for four 
units, one in 1994 and three in 1996. In all four cases, translation up-slope was 
observed, however there did not appear to be an indication that rotation about the 
z axis was more prevalent than rotation about any of the other axes. It is 
interesting to note that while the curve describing average cumulative translations 
continues to behave as one might expect for a fully nested structure, the jump in 
the cumulative rotation curve is not as intuitive. It would appear that as 
equilibrium nesting conditions are approached, significant rotations are more 
likely to occur than significant translations. In other words, a nested quasi- 
equilibrium state is more apt to allow for rotations than translations of the armor 
units. A similar jump in the cumulative rotation curve corresponding with a 
relatively flat translation curve was seen in the 1992-1993 data as well. 
Considering that translation requires that the centroid of the unit be displaced, 
while rotations can occur via a pivot point, it is understandable that rotations 
should be more likely to occur under nested conditions. Results appear to 
indicate that despite near equilibrium nesting conditions, movements, especially 
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rotations, will continue to occur although they seem to be small enough not to be 
considered significant. 

Side scan sonar records as well as dive inspections indicate that there were no 
significant changes in the position of the toe or slope of the dolos rehabilitation 
section. 

Breakage 

Prior to 1993, the last year in which any new broken dolosse were found was in 
1988 (one unit was found). However, as presented in Figure 5, a comparatively 
large number of broken units were found in 1993. But, as also shown in Figure 5, 
it is uncertain when these units actually were broken, and it is thought, given the 
appearance of the breaks, that they could have occurred much earlier, but were 
simply not visible from the helicopter surveys used almost exclusively up until 
1993. 

VVV      ??W9W 

V Hs > 5m Recorded 

1989 1990 1991 1992 1993 1994 19 
Time (yrs) 

1996 1997 

Figure 4: Time history of cumulative dolos displacement. 
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1986       1987       1 1989      1990       1991       1992       1993       1994       1995 
Time (years) 

Figure 5: Dolos breakage results. 

Static Stress History 

Burcharth (1988) defined the various loads on armor units, the three primary 
loads being static loads, impact loads and pulsating loads. The history of average 
static stress measured within the dolosse is presented in Figure 6. Each data point 
represents an average of all of the reporting units on that date. Also shown in 
Figure 6 is the dwindling sample set from which these readings were taken. Initial 
measurements, made in 1987, were taken from 17 units, 3 in the lower armor layer 
and 14 in the top layer. 1995 measurements were taken from 3 units, all of which 
were located in the top layer. The average static stress for the three (3) reporting 
units was found to be approximately 3 MPa (434 psi). The trend in this curve is 
not an artifact of the dwindling sample size as the history of the three remaining 
units reflects the same trend exhibited. 

The newest data point appears to be consistent with the trend apparent in the 
data from prior years, showing a linear increase in static stress. However, the 
continuing linear increase in static stress levels within the dolosse is cause for 
concern, since boundary conditions leading to such stress levels are not at all 
apparent. Therefore a check was made to determine if the static stress levels being 
reported by the instrumentation were reasonable. An extreme boundary condition 
was considered, one where a dolos was assumed to be loaded at the extreme end of 
a fluke by the weight of another 38-tonne unit. Simple beam theory was applied to 
obtain an approximation of the normal stress at the section A - A shown in Figure 
7. This simple calculation showed that the maximum normal stress (located at the 
extreme fibers of the cross section) for the boundary condition shown is 
approximately 2.5 MPa (358 psi). Hence, the latest stress reading has exceeded the 
estimated "full dolos loading" level. 

If the post nesting growth of static stress within the dolosse is to be believed, 
then the flexural-tensile strength of the concrete is rapidly being approached. The 
slope of the plot in Figure 6 indicates that the reserve concrete strength is being 
consumed at a rate of approximately 3% per year.   However, if this was in fact 
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true, given the wave events that these units are being subjected to, one would 

lMPa= 145 psi 

; 
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Figure 6: Time history of average static stress levels 

373 KN 

Figure 7:   Caricature of dolos loading 

expect a much higher rate of breakage in recent years than what has been 
observed. In order for the instrumentation to be functioning properly while still 
returning data that indicates a continuing rise in static stress, the concrete must be 
relaxing while the strain gauges continue to deform. Shrinkage, thermal 
contraction/expansion and creep were considered as mechanisms that may be 
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responsible for creating permanent strains on the instrumentation, while at the 
same time allowing the concrete to recover via plastic deformations. Creep or 
some form of plastic deformation within the concrete is the only plausible 
explanation. However, as pointed out by Neville and Brooks (1987), the 
effectiveness of stress relaxation by creep is reduced with time. Most stress that is 
relieved via creep is done so in the very early stages of concrete curing. Shrinkage, 
swelling and thermal expansions/contractions may have influenced the static stress 
trend during the first year, but after that they would play a very minimal role in any 
static stress buildup. Therefore, material properties of concrete and boundary 
conditions are unable to fully explain the recorded high measurements of static 
stress. 

Artificial Load Testing 

Results from the artificial load testing showed that the recorded strain was of 
the correct order of magnitude given the load, but half what one would expect from 
an analytical check using simple beam theory. Since the actual moment arm length 
is difficult to quantify due to unknown boundary conditions and since the dolos is 
not a slender beam, the difference between the analytical check and the measured 
value is considered to be within reason (Melby and Turk, 1995). 

Fatigue and Concrete Strength 

Core samples that were returned to the lab for testing were subjected to 
traditional compressive and tensile testing methods. The compressive tests were 
done in accordance with American Standard for Testing Materials (ASTM) C 39, 
the splitting in accordance with ASTM 496 and the flexure in accordance with 
ASTM C 293.   Shown in Table 2 are the concrete strength test results. 

Table 2: Concrete strength test results from core samples taken in 1995. 
Dolos/Core 

Number 
Compressive 

Strength (MPa) 
Flexural 
Tensile 

Strength (MPa) 

Splitting Tensile 
Strength (MPa) 

559/Nl - 9.79 4.31 
559 /N2 53.24 8.55 2.14 
559/N3 56.41 - 4.59 
752/Nl 70.69 - 4.48 
752/N2a - 11.93 3.48 
752/N2b - - 3.03 
752/N4 60.00 10.03 3.48 
752/N6 73.45 - - 
236 /Nl 52.34 - 4,17 
236/N2 - 8.76 - 
236 /N3 62.83 7.55 4.14 
236/N4 - - 2.93 

Non-shaded area contains data obtained from 1986 dolosse and the shaded area is data 
obtained from 1974 dolosse. 

Lab results indicated that on average, the flexural-tensile strength of the 
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concrete samples from the 1986 dolosse had increased 48% and the compressive 
strength had increased 70%. These increases in concrete strength are based upon a 
28-day compressive strength of 36.4 MPa (5,280 psi) reported by Bevins (1989) 
and a 28-day flexural-tensile strength of 6.8 MPa (984 psi) reported by Gutschow 
(1989). For standard type II cement, a 50% increase in 28-day compressive 
strength after five years can be expected. Therefore, although the concrete used in 
the dolos is steel-fiber reinforced, the 70% increase over 10 years is significant 
considering that most of the changes within concrete occur in the first five years. 

Conclusions regarding the compressive and flexural-tensile strength of the 
concrete used in the 1974 dolos could not be made due to a lack of data prior to 
1995. However, the compressive strength of the cores tested was within 2% of the 
average compressive strength obtained from the 1986 dolos concrete samples 
while the average flexural-tensile strength was within 20% of the 1986 values. 

CONCLUSIONS 

• It is highly likely that the dolos section of the Crescent City Outer Breakwater 
has been subjected to its design wave and possible that it has experienced 
design wave conditions as many as nine time. 

• While the time history of dolos displacements does continue to show some 
rotational displacements, the dolos field is believed to have reached a relatively 
nested state following the first storm season. 

• Strain gages in the tested dolos were shown to be functional within acceptable 
parameters. Moments measured were on the same order as those predicted by 
simple linear beam theory. 

• Although the internal instrumentation within dolos C was found to be 
functional and recorded strain readings brought about by artificial loading were 
within reason, static stress readings still need to be questioned. The material 
properties of concrete, i.e. creep, shrinkage/swelling, thermal 
expansion/contraction, do not appear to explain the observed measurements. 

• Both compressive and flexural-tensile concrete strengths measured in 1995 on 
the 1986 dolosse, were found to be significantly higher than design strengths 
(28-day); 70% and 48%, respectively. 

• Fatigue weakening within dolosse does not appear to be significant. 

RECOMMENDATIONS 

• Conduct aerial photogrammetric work every 2 years. Exceptions would be 
made following extremely energetic winters having repeated events during 
which there is a greater than 1% chance of the design wave occurring 
(approximately when Hg^T > 800 m^s). 
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Investigate the possibility of picking up a dolos and measuring static stress 
rebound as an additional step in verifying internal instrumentation 
measurements. 
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CHAPTER 364 

BREAKWATER DAMAGE IN OKUSHIRI PORT DUE TO THE 
HOKKAIDO NANSEI-OKI EARTHQUAKE TSUNAMI 
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Abstract 

A tsunami caused by the Hokkaido-Nansei-oki earthquake struck Okushiri 
Island and the southwest coast of Hokkaido damaging many port facilities. This 
paper describes typical breakwater damage at Okushiri Port and the applicability of 
Tanimoto's formula for tsunami wave forces on vertical walls based on prototype 
failure analyses and the result of numerical simulations. The armor stability and the 
rubble mound scourings were examined from the results of 3-D model tests at a scale 
of 1/15. The damage patterns at the narrow opening of breakwaters were 
reproduced by the tests. The necessary weight of armor blocks and foot-protection 
blocks for breakwater heads were calculated by the C.E.R.C. formula using averaged 
flow speed at the peak of tsunami. 

Introduction 

The Hokkaido Nansei-oki earthquake of July 12, 1993, had a Richter scale 
magnitude of 7.8, and generated a huge tsunami. Okushiri Island, 70 km from the 
seismic center, was struck by the tsunami. In addition to a death toll exceeding 200, 
the tsunami damaged many public facilities in the coastal areas and port facilities, 
mainly breakwaters. 

In general, breakwater damage from tsunamis are classified into the following 
two patterns; 

• Sliding of caissons by tsunami wave forces 
• Scouring of rubble mound foundations at breakwater heads by the strong 

tsunami flows 

1) Civil Engineering Research Institute, Hokkaido Development Bureau, 1-3 
Hiragishi, Sapporo, 062, JAPAN 

2) Port and Harbour Research Institute, Ministry of Transport, 3-1-1 Nagase, 
Yokosuka. 239. JAPAN 
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The caissons of the Kawaragi breakwaters in Hachinohe Port were damaged 
along a total length of 328m in the 1968 Tokachi-oki Earthquake. Ito et al. (1968) 
analyzed the tsunami height by numerical simulations and confirmed that the 
difference in the water level between the inside and outside of the breakwater led to 
the damage. In Noshiro Port, the offshore seawalls of a power plant were heavily 
damaged by the 1983 Nihonkai-Chubu earthquake tsunami. Tanimoto et al. (1983) 
analyzed the tsunami wave forces based on the field survey and model tests. In 
Okushiri Port at the eastern side of Okushiri Island, similar damage patterns appeared 
in the north breakwater. In this paper, the relationship between the sliding distances 
and tsunami height is examined from the results of numerical simulations 

The armor stability at the breakwater head is a very important factor for the 
design of tsunami protection breakwaters. Tanimoto et al. (1988) made the 
three-dimensional (3-D) model tests for the offshore breakwaters in Kamaishi Port, 
and proposed armor stability coefficients for practical design. A remarkable aspect of 
tsunami damage appeared at the narrow opening between the outer east breakwater 
and the east breakwater in Okushiri Port. The head caissons of both breakwaters 

1993 
© M78 

OKUSHIRI 
Is. 

HOKKAIDO 

Hachinohe 
Port 

1968 
M=79 

PACIFIC  OCEAN 

Figure 1.   Location of Epicenter 
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collapsed due to scourings of rubble mound covered with armor blocks by the strong 
tsunami flow. To reproduce the damage pattern, large-scale 3-D hydraulic model 
tests were made at a model scale of 1/15. In this paper, the relationship between the 
flow speed and the damage ratio is examined from test results, and the applicability of 
armor stability coefficients is confirmed for the practical design of breakwaters 
against tsunamis. 

Outline of breakwater damages 

On 12 July 1993, a tsunami, caused by seismic disturbance at latitude 42° 47' 
and longitude 139° 12' struck Okushiri Island and along the southwest coast of 
Hokkaido. Figure 1 shows the location of the epicenter and Okushiri Island. 

Okushiri Port on the eastern side of Okushiri Island is the only port of the 
island, and includes the ferry terminal to mainland Hokkaido. Figure 2 shows the 
breakwaters and port facilities in Okushiri port. The outer east breakwater and the 
east breakwater are the main barriers against wind waves. The opening between the 
outer east breakwater and the north breakwater is used for the main waterway, and a 
narrow opening between the outer east breakwater and the east breakwater is also 
used for a waterway for small craft. 

Figure 3 shows the damage pattern of the north breakwater. Sections A, B, C, 
and D are caisson-type composite breakwaters, and section E is a concrete block 
type. According to the eyewitnesses, the tsunami waves propagated parallel to the 
shore line and attacked vertically against sections, C, D, and E of the north 
breakwater. In contrast, caissons slid little in sections A and B near the head of the 
breakwater. 

North 
Breakwater 

Outer  East 
Breakwater 

North 
Seawall 

East   Breakwater 

Figure 2.   Breakwaters in Okushiri Port 
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Figure 3.   Caisson Sliding at the North Breakwater 
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Figure 4.   Damage Patterns of Section C of the North Breakwater 

Figure 4 (upper diagram) shows a standard cross section of section C. The 
depth was 7.6m and the caisson was settled at a depth of 5.0m. Figure 4 (lower 
diagrams) shows typical damage patterns. At the position of X=180 m, the caissons 
slid 20m and pushed foot-protection blocks (3.0m long, 2.5m wide and 1.0m thick) 
and concrete blocks (6tf beehive).  The scouring of rubble stones (30~300kg) 
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Figure 5.   Scouring at the Narrow Opening 

progressed along with the action of tsunami waves even after the caissons had slid, 
and mound rubble collected at X = 160 m. 

Figure 5 shows the scouring at the narrow opening between the east and the 
outer east breakwaters. The width of the opening is 35m and the depth was 10m. 
Rubble mounds of both breakwaters were covered by concrete blocks (1 tf beehive) 
and foot-protection blocks (1.5m wide, 2.5m long and 1.5m thick). These armor 
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blocks were moved and scattered as shown in Fig. 5. The maximum scouring depth 
was 4 m from the original sea bed, and the head caissons at both breakwaters 
collapsed. 

Tsunami forces on vertical walls 

The lower part of Fig. 6 shows the sliding distance S of each section in the 
north breakwater. The upright structures of Section E (seawalls for reclaimed land) 
were heavily damaged, because the sand fillings were not completed when the 
tsunami struck. Other sections were caisson breakwaters with depths of 5-11 m, and 
widths of 7.5-9.0 m. 

Tanimoto (1983) proposed tsunami wave pressure distributions (Fig.7). The 
pressure intensity under the still water level p\ and the crest tsunami height 1* can 
be calculated as follows: 

p-y =2.2w0aj     (1) 

77*= 3.0a7  (2) 
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Figure 6.   Tsunami Heights and Sliding Distances of the North Breakwater 



4682 COASTAL ENGINEERING 1996 

Buoyancy 

ITP^^ 

Figure 7.   Tsunami Wave Pressure Distribution 

where aj is the incident tsunami height and WQ is the unit weight of water. /?i and 
A2 are the depth at the offshore side and the harbor side, respectively. 

The upper part of Fig. 6 shows the critical tsunami heights ac (horizontal 
lines) calculated by Tanimoto's formula, and the incident tsunami heights aj (solid 
circles) estimated by 3-D numerical simulations. The sliding distances S increase 
when aj > ac, which confirms the applicability of Tanimoto's formula for prototype 
failures. 

The distance between Okushiri Port and mainland Hokkaido is about 30km. 
Because the wind fetch is short, the design wave height for the breakwater //max was 
3.5 ~ 5.1 m. However, the design wave height in most ports and harbors facing the 
Sea of Japan exceeds //max of 10 m. The small design wave height for Okushiri Port 
seems to have contributed to the extensive damages. 

Experiments on scouring by strong tsunami flows 

Large-scale hydraulic model tests with a scale of 1/15 were also made in the 
3-D basin (50 m long, 20 m wide and 3.5 m deep) at the Port and Harbour Research 
Institute (Fig.8). Four axial flow pumps were installed in the basin so that tsunami 
waves could be reproduced by the action of the flow. By changing the rotation 
direction and cycles of the axial pumps, the flow direction and speed could be 
changed according to the analog signals. 

The breakwater models were placed in the center of the basin (Fig. 9). The 
scourings of rubble mounds and successive caisson failures at the narrow opening 
were reproduced. The depth was 66cm, the average depth of this area considering the 
tidal conditions. The upright section of breakwaters were made of reinforced 
concrete box (66.7cm long, 56.7cm wide and 73.3cm high) and their weights were 
adjusted by the filling materials. Concrete blocks (296gf beehive) and foot protection 
blocks (10cm wide, 16.7cm long and 6.7cm thick) were produced to scale. To 
facilitate the observations, concrete blocks were classified into four areas (Fig. 9) and 
painted different colors. 
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Figure 10.   Flow and Water Level at the Center of Opening 

Tsunami waves were simulated by generating oscillatory flows with the 
observed tsunami period of 10 minutes (prototype scale). The forward direction is 
defined as flow coming into the harbor. The flow speed was monitored at the center 
of the opening (Fig. 8) with a 2-D electromagnetic flow meter at the depth of 10 cm 
above the still water level. The peak flow speed of the tsunami (UQ) was defined as 
the square root of each flow components. The water level was also measured at the 
same point by a wave gauge. 

Five kinds of tsunami flow with different peak speeds ( UQ= 112, 151, 169, 
180 and 196 cm/s) were used for stability tests. How many tsunami waves attacked 
this area is not clear, but at least three waves are certain to have covered this area 
from information given by witnesses. In this experiment, tsunami waves 
corresponding to a duration of 6.5 times as long as the wave period were created to 
observe the displacement of the armor blocks and caissons. Figure 10 shows the 
flow and water level changes at UQ= 196 cm/s. 

Damage patterns around breakwater heads 

Armor damage was found first at area No.3 in the outer east breakwater at a 
flow rate UQ=\51 cm/s. The number of blocks moved was.18, and the damage ratio 
in this area was 20 %. The damage of foot-protection blocks was not observed at this 
flow rate. Tanimoto et al. (1988) examined the flow patterns at the mouth of 
tsunami protection breakwaters in 3-D model tests. They pointed out that the armor 
damage was heavier at the projecting head for the flow direction. In our experiment, 
the damage pattern for the forward flow was the same as for the experiments of 
Tanimoto. However, for the backward flow, no damage was observed at the area of 
No.7 of the east breakwater, probably because the opening ratio of our experiment 
was much lower than usual for tsunami protection breakwaters 
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Photo 1.   Damaged Caisson and Mound of the Outer East Breakwater 

At the flow rate UQ=\69 cm/s (6.5 m/s in prototype), all armor blocks were damaged 
at the outer east breakwater and rubble stones were also scattered. At the east 
breakwater, 80% of the armor blocks were damaged. The damage of foot protection 
blocks was observed as 80% at the head of the outer east breakwater. 

At the flow rate UQ=\96 cm/s (7.6 m/s in prototype), the first tsunami wave 
scoured most of rubble stones around the head caissons, and the head caissons of 
both breakwaters tilted due to the scouring of the rubble mound. In the outer east 
breakwater, the damage progressed further to the head caisson failure by the second 
tsunami wave. The maximum flow rate at the failure was recorded to be 2.3 m/s (8.9 
m/s in prototype). Photo 1 shows the damaged caisson and mound of the outer east 
breakwater after the experiment. The prototype damage around the breakwater heads 
as shown in Fig. 5 was successfully reproduced by these model tests. 

Necessary weight of Armors 

The weight required to withstand the flow can be calculated by the following 
Coastal Engineering Research Center (C.E.R.C.:1984) formula; 

W = 
nw 1% 

48^6g3 (w/wo - 1 )3 (cos 9 - sin 6)2 (3) 

where W is the weight of armor unit, f/0 is the flow speed, n0 is the unit weight of 
fluid, w is the unit weight of armor units, g is the acceleration of gravity and 9 is the 
angle of mound slope.    This equation (3) is commonly accepted as giving the 
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Figure 11.   Damage Ratios of Armor Blocks and Foot-Protection Blocks 

necessary weight of stones and armor blocks to withstand steady flows. Tanimoto et 
al.(1988) carried out the armor stability tests of tsunami protection breakwaters, and 
showed the applicability of this formula for tsunami flows. 

Tsuruya et. al. (1994) recommended that the Isbash parameter y for beehive 
blocks should be 1.2 in the actual settled condition, and 0.967 for individual blocks 
separately settled on the sea bottom. Kimura(1995) proposed that y=0.6~0.7 can be 
used based on the previous tsunami damage for foot-protection blocks. 

In the 3-D model test for breakwater heads, damage ratios were also observed 
for  each tsunami  flows.   Figure   11   shows  the  damage  ratio  of beehive  and 
foot-protection blocks for UQ=\51, 169, 180 and 196 cm/s. The critical flow speed 
(Uft)crj is calculated from Eq.(3) for beehive (y= 1.2) and foot-protection block 
(y = 0.65).    Damage starts fromt/o^oW =10' anc* therefore the applicability of 
these coefficients is proved. 

Conclusions 

The damage analyses of breakwaters in Okushiri Port due to the 1993 
Hokkaido Nansei-oki earthquake tsunami gave the following results and conclusions; 

• 

• 

The caisson breakwaters, whose design wave height due to storm waves were 
small, were damaged by the tsunami attack. 
The applicability of Tanimoto's formulae for tsunami forces on vertical walls 
was confirmed by the prototype failure analyses of the north breakwaters in 
Okushiri Port. 
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•   The failure at breakwaters heads was reproduced by the 3-D model tests. The 
maximum flow speed of the tsunami was    estimated as 8.9 m/s in the 
prototype. 

Q   The necessary weight of armors around the head of breakwaters can be 
estimated by the C.E.R.C. formula using the Isbash parameter of previous 
model tests. 

The 3-D experiment in this report did not reproduce the scouring of sandy sea 
beds. The sea bed was possibly scoured at a smaller flow velocity than indicated in 
this report, which resulted in the destruction of mounds and in turn led to the collapse 
of caissons at the breakwater head. Future studies should consider the influence of 
sediment movement. 
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CHAPTER 365 

RICHARDS BAY NORTH BREAKWATER - REPAIR OF A ROUNDHEAD: 
MONITORING, MODEL TESTING, DESIGN AND CONSTRUCTION 

D Phelp1, A McClarty2 and A Bartels3 

ABSTRACT 

The head section of the north breakwater, at the entrance to the 
Port of Richards Bay, has suffered some damage since its construction 
in 1973. This paper briefly discusses the changes in the design 
conditions, the first unsuccessful repair in 1986/87, using 15t dolosse, 
the annual photographic monitoring results showing the rates of damage 
to the roundhead since then, and the model testing of various repair 
options, using available spare 20t and 30t dolosse. Finally the 
construction of the optimal repair, carried out in 1996, using a heavy 
duty mobile crane (with 48m boom reach) and DGPS positioning, is 
described. Construction was still in progress at the time of publishing 
this paper. 

INTRODUCTION 

The Port of Richards Bay, on the east coast of South Africa, has 
two dolos breakwaters, a shorter straight breakwater on the northern 
side of the harbour entrance channel and a longer curved breakwater on 
the southern side. The north breakwater consists of a straight rubble 
mound structure, constructed in 1973, which stretches for 
approximately 600m perpendicular to the coastline. The original 
armouring on this breakwater consists mainly of 5t dolosse on both sides 
of the trunk, but includes 15t dolosse on the roundhead (Figure 1). Like 
many similar breakwaters, the neck of the roundhead was found to have 
experienced the worst damage to the armour layer. 

1 Environmentek, CSIR, P 0 Box 320, Stellenbosch 7600 South Africa 
2 Portnet, Port of Richards Bay, P 0 Box 464, Richards Bay 3600 (SA) 
3 Entech Consultants (Pty) Ltd, P 0 Box 752, Stellenbosch 7600 (SA) 
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Annual photographic monitoring of the north breakwater showed 
an increase in damage in localised areas on the head, particularly on the 
southern side (Figures 1 and 2), despite temporary repairs using 15t 
dolosse, carried out by Portnet in 1986/87. A previous model study 
(CSIR, 1992a) indicated that the spare 20t and 30t dolosse, available 
from a stockpile of spare dolosse at the root of the south breakwater, 
would be suitable for the repairs. It was therefor decided to test various 
repair options using 20t and 30t dolosse. 

In June 1994 the CSIR was commissioned by Portnet to carry out 
a physical model study to determine the most cost effective design for 
the repair work. These included repair solutions in which a toe of 
anchored 30t dolosse was constructed around the head and 20t dolosse 
were placed in the cusps and over the anchor chains. After an initial 
calibration run, a total of four different repair options were tested. Due 
to delays in the commissioning of a suitable crane, the construction of 
the final repair was delayed to the end of 1996. This paper does 
however include construction details of a temporary repair using 5t 
dolosse (placed using an available smaller crane) and the start of the 
final repair, using the 20t and 30t dolosse. 

gg*m. 

FIGURE 1: View of North Breakwater and Cross-Section through head. 

MONITORING RESULTS 

The crane/helicopter photographic survey method (Phelp et al, 
1994) was used to annually monitor the breakwater. The photographic 
survey stations are spaced at 25m intervals, and both sides of the 
breakwater are monitored; the breakwater was however already 13 
years old before annual photographic monitoring was commenced. The 
areas with the highest damage (over 25% breakage) continued to 
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deteriorate the fastest. At stations P2 and P3 on the round-head, the 
damage was mostly localized in cusps, which are visible in Figure 1. A 
sharp increase in the rate of damage in the worst areas, since 1992 (72 
months), can be seen in Figure 2. This damage has mainly been 
attributed to bottom scour resulting in increased wave heights reaching 
the breakwater, ie. increased depth limited wave heights. Station P1 
also lies at the transition between the 5t and 15t dolosse, which is at an 
inherent weak point in the armouring. 
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FIGURE 2: Rates of Damage to the Dolos Armouring Since 1987. 

FACTORS CONTRIBUTING TO THE HIGH DAMAGE 

The occurrence of low pressure cyclonic storms (cyclones 
Demoina and Emboa in 1984) subjected the breakwater to wave heights 
exceeding the 7,9m 1:50 year design Hmo. Storm wave and low 
atmospheric pressure set-up associated with these storms also had the 
effect of raising the water level, thereby raising the depth limited wave 
heights reaching the breakwater. A previous model study on wave 
penetration in the entrance channel (CSIR 1974) also showed, based on 
wave refraction that wave conditions between SE and S (deep sea) 
result in the worst conditions opposite the north breakwater head. 

Bathometric surveys carried out regularly by Portnet revealed a 
general erosion of sand, of up to 2m, around the head and seawards of 
the breakwater, especially between 1989 and 1994. This would have 
resulted in further increasing the depth limited heights of the waves 
reaching the breakwater. Besides the scour at the toe (seismic surveys 
carried out by CSIR in August 1993 confirmed the toe erosion) the 
breakwater was also subjected to severe storms in October 1990 (max 
Hmo of 6.1m) and moderate storms since then, resulting in accelerated 
damage to the dolos armouring behind the weakened toe. 
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Like many similar breakwaters, both sides of the neck of the 
roundhead were found to have experienced the worst damage to the 
armour layer. Jensen (Jensen, 1984) found that for tetrapods, relative 
to the stability coefficients for the breakwater trunk, the roundhead area 
at 135° from the wave direction showed the lowest stability. This 
indicates that some of the damage found on the southern side of the 
north breakwater could also have been caused by more northerly waves. 
Model tests also showed evidence of eddies on the lee-side of the 
roundhead where toe dolosse were pulled off the slope. 

Repairs which were carried out in 1986/87 using 200 additional 
15t dolosse have proved unsuccessful, mainly due to the toe damage 
and sea-bed erosion mentioned above. No model tests were done for 
these initial repairs. The area where the 15t dolosse on the roundhead 
meet the 5t dolos trunk (Figure 1) has also been a focus of damage, 
likely as a result of poor interlocking between the different sized units. 

RESULTS OF MODEL TESTS 

Constraints to the Repair Design 

Model tests were carried out in an existing 3D model of Richards 
Bay (CSIR, 1995), to save both time and costs. This available model 
was built at a scale of 1:110 and covered the harbour entrance and part 
of the inner channel. The model test options were restricted to using 
available 200 20t and 100 30t dolosse, which have been brought 
across the harbour from a stockpile near the southern breakwater. The 
proposed repair consists of a double row of 30t dolosse at the toe, with 
a double layer of 20t dolosse behind. 5t dolosse were also available to 
wedge into the gaps behind the 20t repair and between the existing 5t 
slope where the repair overlapped the breakwater trunk section. 

The removal of rubble and pre-repair slope preparation was limited 
to the removal of only large broken dolos pieces (assisted by divers), and 
the filling of holes at the toe of the armour slope. The crane reach was 
limited to 45m for a 30t dolos, which was achieved by using a specially 
designed crane which could fit onto the 6m wide mass-concrete capping 
of the north breakwater. 

Choice of Model Scale 

The scale of 1:110 used for the tests gives a Reynolds number of 
approximately 1x10\ which is just within the minimum range 
recommended by Van der Meer (Van der Meer, 1988) but less than the 
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value recommended by CERC. Some scale effects should therefore be 
expected, especially on the 5t dolosse, but these scale effects have 
been found (Oumeraci, 1984) to make the model results conservative. 
The scale effects, being similar for all the test runs, still allowed the 
comparisons made between the options tested. The results were 
however interpreted as giving an indication rather than an exact 
prediction of the possible damage. The calibration test showed that the 
hindcast of the damage which occurred in the 1990 storm is in 
qualitative agreement with the observed prototype damage confirming 
the validity of the physical model. A plan of the model is shown in 
Figure 3 and the "as-built" cross-section through the head in Figure 1. 

FIGURE 3: Plan showing Model Layout 

Wave Generation and Measurement 

Eight standard wire resistance wave probes were used which were 
coupled so that measurements could be carried out over prescribed 
areas. The wave generator bank was 9,75 m long situated at the 1 km 
mark (Figure 3). The direction of the generators was 30° N, ie: waves 
coming perpendicularly out of the wave boxes have a direction of 120°. 
Based on a review of existing data, the following main test conditions: 
• Wave direction, entrance area (12s)    145° 
• Storm input, Richards Bay Spectrum, y = 2,74 with the following 

approximate steps Hmo = 4, 5, 6, 8 m with following wave per 
respectively: Tp    = 10, 12, 13, 15,5 s 

• Water level for main test MHWS = 2,0 m CD 

DESCRIPTION OF THE TESTS 

Test procedure 

In order to calibrate the physical model, a calibration test was 
carried out in which the prototype damage resulting form the 1990 
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storm was reproduced in the model. A number of repair options were 
then investigated, starting with the simplest option and then extending 
the repair until a stable solution was found. Before each repair option 
was constructed, the original damage (after the 1990 storm) was 
replicated in the model. The repaired breakwater was than exposed to 
the five different wave conditions described above. After each test, the 
repair dolosse were removed and the 1990 damage reconstructed, after 
which the next repair option was implemented. 

Measurement of Damage 

Movements of Dolosse 
The number of dolos movements was determined by comparing 

the photographs taken before and after each run. A number of swing 
tests were carried out on full-scale 9t dolosse to determine the degree 
of movement these dolosse could sustain without breakage (Zwamborn 
and Phelp, 1989). Based on the results of these tests it was 
recommended that all movements greater than half the height of a dolos 
be included as damage. The number of dolosse which moved was 
determined separately for a number zones located at the head of the 
breakwater. The damage was then expressed as a percentage of the 
number of dolosse placed in each zone. 

Rocking Dolosse 
In addition to determining the movements, the number of dolosse 

which were rocking was estimated visually during each test. However 
due to the difficulty in observing these movements over the whole test 
area, it was decided to use the small movements (less than h/2), which 
were measured from the photographs, as an estimation of rocking 
dolosse. In (CSIR, 1992b) this alternative approach was also adopted, 
where it was found that dividing the movements less than h/2 by nine, 
would give a reliable estimation of the number of rocking dolosse. 

DETAILS OF THE REPAIR OPTIONS TESTED 

Discussion on the Repair Strategy Followed 

The strategy of placing 20t or 30t dolosse on top of the damaged 
5t and 15t dolosse was originally tested and found to be feasible in 
previous model tests (CSIR, 1992a and 1992b). Static tests on dolosse 
have shown that a dolos can carry 4 to 6 times its own weight without 
breaking; this implies that a number of layers can be constructed without 
breakage under static load. Thus it was considered feasible to place a 
1 to 2 layer thick 20t dolos strengthening layer, safely on top of the 
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existing damaged 15t dolosse. Although the quality of the underlying 15t 
dolosse is questionable, the dynamic loading over the past 8 years has 
caused the weaker dolosse to break, and careful placing of new dolosse 
should not result in significant further breakages. However, since most 
parts of the repair sections will consist of already broken units, the repair 
itself was designed as well interlocked armour, finished to a uniform 
slope, which should be able to stand on its own. 

Although stresses cannot be modelled, extensive prototype 
observations and structural tests on full size dolosse support the above 
conclusions. For example the main breakwater at Gansbaai, on the South 
African southern coast, consists of an original layer of 4.5t dolosse 
covered by one layer of 12.4t units, covered by one layer of 17.1t 
dolosse overlapped with a double layer of 25t dolosse. This repair has 
thus far proved to be successful. 

Repair Option 1 
The first repair option tested involved the filling of the cusps with 

the minimum number of dolosse, ie. starting with the simplest option and 
then extending the repair until a stable solution was found. This was a 
temporary (intermediate) repair solution to protect the breakwater core 
from further damage, but would also eventually form part of a more 
permanent repair. The number of repair dolosse per hole was 
approximately 10 30t and 20 to 30 20t dolosse. The total number of 
dolosse needed to repair all the cusps (northern and southern sides) was 
approximately 40 30t and 150 20t. The 30t dolosse were used to 
construct a toe at the bottom in front of the cusps to anchor the 20t 
dolosse filling up the cusps behind. 

Repair Option 2 
After repair option 1 had shown extensive damage to the edges 

of the repaired areas, it was decided to extend the repaired area to 
provide a more uniform profile. The second repair option was similar to 
the first repair option but with a more continuous row of 30t dolosse at 
the toe around the whole breakwater head. The construction of a toe 
with a double layer of 30t dolosse was an attempt to increase the 
stability of the repaired slope. The 20t repair layer was then placed on 
top of the 15t dolosse. The shape of the head was modified slightly to 
have a slightly flatter slope. Approximately 80 30t and 200 20t dolosse 
were used. 

Repair Option 3 
In this repair option the cusps were also filled with 20t dolosse, 

but the 30t dolosse on the southern-side of the breakwater were fixed 
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using anchor chains (scrap, ship's anchor chains). First, a double row of 
30t dolosse were placed to construct the toe, after which the 20t 
dolosse were used to repair the cusps and to cover the chains. This 
method proved to be very successful in the construction of the Port of 
Cape Town breakwater where similar conditions exist at the toe (CSIR, 
1985 and Zwambom eta/, 1990). As was done in Cape Town, the end 
of the chains should be connected to a piece of scrap rail to provide 
improved anchorage. Approximately the same number of dolosse were 
used as for the temporary repair option (option 1). The chains used to 
fix the 30t dolosse can be clearly seen. Figure 4 shows the anchor 
chains in the model and as used in prototype. 

v> 

_ • 

FIGURE 4: Anchor Chains used to Secure 30t Toe Dolosse 

Repair Option 4 
In this repair option, a double row of anchored 30t dolosse was 

used to construct the toe around a slightly wider head. The 20t dolosse 
were then placed in the cusps and over the chains. Also, before the 20 
t dolosse were placed on top of the 15t dolosse, the damaged slope 
beneath the repair was reprofiled to allow for a double layer of 20t 
dolosse, to provide a more uniform repair slope. In this last repair option 
all the 30t dolosse were fixed by anchor chains. 

INTERPRETATION OF RESULTS 

Comparison of Damage to the Repair Options Tested 

A comparison of the damage at the end of each run is shown 
graphically in Figure 5. The x-axis presents the section of the breakwater 
which starts at the northern-side of the breakwater, around the head to 
the southern side of the breakwater. These location numbers are given 
in Figure 5.  Repair Option 4 is clearly the best option. 
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FIGURE 5: Comparison of Damage to the Repair Options Tested 

For all the repair options, the existing 15t dolosse were well protected 
by the additional dolosse. For repair options 1 and 2 it was clear that 
again, similar to the prototype, the highest damage could be observed 
just behind the head at the southern side of the breakwater. The eddies 
caused by the waves passing around the head were responsible for 
rolling the toe dolosse along the surface of the rubble. Once a dolos had 
been extracted from the slope it was easily rolled along by big waves. 

The 30t dolosse, which were fixed by anchor chains, reduced the 
damage in that specific area considerably. Repair Option 4 showed 
acceptable damage levels for all the repair dolosse, apart from the area 
on the northern side of the head where the 20t dolosse showed higher 
damage - poor interlocking of this section may have been the cause. 
The damaged 15 t dolosse on this side were not reprofiled as was done 
on the southern side, which meant that the 20t repair dolosse were not 
interlocked properly in a double layer. Although the original prototype 
damage (CSIR, 1994) on the northern side of the head is less than one 
third of that on the southern side, it is felt that the repairs would have 
been more effective if the whole northern side had also been properly 
prepared (reprofiled) before the repair. 

Based on the results of the model study and from previous experience, 
the following recommendations for the repair works were made: 

a) Before any repairs,  as many as possible of the broken pieces of 
dolosse should be removed without disturbing adjacent dolosse. 

b) Crane and ball surveys should be used to identify all underwater 
depressions, both before and during construction of the repair. 

c) Particular care should be taken when placing the dolosse to 
ensure  that  dolosse  interlock  as  well  as   possible  with  the 
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underlying dolosse. Re-slinging of a newly placed dolos is worth 
the effort if a better interlocking is obtained. 

d) For the placing of dolosse, both above and below water, a 
predetermined grid pattern should be developed with angles and 
distances for the crane, or x,y references for DGPS positioning. 

e) The 30t toe dolosse should be anchored by chains. 

CONSTRUCTION OF THE OPTIMUM REPAIR 

Construction Methods 

Based on the results of the model tests, 20t and chained 30t 
dolosse were to be used for the repair. The 20t and 30t dolosse were 
brought across from the south side of the entrance channel to a 
stockpile at the root of the north breakwater, while the 5t dolosse were 
also already available from a part of the root of the original breakwater 
which was now covered with sand. Three double direction trailers were 
then used to transport the dolosse onto the breakwater. These trailers 
could only pass when unloaded, which meant that only one 20t or 30t 
dolos could be brought onto the breakwater at any one time (Figure 6). 

Initial crane and ball surveys were done with 5m profile intervals 
over the damaged areas. A certain amount of reprofiling was then 
carried out to remove irregularities in the overall profile. Broken pieces 
of dolosse were removed and placed in erosion holes. Another crane 
and ball survey was then carried out to get the underlayer profile, from 
which the repair dolos placing grid could be calculated. The smoother 
the underlayer profile, the easier it was to set a placing grid with uniform 
packing density. 

The repair dolosse were then placed, starting with the double row 
of chained 30t dolosse at the toe. The chains, which were lifted on a 
separate hook were laid at an angle of 45° seawards along the toe of 
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the slope, later to be covered with 20t dolosse. The crane hook was 
fitted with a 15m sling (to ensure the hook and pulley remained out of 
the seawater), a quick release hook (Figure 6) and a double cable sling. 
The double slings which support the dolosse were hand spliced (instead 
of swage joined) to allow easy removal of the slings once the dolos was 
in position. The quick release hook was hung from a swivel and fitted 
with two torque bars, which allowed easy rotation of the dolosse to 
ensure good interlocking. The torque bars were attached to 10mm 
nylon (light and water resistant) ropes, which were pulled 
perpendicularly from the mass capping to orientate the dolosse. 

It was found that to ensure correct packing density, the dolos 
placing must be kept as close as possible to the grid coordinates. The 
final orientation and positioning of the dolos is then done by eye to 
ensure good interlocking. Dolosse are placed with a minimum of three 
contact points to reduce the change of rocking under wave action. 
After all the grid positions were full, it was found that up to 10% 
additional dolosse had to be placed "in holes" to ensure a well 
interlocked uniform profile. To identify these "holes" it is advisable to 
get an aerial view of the slope form a helicopter, or from a basket hung 
from the crane. 

DGPS for Crane Positioning 

For both the crane and ball surveys of the slope profiles, and the 
correct placing of the dolosse, there was a need to accurately position 
the hook of the crane. The original method used was triangulation from 
two theodolites, but this proved labourious and time consuming. 
Another method was to fit the crane with a pendulum boom angle 
indicator and a horizontal slew protractor whereby the horizontal and 
vertical angles of the boom could be measured and converted from polar 
to x,y grid coordinates. 

Recently a differential GPS system has been introduced using 
satellite positioning linked to a portable computer onboard the crane 
(Figure 7). The satellite receiver is positioned on top of the crane boom, 
directly above the position of the hook. The pre-determined positions 
are entered into AutoCAD software on the computer, and standard 
survey software enters the real time navigation parameters which 
indicate the position of the boom. By entering the standing position of 
the crane along the breakwater, the boom reach and safety circle can 
also be indicated on the screen. The crane operator can then 
immediately see which dolosse can be placed from the present position 
of the crane.  The AutoCAD dolos placing grid is shown in Figure 8. 
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The positioning software includes the following useful features: 
• Zoom in and out, and centring the cranes position on the screen. 
• The entry of up to 20 predetermined crane standing positions on 

the breakwater, including facility to orientate and offset. 
• The entry of up to 500 top and 500 bottom layer dolosse, 

including an indication of size and numbering (colour options) 
• The facility to import and editing of an AutoCAD or other CAD 

drawing of the breakwater eg: the "as-built" layout. 
• Indication and editing of the safe radius of the cranes reach. 
• The input and storage of the placed positions of the dolosse. 
• A backup system where the polar coordinates can be entered to 

position the crane, should the DGPS signal fail. 

• Bottom  20t Top  2' 

o Bottom  30t Top  30t 

FIGURE 8: Example of DGPS AutoCAD Dolos Placing Grid 

Emergency Temporary Repair and Final Repair 

Planning for the repair was well underway by mid 1996, when a 
breakdown of the special crane (the only crane which could fit onto the 
breakwater and have sufficient reach for placing the 30t dolos toe) 
resulted in having to delay the final repair to the end of 1996. As the 
localised damage on the southern side of the roundhead was  starting to 
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expose the underlayer rock, it was decided to carry out emergency 
temporary repairs. These took the form of filling the cusps with 5t 
dolosse (which could be placed with a smaller mobile crane). This repair 
was not extended further than the original slope profile so that it would 
form part of the underlayer of the final repair. The same construction 
method was used as described above. Figure 9 shows this section 
before and after the emergency repair. Figure 10 shows the chained 
30t dolosse at the start of the final repair in December 1996. 
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CHAPTER 366 

THYBOR0N COASTAL INVESTIGATIONS 1995: 
NEW LESSONS FROM AN OLD COASTAL PROBLEM 

by 
I. Broker1, J.A. Zyserman and Per Roed Jakobsen3 

INTRODUCTION AND BACKGROUND 

Thyboron channel is located on the West coast of Jutland, Denmark, and connects the 
Limfjord with the North Sea, see figure 1. The channel was naturally opened following a 
major storm event in 1862. In the years after the opening of the channel, the neighbouring 
coasts experienced substantial erosion, which put the town of Thyboron at risk. For historical 
background and previous investigations and analysis, please see References. 

Figure 1      Location map, including indication of development over 205 years 

Chief Engineer, Danish Hydraulic Institute (DHI), Agern Alle" 5, DK-2970 Ptersholm, Denmark 
! Coastal Engineer, Danish Hydraulic Institute (DHI), Agern Alle 5, DK-2970 Harsholm, Denmark 
' Director, Danish Coastal Authority, H0jbovej 1, DK-7620 Lemvig, Denmark 
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The geology in the area can be briefly described as postglacial sediments, mostly fine 
to medium sand, overlaying hard clay in depths of 10 to 12 m below seabed level. The area is 
exposed to severe storms from directions between southwest and northwest. Along the coast 
the conditions are influenced by a northgoing sea current. In the inlet area the currents are 
determined by the differences in water level across the peninsula of Jutland. The tidal 
variations are small, with a maximum tidal range of ~40 cm. The yearly net sediment 
transport along the narrow barrier beaches is directed towards the inlet from both sides. The 
undisturbed net transport rates are of the order of magnitude of 1 million m /year. A dense 
groyne system reduces the longshore sediment transport rates to about 2-300,000 m /year 
from each side; the sediment transported into the channel ends up on large shoals inside the 
Limfjord, giving a yearly deposition of approximately 0.5 mill m . 

The groynes along the coast have decreased the rate of shoreline retreat to about 50% 
of the natural erosion. This means that the land ends of the groynes have to be extended inland 
in pace with the erosion. The tips of the groynes experience continuous deterioration due to 
severe pressure arising from the wave action. The submerged groyne elements are left on the 
seabed as they are still considered as active parts of the coastal system. 

NUMERICAL MODELLING STUDIES 

As a part of the study of the processes around this inlet numerical models were 
established, both for the quantification of the overall sediment budget along the barrier 
beaches, and for the study of the details of the morphological evolution under storm 
conditions inside and around the inlet. 

Sediment budget along the barrier beaches 

The sediment budget along the barrier beaches has been studied by the LITPACK 
model, and the details around the inlet by a morphological model constructed from various 
modules of MIKE 21. LITPACK is a model complex for calculation of waves, wave-driven 
currents (possibly coupled with a general sea current) and longshore sediment transport on an 
arbitrary coastal profile. A basic assumption of quasi-uniform conditions in the longshore 
direction allows for simulation of all combinations of waves, water levels and sea currents and 
establishment of a complete sediment budget. The calculated budget is illustrated in figure 2. 
The budget was validated through comparisons with the transport rates derived from 
measured erosion/deposition during 15 years. 
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Figure 2     Left:   Illustration of wave statistics 
Right: Sediment budget along the barrier beaches 

Wave level, wind and directional wave data were available for a three-year period. 
Two characteristic storms (Storm 1 and Storm 3) were selected for detailed studies of 
sediment transport and morphological evolution in the area around the inlet. Furthermore, the 
littoral transport along the barrier islands during each storm was calculated using LITPACK 
to give an indication of the representativeness of the two storms. The distributions of the 
littoral drift in the longshore direction and along a selected profile are shown in figure 3. The 
comparison showed that the storms represented approx. 20 % and 15 % of the southgoing and 
northgoing yearly transport, respectively. The distribution along the coastal profile is, 
however, more concentrated over the bars under storm conditions than in average over the 
year. 
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Figure 3      Upper, left: Storm 1, littoral drift along the coasts 
Upper, right: Storm 3, littoral drift along the coasts 
Lower, left: Storm 1, littoral transport along a profile 
Lower, right: Storm 3, littoral transport along a profile 

Detailed studies around the inlet 

Model setup and boundary conditions for the morphological model 

A comprehensive set of models was established in order to transfer measured data 
into boundary conditions for a morphological model covering the area of interest. The 
measured data comprised: directional wave measurements at Fjaltring, water levels at 
Thorsminde, Thyboran, Aalborg and Hanstholm, wind at Thyboran and Aalborg, see figure 4. 
Current speed and direction were measured in the channel during one month for calibration 
purposes. The model areas and the positions of measurements are indicated in figure 4. It 
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must be noted that the fluxes across the eastern boundary of the general hydrodynamic model 
are calculated from a ID river model, MIKE 11, which covers the entire Limfjord from 
Thyboren to Aalborg, see Figure 4. 

The general and the regional hydrodynamic models have a resolution of 400 m and 
100 m respectively. The model is MIKE 21 HD, which is depth-integrated. In the general 
model the driving forces are wind and variations in tidal levels and fluxes along the bound- 
aries. The effect of Coriolis force is included. 

The regional wave model is a parameterised, spectral wind wave model, MIKE 21 

NSW. 

Measurements: 
•   Water level 
A   Waves 

Currents in Thyboran channel 
Wind in Thyboron, Aalborg 

40km 

Figure 4      Areas covered by the general and regional hydrodynamic model 
Area covered by the regional wave model 
Area covered by the morphological model 
Locations of measured water levels, wind, waves, currents 
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The regional models give boundary conditions to the morphological model, see figure 
4 for the extent of this model. In the morphological model, wave-, current- and sediment 
transport modules are coupled as described below. A mild-slope wave model, based on the 
parabolic approach, was applied in the morphological model complex. Inside the 
morphological model area, the time- and space-varying radiation stresses were included as an 
extra forcing term for the hydrodynamic model. The resolution within the morphological 
model area is 20 m. 

Brief description of the morphological modelling complex 

DHTs morphological modelling complex is centred around the hydrodynamic model. 
A morphological simulation is 'warmed up' by calculation of initial wave and current fields on 
a fixed bed. After the 'warm-up period' the sediment transport field and the corresponding 
rates of bed level change rates, dzldt, are calculated, dz/dt is incorporated in the continuity 
equation of the hydrodynamic model, and the hydrodynamic simulation proceeds for a period 
of time corresponding to a so-called 'morphological timestep', which is determined so that the 
maximum Courant number for the migration of bed forms is less than 1. At the end of this 
(typically short) period of time the sediment transport field is recalculated using the 
bathymetry evolved within the morphological timestep. The wave field is recalculated every 
k'th morphological timestep, where k is an arbitrary integer. (In the present simulation k 
equals 3). A second-order accurate finite-difference method is used for the calculation of dzldt 
and the truncation errors are eliminated by a modified Lax-Wendroff scheme. 

This setup meets the requirements of offering the capability of running with time- 
varying boundary conditions, and of minimizing the computational effort by avoiding 
recalculation in the hydrodynamic model. A block flow chart of the morphological model 
complex is shown in Figure 5. 

Three different types of wave models are presently built into the morphological 
complex: an elliptic mild slope model, MIKE 21 EMS, a parabolic mild slope model, MIKE 
21 PMS, and a spectral nearshore wind wave model, MIKE 21 NSW. The second one was 
used in the simulations described here. 

The hydrodynamic module in the morphological modelling complex is MIKE 21 
HD, which solves the vertically integrated equations of conservation of mass and momentum 
in two horizontal dimensions. The hydrodynamic model operates with a space- and time- 
varying hydraulic roughness, accounting for the apparent bed resistance in combined waves 
and current. This apparent roughness is updated every morphological time step. 

The deterministic intra-wave period model for transport of non-cohesive sediment, 
STP, is applied. The model covers the range from pure current to combined current and waves 
(breaking or non-breaking), see Deigaard et al (1986). It is a basic assumption in the present 
model complex that the transport capacity is a function of the local conditions. 

The hard-clay layer described in the Introduction section was included in the model 
as a non-erodible surface over which transport was allowed to take place. 
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Figure 5      Block flow chart for the morphological modelling complex 

Examples of results from the morphological modelling 

As mentioned above, two historical storms, each of a duration of 4 days, were 
modelled in detail. The two storms represented typical storms from the two dominant 
directions, namely southwest and northwest. 

Results from one of the storms, covering the period 20/1/1993 0:00 - 24/1/1993 0:00, 
are presented in figures 7 and 8. Figure 6 gives a brief overview of some of the important 
parameters, i.e. water levels at 3 stations, wind speed and direction and wave height and 
direction. Figure 7 shows wave-, current and sediment transport patterns at the peak of the 
storm, 22/1/1993 12:00. Figure 8 shows the bed level changes after 1 day, 2 days, 3 days and 
4 days. The results show that sediment is 'sucked' out of the cells between the groynes, some 
of it is deposited off the groyne system in this storm, but most of it, as well as littoral drift 
which enters the model area, is trapped in the inlet area. 
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Figure 6      Time series of:     a) water levels at Thorsminde, Thyboran, Hanstholm and 
Aalborg 
b) wind speed at Thyboran 
c) wind direction at Thyboron, wave direction at Fjaltring 
d) wave height at Fjaltring 
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Figure 7      a)        Calculated wave field, 22/1 1993 12:00 
b) Calculated flow field, 22/1 1993 12:00 
c) Calculated sediment transport field, 22/1 1993 12:00 
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Figure 8     Calculated morphological evolution 
a) From 20/1 1993 0:00 to 21/1 1993 0:00 
b) From 20/1 1993 0:00 to 22/1 1993 0:00 
c) From 20/1 1993 0:00 to 23/1 1993 0:00 
d) From 20/1 1993 0:00 to 24/1 1993 0:00 
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New understanding of the complicated processes in the area was gained from the 
modelling work. Examples of details which were learned from the simulations are given 
below. 

One example is the fact that the inlet over the last years has started to erode more 
severely on the opposite side, (the east side) to that where erosion previously occurred. It was 
clearly seen from the modelling that storms from southwest were responsible for this 
development, and over the last years the intensity of these storms has actually increased. 

This effect becomes more clear if the model is run without any non-erodible clay 
layer. Figure 9 shows the comparison of the accumulated bed level changes over 4 days with 
and without the clay layer. It appears that a potential for erosion at the east side exists. (It 
should be mentioned that erosion does take place in the clay, just at a much slower pace than 
for sand. Erosion in the clay is therefore not included in the present model.) One effect of the 
clay layer on the sediment transport is seen from figure 10, where the accumulated transport 
across the western limit of Thyboren channel, defined by the tips of the breakwaters, is 
compared for Storm 3 with and without the clay layer. It appears that the transport capacity is 
larger when the clay layer is included than when this is not the case. This is connected to the 
fact that the transport capacity decreases for increasing depth for constant flux. 
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Figure 9     Comparison of accumulated bed level changes over 4 days. 
Left:   without clay layer 
Right: with clay layer 
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Figure 10    Comparison of sediment transport through the inlet with and without the clay layer 

Another example was the observed tendency for more severe wave overtopping along 
the harbour protection works, which has moved further inside the channel than earlier 
observed. This could now be explained by the deposition and erosion patterns related to the 
predominant southwesterly storms which permitted the waves from northwesterly directions 
to penetrate further into the channel. 

Sensitivity to the length of the groynes 

The groyne system at Thyboran was constructed about 100 years ago. Due to the 
ongoing erosion, the coastal profiles have steepened off the tips of the groynes with the result 
that the ends of the groynes have collapsed, and rocks from the old structures have been left at 
the sea bottom. The length of today's groyne system and the way in which its submerged part 
influences the littoral transport are therefore not known. The effect of the groynes on the 
morphological evolution has consequently been investigated for the two extremes: the original 
length of the groynes and today's length, as determined from the overwater part of the 
groynes. 

Figure 11 shows the sediment transport on 22/1/1993 15:00 and the morphological 
response in the vicinity of some of the groynes in the two cases: original length of the 
groynes, and present length of the groynes. It appears that the flow and the sediment transport 
patterns and thereby the morphological response are very different for the two configurations. 
The example demonstrates the capability of the modelling complex to represent the 
interaction between the longshore current that is generated within the cells and forms a rip 
current along the updrift side of each groyne and the eddies generated in the lee of each 
groyne. 
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Figure 11 Sediment transport (instantaneous) and morphological response (20/1/1993 0:00 - 
22/1/1993 15:00) in a groyne field during a storm. Two different lengths of the 
groynes are tested 
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CONCLUSIONS AND FUTURE PROSPECTS OF THE STUDY 

Use of mathematical coastal models has cast new light on well-known coastal 
problems in the area and has allowed to quantify important parameters such as transport rates, 
spatial distributions of wave heights and current speeds, etc. 

The results from the models have been useful in understanding some of the observed 
processes, cf. changes in erosion patterns in the channel and increased wave overtopping 
along the harbour structures. 

Numerical models have proved to be an important tool for the analysis of different 
situations such as length of the groynes, existence of a non-erodible surface underlaying the 
sandy bottom, etc. 

The work around Thyboron is still in progress, November 1996. 

More historical storms are planned to be modelled. The intention is to simulate a 
large enough number of different storms to reproduce both the observed sediment transport 
through the inlet and the development along the barrier beaches through a suitable 
combination of the storm events. At the present stage, only very scarce information is 
available on the current statistics in the inlet. A measuring campaign has been planned based 
on the model results, and this has now been initiated. 

The model complex will be used to guide the design of possible coastal protection 
structures and to evaluate the effect of different nourishment schemes. 
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CHAPTER 367 

Probabilistic Risk Assessment of Beach Erosion 
at Pevensey Bay in England 

Ping Dong1 and Keith J Riddell2 

Abstract 

This paper presents a comprehensive case study in which probabilistic 
methods were applied to assess the risk of damage to properties protected by a 
shingle beach on the south coast of England. Both the short term storm response and 
longer-term longshore drift effects were considered. The mathematical model was 
calibrated against data from an extensive series of physical model tests and was used 
to predict the shoreline evolution for a number of beach management design options. 
A full cost-benefit analysis was carried out based on the predicted damage 
probabilities. The general methodology developed is believed to be applicable to 
other situations with different beach material types and various design options. 

Introduction 

In recent years, the limitations of a conventional semi-probabilistic approach in 
coastline studies and scheme development have become more widely recognised. In 
studying beach processes, hydraulic parameters such as extreme waves, tides and 
surges are usually specified in terms of single parameter return periods or joint return 
periods. The safety of the structure, or the level of protection it provides, is ensured 
by selecting design conditions (generally waves and water levels) which, individually 
and/or in combination, have a sufficiently remote chance of occurring. No explicit 
reliability calculations are undertaken and the precise level of damages over the 
design life, due to overtopping, breaching and erosion, is unknown. Consequently, 
the standard of protection that coastal defence schemes may be expected to achieve 

1 Formerly Principal Engineer, Babtie Group Ltd, now Lecturer, Department of Civil 
Engineering, University of Dundee, Dundee DD1 4HN, United Kingdom 

2 Divisional Director, Babtie Group Ltd, Simpson House, 6 Cherry Orchard Road, 
Croydon, Surrey, CR9 6BE, United Kingdom 
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can only be given in terms of the return periods of these input parameters rather than 
the damages which may be expected to occur. The success of such an approach 
would require that the return period of any damages is not lower than the return 
periods of the corresponding input parameters, a condition that can not be guaranteed 
a priori in a non-linear multi-parameter dynamic system such as a beach. By 
comparison with traditional methods, a direct technique which aims at evaluating the 
probabilities of occurrence of the beach processes that are actually responsible for the 
flood damages gives more meaningful design conditions. It also enables the 
evaluation of the variabilities and uncertainties in the damage estimates and provides 
a rational basis for cost-benefit assessment to be used as an integral part of scheme 
development. 

The probabilistic design concept in coastal engineering is not new. It has been 
used in the design of breakwaters, seawalls and sand dunes as shown in a recent 
review on probabilistic design of flood defences by Vrijling (1990). Nearly all of the 
previous applications were restricted to dealing with the short term response of 
coastal defence structures under extreme forcing conditions, and the methodology 
used was largely based upon standard theories and techniques developed for the 
reliability of structures. Only very recently has some attention been paid to longshore 
processes. Vrijling and Swart (1992) presented a probability Level II method for 
berm breakwater design to evaluate the cumulative damage to the breakwater as the 
result of the longshore transport of rocks under extreme angular wave attack. Both 
Level II and Level III methods were employed by Vrijling and Meijer (1992) to 
assess long term shoreline evolution using a one-line shoreline model as the transfer 
function. Both the practical value of such approaches in engineering assessment and 
the uncertainties involved were highlighted by these workers. 

The advantages of adopting a probabilistic approach and some important 
practical issues concerning its application in scheme development were presented by 
Riddell (1993). Probably, due to the lack of quality long term data and the perceived 
complexity of probability methods, the coastal engineering community are still 
showing signs of reluctance in adopting such methods in the design of beach 
management schemes. However, this situation is about to change in the UK with the 
introduction of new design guidelines from the Government which emphasise the 
need for rational cost-benefit analysis, the long term sustainability of engineering 
works and the need for all coastal works to be carefully evaluated in the light of 
global considerations. 

The paper presents a comprehensive case study in which a probabilistic 
methodology was applied to assess the risk of damage to properties protected by a 
shingle beach on the south coast of England. Both the short term storm response and 
longer-term longshore drift effects were considered. The mathematical model was 
calibrated against data from an extensive series of physical model tests and was used 
to predict the shoreline evolution for a number of beach management design options. 
A full cost-benefit analysis was carried out based on the predicted damage 
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probabilities. The general methodology developed is believed to be applicable to 
other situations with different beach material types and various design options. 

Figure 1 - Site Plan of Pevensey Bay 

Site characteristics and design objectives 

Pevensey Bay (Figure 1) has a shoreline 9km in length curving from a 
north/south alignment to east/west in a fairly classical bay configuration. Its beach is 
formed by shingle material above the mean water level grading rapidly to sand below 
this point. The shingle ridges, which are generally low and narrow, stand as a fragile 

Figure 2 
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line of defence to the moderately well-developed low lying areas immediately behind 
the beach crest. Along several sections of the frontage, the beach has suffered from 
severe depletion of the mobile material and a large part of the existing timber groyne 
system has also been badly damaged, being, effectively, near the end of its useful 
life. Over the last twenty years extreme storms, combined with high tides, have, on a 
number of occasions, resulted in overtopping, beach crest recession and even small- 
scale breaching. These events have brought about considerable damages, not least of 
which were the costs of mobilising emergency services and carrying out 
rehabilitation measures to ensure some continued standard of protection. This 
situation can be best illustrated by an aerial view and a land-based photograph 
(Figure 2) of one of many critical locations showing the close proximity of housing 
to the crest of the shingle beach. 

The threat of much larger breaching of the defences in the near future led the 
former National Rivers Authority (now part of the Environment Agency) to engage 
Babtie Group to carry out a comprehensive study of the Pevensey frontage lasting for 
a period of well over four years (1991-1995). During the first phase of this project, 
extensive data (both contemporary and historic) were collected and analysed with 
regard to waves, currents, sediment characteristics, beach profiles and past damages. 
Deterministic mathematical models were used to predict the beach response during 
extreme storm attack and the long term shoreline evolution over many years of 
average wave climate. These field data and predictions were used in an approximate 
cost-benefit analysis and for the preliminary design of a range of management 
options. During the second phase of the project, a detailed assessment of a limited 
number of potential scheme options was carried out, involving an extensive physical 
modelling programme and numerical model predictions. 

Having realised the deficiencies of the deterministic methods that were used 
in the first phase, the decision was made to apply probabilistic techniques for both 
beach recession predictions and cost-benefit analysis. In this paper some of the work 
carried out in the second phase of the project is presented, with special emphasis on 
the use and validation of the probabilistic methods for beach recession predictions 
and cost-benefit analysis. 

Methodology 

General approach 

The study methodology identified storm beach response as the primary 
process to be assessed in order to determine the type and severity of erosion, breach 
and levels of flooding. The probabilistic approach used for crest recession and 
overtopping was a simplified version of a full Level III approach with the erosion 
due to long-term longshore drift gradient being treated as an independent addition to 
the short-term crest recession. 
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Extensive physical model tests were carried out in the random wave flume 
and wave basin at HR Wallingford. The purpose of these tests was to assess the 
beach response under selected design storm waves and average morphological 
conditions over a period of 5 years. For the flume tests, 9 conditions were tested 
having estimated joint wave and water level return periods ranging from 1 in 1 year 
to 1 in 250 years. These tests were carried out on three profiles and two different 
gradings of beach material. Beach profile development for each test condition was 
recorded and used to calibrate a mathematical model. In the basin tests, one 
morphological condition and three (two for some cases) storm conditions were used. 
The full wave climate was represented by four equivalent wave spectra with 
increasing energy but decreasing probability of occurrence. The water levels were 
controlled to follow a predetermined tidal cycle. The data from the physical model 
tests were used to adjust the predictions made by the mathematical models. The 
return periods of overtopping and crest recession were calculated using a twenty year 
hindcast joint wave and water level time series, both including and excluding an 
allowance for long term sea level rise. 

From wave refraction analysis and inshore monitoring results, it was found 
that the inshore wave climate exhibits considerable change from one end of the 
frontage to the other. In order to account for this variation, the use of different design 
wave conditions at different sections of frontage, for the purpose of cross-shore 
process analysis, was necessary. Due to these longshore changes of wave climate, as 
well as the change in shoreline orientation, large gradients in littoral drift exist at a 
number of sections of the shoreline. The effect of this was confirmed by observations 
that these beaches were known to be prone to erosion and required continuous 
maintenance. Therefore, longshore structural erosion was included in the overall risk 
analysis. 

In developing design options, the probability of various levels of damage was 
determined for each beach management scenario, and these probabilities were then 
used to carry out a comprehensive cost-benefit analysis. This methodology is 
summarised in Box 1. 

Transfer functions 

A key element in the design methodology is the transfer function which 
determines the response of the system for a given set of input parameters. In coastal 
engineering, the transfer functions are usually in the form of empirical equations or 
models or process-based mathematical models. Deterministic beach profile responses 
during storms have been parameterised by Dean (1972), Van der Meer (1991) and 
Powell (1991). Among these models the Beach Profile Prediction Model by Powell 
was developed specifically for shingle beaches based on extensive physical model 
tests and validated against a certain amount of (mainly UK) field data. This was 
therefore selected for the present work. 
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In order to limit the number 
of random variables that have to be 
considered, the model parameters 
were treated as deterministic and 
adjustable to give the best fit to the 
site specific data from the flume 
tests. In the case of Pevensey Bay 
such adjustments were required for 
only one of the three profiles 
considered. This was largely due to 
the influence of the limited 
thickness of the shingle layer at the 
location of this profile. It should be 
pointed out that the relationship as 
described by the BPPM model, 
between the equilibrium profile 
shapes and the input wave and 
water-level parameters, is highly 
non-linear and dependent upon the 
characteristics of the initial profile. 
Therefore, the predicted probability 
distribution of crest recession for 
different profiles could be quite 
different not just in terms of 
numeric values but also in the 
shape of the overall distribution. 

APPROACH 

Response of beach to specific 
storm events 

i 
Generalisation to cover complete wave 

climate 

i 
Application to joint wave and water level 

series 

i 
Probability of crest recession, overtopping 

and breach 

i 
Probability of damages 

\ 

Preferred Design 

Box 1 

Input Data 

The input data can be classified into two main types: hydraulic data and 
morphological data. The hydraulic data consisted of a twenty year inshore joint 
wave and high water level time series, obtained by transferring a hindcast offshore 
time series to a number of inshore locations using a spectral back-tracking model 
(OUTRAY by HR Wallingford). The hindcasting model was calibrated against one 
year of offshore directional wave data obtained at the site during the study period. 
The refraction model was calibrated against simultaneous inshore records obtained at 
two locations. 

The morphological data consists of surveyed beach profiles, sediment sizes 
and shoreline positions. Cross-sections at 150m intervals of this and adjacent 
frontages had been taken annually for a period of twenty years and were used for the 
detailed assessment of recent shoreline evolution and sediment budget 
considerations. For simplicity of modelling, the morphological inputs were treated as 
deterministic. The appropriate mean values and variations for these morphological 
input data were derived using historical charts and the long term beach survey data. 



PEVENSEY BAY, ENGLAND 4723 

Prediction procedures 

When considering cross-shore processes, it is important to preserve the 
essential correlation in the wave and water time series. This rules out a probability 
Level II method which assumes the parameters to be independent and to follow 
Gaussian distributions. All the wave and water level records in the time series, apart 
from some small waves deemed to be insignificant, were directly input into the 
calibrated BPPM model to obtain a single time series for the beach crest movement. 
The predicted beach movements were then ranked and fitted with appropriate 
logarithmic distributions. The same calculations were performed for each of the three 
profiles, taken as being representative of sections of frontage, using the appropriate 
time series for different inshore points. 

Longshore processes are more difficult to deal with, because they essentially 
have two time scales; one for long-term average movements of sediment and the 
other for short-term storm effects. Although the techniques of Vrijling and Swart 
(1992) could, at. least in principle, be adopted for predicting the probability of long 
term average shoreline changes, difficulties arise when trying to combine the two 
sets of recession probabilities from cross-shore and alongshore calculations. The 
short-term effects due to oblique storm waves on the coastline development would 
also need to be determined separately. 

Short of using a 3D or quasi-3D model as a transfer function, further 
assumptions on the potential correlation between short- and long-term processes and 
between cross-shore and longshore effects have to be made. Due to the lack of 
research concerning the above problems, longshore processes were treated as 
deterministic. As a result, the crest recession probabilities would be invariant 
although the reference shoreline position would change with time as predicted by a 
one-line model. The corrections to the reference shoreline position were introduced 
in the design assessment based on the basin test results. 

Predictions of crest recession 

Model calibration 

In order to ensure that the transfer function used was reliable the numerical 
model (BPPM) was firstly calibrated against the crest recession data from the flume 
tests. It was found that the model predictions agreed well with the measurements 
from Profiles 2 and 3 but some adjustment was necessary for Profile 1 in order to 
achieve best overall fit. Similarly the one-line model predictions were also compared 
with the actual shoreline positions determined from the annual surveys for the same 
data period (20 years). To achieve best agreement, it was found that the transport 
parameter in the CERC formula 'K' should be about 0.04 assuming the existing 
groynes are virtually ineffective. 
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Cross-shore beach crest recession 

Assuming that an equilibrium beach profile can be established over the period 
of one tidal cycle, under given wave and water level conditions, the time series of 
crest recession and overtopping rates can be calculated for a given beach 
configuration. The exceedance probability and the return periods of crest recession 
can then be determined using ranking statistics. Some of the results are shown in 
Figures 3 and 4. It can be seen that the active crest tends to establish seaward of the 
initial crest for most wave conditions during the twenty year record period whilst 

crest retreat takes place 
during only a small number 
of severe events. In order to 
determine the extreme crest 
recession, a logarithmic curve 
was fitted to the 
computational data. The crest 
recessions for the more 
extreme events such as 1 in 
250 year, can be obtained by 
extrapolation   of  the   fitted 
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The above method is 
more easy to apply than a 
more conventional approach 
which involves extrapolating 

the joint probability density of wave and water level and then calculating the 
overtopping and crest recession for the extended records. This is due to the fact that 
the joint probability density function is very irregular at small values, and it is 
difficult to  find  a  sensible 
surface to fit to these values. 
Whatever probability 
distributions     is     assumed, 
large errors are unavoidable 
in extrapolation. 

In general, the 
accuracy of the simpler 
method has been shown to 
depend on the data length, 
regularity of crest movement 
and the transfer functions 
adopted. From the model 
tests it was found that the Fisure 4 
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beach can be 'washed off by overtopping when its crest is very thin. This means that 
extrapolation of the predicted recession probability can not be extended indefinitely 
because the crest movement can change from progressive erosion to wash-out with 
only a very small change of input hydraulic conditions. A minimum crest width has 
been assumed on the basis of the model tests which represents this change of mode 
of beach damage. A 250 year return period was determined to be the upper cut-off 
limit for the extrapolation of beach processes at the study frontage. 

Figures 3 and 4 also show the observed recession ranges during previous 
observed storms. Although the data are rather limited, and the quality of these data is 
far from ideal, it was quite satisfying to note that the predictions were consistent with 
the field data on all three profiles. Since the numerical model was only calibrated 
against data from the physical model, and for only a limited number of extreme 
storm conditions, the predictions obtained are considered to be remarkably good. 

Effects Of Long Term Shoreline Evolution 

Although the storm response of the beach is dominant in the determination of 
the level of risk at any particular point in time, the long-term shoreline evolution 
trend must be taken into account if the true risk level of a particular section of the 

Figure 5, Strongpoint Basin Test in Progress 

coastline, over a significant length of time, is to be established. For an open beach, 
the long term erosion due to the longshore transport gradient is usually fairly regular 
at a given site, depending, primarily, on the average wave climate, the supply of 
material and local shoreline orientation. The mean erosion rates for the Pevensey Bay 
frontage were calculated using a standard one-line model. In order to account for 
variability in the predictions of wave climate and sediment supply, the average 
shoreline position was determined for 5, 10, 20 and 50 year periods. The storm wave 
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response probability was assumed to be invariant at any time within the design life of 
the defence. Although it is possible to introduce a higher level of probabilistic 
representation for the shoreline position than that used, such an approach was 
rejected on the grounds that the transfer function would have become too 
complicated to be practicable and no suitable method was found which was capable 
of dealing with the correlation between longshore and cross-shore processes in a 
consistent and robust way. 

$ @ 

;QnfTrfl f" "W 

Figure 6 - Basin Test Results for mixed Rock T-head and Groyne Scheme 

In developing the 
scheme options a number of 
beach management scenarios, 
ranging from timber groynes 
to large shore-attached rock 
structures, were tested in the 
wave basin. The crest 
movements under 
morphological and extreme 
storm conditions were 
obtained. Using similar 
techniques as described for the 
open beach case, the crest 
recession probabilities for each 
of the beach management 
options were estimated, taking 
into account the effects of the 
longshore gradient of drift 
rates during storm events. An 
example of a test in progress is 
shown in Figure 5 and an 
example of scheme test results in Figure 6. A comparison of the effect of different 

return period (years) 

Figure 7 - Crest Recessions for various schemes 
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management options on the probability distribution of crest recession is shown in 
Figure 7. 

Cost Benefit Analysis 

The ultimate aim of all the preceding analyses is to generate damage 
probability graphs for all kinds of damage/loss considered. A typical graph for an 
open beach 'do-nothing' option is shown in Figure 8. In developing various design 
options, losses due to erosion, overtopping and breaching were all included wherever 
appropriate. The damage cost was assessed for each year during a nominal 50 year 
design life using appropriate discount factors. Since the total loss for any area is not 
always the simple sum of all probable losses, depending on the physical 
characteristics and economic values of the shoreline and hinterlands, and the 
interaction between them, care must be taken in deriving the total losses/damages. 
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Discussion And Conclusions 

A probabilistic design methodology has been developed which can be applied 
to shoreline studies, scheme design and the selection of management options. It 
provides a rational basis for the assessment of flooding risk and the standard of 
protection. 

As long as the joint time series of wave and water level can be made 
available, it is straightforward to calculate the probability of run-up, overtopping and 
breaching using either empirical formulae or mathematical models. Physical 
modelling significant confidence to the results of the above and is essential for the 
consideration of non-standard situations. 

Beach response is not just dependent on waves and water levels. Many other 
parameters are important such as the initial beach profile, material variability and 
storm duration and sequencing. A true probabilistic design methodology needs to 
take into account all of these parameters on a physical basis including systematic 
sensitivity assessments. 

The transfer functions which provide the link between hydraulic parameters 
and beach processes are dependent on the configuration of the beach and detailed 
material properties. Great care must be taken when applying a transfer function 
developed for one type of beach condition to another. 

Based on this study the following conclusions can be drawn 

1. Predicted erosion probabilities are consistent with experimental data and some 
limited field observations. 

2. The probabilistic method is no more difficult to apply than a conventional method, 
although it does require more long-term data and is therefore more time consuming. 

3. Predictions are site dependent and sensitive to changes in the parameters 
characterising the beach and within the numerical model transfer function. 

4. The damage modes treated in this study were limited and many other damage 
modes such as scouring, abrasion and offshore loss of beach material could be 
important at other beaches. Hence, design decisions made at one site should not be 
transferred to another site despite apparently similar features. 

5. It has been found to be virtually impossible to deal with both long term and short 
term processes using the same high level of probabilistic techniques and within the 
prediction framework adopted. Research in this area is urgently required. 
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CHAPTER 368 

BEACH NOURISHMENT IN ALTAFULLA, SPAIN: 
VERIFICATION OF THEORETICAL MODELS 

J. Galofre', F. J. Montoya2 and R. Medina3 

ABSTRACT 

This paper describes the comparison between results from theoretical 
methods and field data measurements on a beach nourishment project, in Altafulla 
beach, Spain. A brief review of the processes involved in the behaviour of beach 
nourishment projects are made in order to analyse beach evolution after filling it. 
Theoretical results can be obtained applying theoretical methods. A monitoring 
program was carried out after nourishment works and field data measurements were 
taken in order to verify theoretical models. Capability, application and validity of 
models to the prediction of a project performance are discussed comparing with field 
data results. 

The conclusion of the comparison is made for the Altafulla case study and a 
discussion of the results is included in order to understand beach evolution method 
by field data results. 

1.- INTRODUCTION 

Beach nourishment works, as an integrated coastal zone management plan, 
are used as a coastal engineering tool in order to guarantee the functions of a beach. 
The most important functions of a beach are: - Energy dissipation mechanism an 
Useful free space for every one. 

Theoretical, technical-empirical and numerical methods are needed in order to 
design the solution and optimize nourishment efficiency. They must be calibrated in 
order to know the right beach parameters and analyze their behaviour. 
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Pl.Imperial Tarraco 4-4a. 43005 Tarragona, Spain. 
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3) Associated  professor.   Ocean  &   Coastal  Research  Group.  Universidad  de 
Cantabria. Avda. de los Castros s/n. Santander 39005. Spain. 
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Analysis of beach behaviour has received considerable attention during the last 
decades. Although the sediment processes involved in the changes of a beach are non 
linear and have great variability both in space and time, the comparative analysis of 
beach evolution with theoretical models and field data is necessary in order to know 
how powerful the predictive models are. These models can be used to assist in the 
determination of project design and/or beach evolution. Furthermore, models 
describing the response of beaches to different coastal forcings have become 
increasingly numerous and sophisticated in recent years (see Work and Dean 1995, 
as a general reference). At present, however, there is no model that can be used to 
solve all the spatial and temporal scales of variability involved in beach nourishment 
evolution and, consequently, different models must be used. Monitoring field data 
are needed in order to calibrate and verify the models. It is necessary to know how 
well every model works and when it can be used. 

The goal of this paper is to analyse the theoretical and real behaviour of 
Altafulla beach, comparing monitoring field data to technical-empirical and 
numerical model results. Various types of models are used, they are classified by 
their spatial and temporal domains of applicability. 

2- ANALYSIS METHOD 
The analysis of processes, scales and tools is necessary in order to advance 

the knowledge of beach behaviour. 

In order to understand beach performance it is necessary to analyse the beach 
forcings that are acting on the beach, these are the cause of all the processes. 

The beach responses are the consequence of the beach forcings, they are the 
phenomena that appear along the coast. Beach behaviour analysis implies many 
methods working with the forcings and responses give a comprehension of beach 
performance. 

Erosion, accretion and beach change in offshore bottom topography are 
controlled by beach forcings described in table 1. They are divided into three time 
scales of variability: Short term (less than 15 days), middle term (15 days to 6 
months) and long term (years). The space scale considered is the meso scale that has 
a range from 100 m to 10 km shoreline. There are others spatial scales like 
microscale, less than 100 m shoreline, and macroscale, more than 10 km shoreline. 
This case study involves the mesoscale. The responses of beaches to these 
perturbations and variable forcings can be found in a wide range of time scales, see 
table 2. 

Besides the wide range of temporal and spatial scales of variability, coastal 
evolution processes are often three-dimensional. In spite of this, important aspects of 
the coastal behaviour can be understood and prediction on the bases of lower- 
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PROCESS  -   FORCINGS 
SHORT TERM MIDDLE TERM LONG TERM 

• Waves • Platform-Currents • Winter-Summer waves 

• Tides • Fortnight-Tides • Platform-Currents 

• Wave currents • Storms • M.S.L Variation 

•Wind • Sediment budget • Sediment budget 

• Atmospheric pressure 
9 

• Sediment budget 

TABLE 1 FORCINGS INVOLVED IN BEACHES 

RESPONSES 
SMALL SCALE MESO SCALE LARGE SCALE 

• Bed forms: 
• Beach cusps 
• Bars 

• Profile changes 

• Pianform changes 

• Coastline acretion-erosion 

• Beach equilibrium pianform 

• Morphological changes • Shoreline changes • Beach equilibrium profile 

• Sediment transportation and 
distribution 

• Crescentic bars 

• Morphodynamic states variation 

• Sediment distribution 

• Sediment distribution 

• Eustatic reponse 

TABLE 2 RESPONSES INVOLVED BEACHES 
MODELS 

SHORTTERM 

SMALL SCALE 

MIDDLE TERM 

MESO SCALE 

LONG TERM 

LARGE SCALE 
FORCINGS 

• Wave propagation 

• Tide propagation 

• Wave   - currents 

• Wave propagation 

• Tide propagation 

• Wave - currents 

• Wave propagation 

• Tide propagation 

• Waves - currents 

RESPONSES 
• Profile models 

• Local sediment transport 

• Profile models 

• N-Lines models 

• Sediment transport 

• Parametric Models (plan 
granulo metric) 

• N-Lines models 

• Sediment transport 

• Statistic models 

profile and 

TABLE 3 MODELS USEFULS IN BEACH BEHAVIOUR ANALYSIS 
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dimensional models. These models take advantatge of the circumstance that the 
response of a beach often exhibits a different behaviour with essentially different 
length scales in three mutually orthogonal space directions (vertical, cross-shore and 
longshore), De Vriend, (1992). 

The next point is to define the models that it is possible to use for the analysis 
of the forcings and responses. Table 3 shows a wide range of different models. 

To improve predictive models for beach responses, an accurate description of 
the forcings is necessary. From table 3, it can be seen that existing hydrodynamic 
models (wave, tide propagation and wave induced currents) can be used for solving 
the forcings at almost all spatial scales of interest. The choice of a particular model 
should be made in relation to the response model to be used. 

When selecting a response model, several physical facts must be taken into 
account. Cross-shore transport is very important just after the fill. A nourishment 
beach reaches its equilibrium profile within the first year after the fill (Kamphuis and 
Moir 1977). Several existing models can describe the post-fill evolution of the profile 
(usually neglecting longshore transport). However, cross-shore transport at greater 
time scales (months to years) remains a challenging problem that has not received a 
great deal of attention (Work and Dean 1995). 

Longshore sediment transport is found to be important near the shoulders of 
the fill in the beginning. The effects of the longshore gradients propagate afterwards 
into the nourished region. N-line models can represent these coastline changes in the 
mid-long term. The one-line approach imposes limitations by neglecting the 
influence of cross-shore transport. However, this can be overcome if the model is 
calibrated adequately (Hanson and Kraus 1977). Technical empirical models can be 
useful in order to know beach equilibrium planform (Hsu et al, 1989) and profile 
equilibrium form (Dean, 1995). For the long term evolution prediction, parametric 
models (e.g. equilibrium profile-coast line models) and statistical models (e.g. P.C.A. 
models) can help N-line models. 

The next step is to analyse this wide range of models and select the most 
interesting in order to know the beach behavior. In beach analysis from input data 
with the analysis method, must be obtained the output data. In table 4 an analysis 
model is proposed for it. 

The case study will compare the models propounded in table 4 with the field 
data obtained from the monitoring program. 
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INPUT DATA 

Historical analysis 
Maritime climate data 
Topobatimetry 
Granule-metric data 

ANALYSIS 
SHORT TERM MIDDLE TERM LONG TERM 

TECNICAL- 
EMP1R1CAL 
METHODS 

Morphodynamics state 
distribution 

Shoreline equilibrium mode! 

Profile equilibrium model 

Grain size distribution study 

Empirical evolution methods 

NUMERICAL 
METHODS 

Waves propagation 

Breaking current system 

Sediment transport 

Numerical evolution shoreline 
methods {One line) 

Stadistical mode! (3PCA)                1 

OUTPUT DATA 

Beach Evolution Behaviour: 

- Beach planform 
- Beach profile form 
- Grain size 

TABLE 4 ANALYSIS METHOD IN BEACH BEHAVIOUR 

3.- FIELD SITE AND DATA COLLECTION 

The site of the field study is Altafulla (Fig.l), a sandy beach located 10 km 
north of Tarragona and 80 km south of Barcelona, in Catalonia, on the Mediterranean 
Coast of Spain. Altafulla is a half-opened beach 2.3 km long located between two 
capes, "Els Munts" to the east and "Tamarit" to the west. A small river flows during 
storms in the middle of the beach. 
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FIGURE 1 SITE LOCATION MAP 

There are two predominant directions of wave aproach: SW and E. More than 
three quarters of deep water waves approach Altafulla from those sectors. The annual 
average significant wave height is about 0.5 m with typical winter storm waves of Hs 

of about 3.0 meters. Tides at Altafulla are negligible. In figure 3 a visual wave 
distribution is made and the affected area is shown, sea and swell limits are defined. 

The native beach sand had a mean diameter between D50 = 0.12 to 0.2 mm 
and the beach profile slope changed from 1.2 % to 2.0 % from shoreline to 
bathymetric -5 meters. This value contour is considered the profile closure depth at 
Altafulla. The bottom of the sea is sandy up to the 10 m bathymetric contour line. 

WAVL   ULKjIll, 

FIGURE 2) WAVE CLIMATE. SEA AND SWELL LIMITS 
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4.- BEACH NOURISHMENT AND MONITORING PROGRAM 
In figure 3, a bathymetric map is shown in order to present beach problems 

and their solution. 

FIGURE 3 MORPHOLOGICAL AND BATHYMETRIC MAP 

Several erosion problems occured in the northern part of the beach. A seawall 
was built to prevent backshore building damage. Southward littoral drift reduction of 
sediment appeared because of the construction of a dam 8 km up to the Gaia river 
and sand extraction during the 50's and 60's for construction works and filling the 
surrounding marsh. These have been theorized as major factors in the erosion that has 
been witnessed in Altafulla. A beach nourishment project was undertaken in 1989. 
Beach nourishment started in late 1990 and was completed in 1991. The beach 
nourishment works consisted of 160.000 m3 of borrowed sand volume. The borrowed 
sand had a mediam diameter averaging D50 = 0.6 mm. A detached breakwater was 
also built in the middle of the beach, see figure 3. The breakwater was 110 m long 
and was placed at the -5 m bathymetric contour line. 

A monitoring project was carried out to evaluate the evolution of the fill. The 
monitoring program started in July 1991, at the conclusion of the fill, and finished in 
December 1993, before renourishment works. The field program includes 
bathymetric beach profile every survey and sediment samples on some surveys. Six 
profile surveys were taken in this period. Each profile was surveyed from 
permanent monuments landward to a depth of approximately 10 meters. Sediment 
samples were taken in the last survey and samples were collected along three profiles 
simultaneous with beach equilibrium planform and profile survey. 

Historical aerial pictures and visual maritime climate data are used with 
monitoring data in the comparison with the models. 
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5- MODEL VERIFICATION 

In table 3 a wide range of models which affect forcings and responses have 
been described. In table 4, a selection of these models have been chosen in order to 
define the analysis method to study beach nourishment evolution. Beach planform, 
beach profile form and grain size distribution can be obtained from historical 
analysis, maritime climate data, topobatymetric and granulometric data using the 
analysis methods. 

The field data are needed in order to validate the models, some data are input, 
some are used to calibrate the models and others are output data. A planform and 
profile form are analysed in order to know their equilibrium. Grain size distribution 
is evaluated. 

Qualitative and quantitative verification have been made. Qualitative results 
have been obtained studying beach dynamics and comparing with aerial pictures and 
topobatymetrics. Beach dynamics were computed by means of the numerical 
models. 

Computations were carried out for conditions before and after the fill and 
construction of the detached breakwater. Different wave heights, wave periods and 
wave approach directions were used applying the REFDIF program, from Kirby 
and Dalrymple (1983-1986) computed by the parabolic wave propagation model. 

Different wave heights were composed, the refraction and difraction 
phenomena were combined. By analysing aerial pictures, the protected areas 
behaviour, predicted by the models, can be observed. Figure 4 shows the wave 
induced currents determined from the wave field, as shown in the last figure. It can 
be seen that the breaking waves currents direction, induced by different wave height, 
change near the capes and the breakwater by difracting phenomena. Aerial pictures 

isi^S 3^ M \n\tm mPr 

FIGURE 4.a) WAVE INDICED CURRENTS H= 0.5 m; a = + 45°; T = 10s. 
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FIGURE 4.b) WAVE INDUCED CURRENTS H= 3.0 m; a = + 45°; T = 10s. 

confirm these results showing sand accumulation in the calm areas. The spit 
formation landward of the breakwater can be explained with these results as is shown 
in the monitoring batymetry. 

Quantitative verification can be made in order to analyse beach behaviour. 
Beach profile, planform and prediction methods are verified. 

Beach field data profiles were compared with theoretical profiles before and 
after nourishment works. The Dean profile was used and compared with field data. 
The beach profile before nourishment can be approached by y = A. X , with the 
corresponding A according with D50 = 0.16 mm., the average of D50 in the native 
beach. After nourishment the beach profile can be approached by the same formula 
with A corresponding with D50 = 0.35 mm., the average of D50 in the nourished 
beach in the last topobatymetry field data. 

Closure depth profile is calculated by the Birkermeier formula and compared 
with monitoring field data. Bathymetric -5 m. contour is considered the closure depth 
at Altafulla. This value was determined from the monitoring profiles and by 
technical-empirical model. 

Planform was analysed by technical-empirical and numerical models and the 
results have been compared with monitoring field data results. The technical- 
empirical Hsu and Silvester method was used for analysing planform on the east part 
of the beach. Figure 5 shows the results with a great similarity with theoretical and 
field data results. The spit formed landward of the detached breakwater built in the 
middle of the beach is analysed using the method proposed by Gonzalez (1995), to 
calculate spits and tombolos. Figure 6 shows the application of this method and the 
conclusion is compared with the results of the monitoring field data results. 
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Numerical models can be used in order to understand beach performance and 
beach evolution. The basic procedures followed in this case study to analyse the 
beach nourishment evolution were the one-line model and statistical model. Field 
data are needed in order to calibrate and verify the one-line model and as input data 
for statistical models that can show theoretical tendencies from field data. 

The one-line model used was GENESIS, (Hanson and Krauss, 1991). The 
model was calibrated with the profile evolution data following the procedure by 
Hanson and Krauss (1989). The climate waves were taken from visual data and 
calibrated from Tarragona harbour buoy data . Figure 7 shows the results of the 
shoreline position obtained from the model. The field data used for the calibration 
was 92-02-28 to 93-10-17. 

The one-line model is a powerful tool that must be used carefully. To model 
the reality means to simplify the problem in order to reach some logical results that 
represent because two capes exist at the ends of the beach. These capes are not very 
long but it is not know if sand bypassed them. 

In the model the capes are represented by two diffracting groings 550 m long. 
This hypothesis works well in a small and mesotime scale. It was calibrated and 
verified using two years monitoring field data and the results were quite reasonable. 
But if we apply long-term scales, more than 10 years, the results must be discussed 
more accurately. The boundary conditions are critical, especially for the evaluation of 
the sand beach losing outside the study stretch. Extra data are needed in order to 
calibrate the program better. Length, sand bypassing and sand transmission must be 
discussed in order to aplly long term. 

Wave climate is another data that must be chosen carefully. In this case visual 
data, calibrated with Tarragona harbour buoy data, were used. During the monitoring 
period not many storms occured. This means that the medium wave climate that 
visual data represent was not absolutley according to real wave climate. 

Sand granulometry is another aspect to consider. In the GENESIS model and 
program homogeneous sand is used, in this case it was supposed that all the sand had 
D50 = 0,35 mm. Before restoration D50 = 0,2 mm and in the mouth os the Gaia river a 
lot of rocks and gravel existed. This phenomena was not considered in the GENESIS 
program. In the places where gravel exists erosion problems are less than in sandy 
areas. In long term analysis these aspects have importance and the results must be 
taken carefully. 

Combined phenomena, boundary conditions, wave climate and sand 
granulometry have incidences in the prediction results in long term scale and it is 
difficult to plan long term future by this kind of program in this case. 
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PLANFORM CALCULATION 

IN THE GRAPHIC WITH   B/L and Y/L 

THE SPIT IS STABLE 

SPIT CALCULATION 

FIGURE 5 THECNICAL-EMPIRICAL METHODS INPLANFORM EVALUATION 

SHORELINE EVOLUTION  OF ALTAFULLA BEACH 

ALTAFULLA BEACH SHORELINE EVOLUTION 

 tfiw. 

MODEL 

REALITY 

FIGURE 6 NUMERICAL METHOD, GENESIS, FOR SHORELINE EVOLUTION 
ANALYSIS 
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In order to understand beach behaviour, after the analysis of beach profiles 
and planform, a brief study of longshore transport was made. Theoretical formulas 
can be used, some of them only considere oblique wave incidence: CERC, KOMAR, 
etc. In this case heigth wave gradient, because of difraction phenomena, are also 
important. That is why it is necessary to use models that consider both phenomena. 
The GENESIS program also calculates longshore transport ratios along the shoreline 
and the average transport ratio considering obliquity wave incidence and height wave 
gradient. In this calculation initial and final shoreline data were used to calibrate the 
model. The average of long shore transport is about 5.000-9.000 m /year, this result 
agrees with some theoretical studies made near this area. 

A statistical model was used computing the monitoring topobathymetry field 
data in order to find the tendencies of beach behaviour. The statistical model used 
was Principal Component Analysis (three way PCA). The method was used to 
objectively separate the spatial and temporal variability of the beach profile, 
planform and the sediment grain size data, as described by Medina et al 1994. The 
results show a seasonal variability in the beach profile data and a long-term trend. 
The bases of these statistical methods are the concentration of all topobathymetric 
information and to find some intrinsical information that can explain the trend of the 
beach evolution. 

Three-way PCA is a statistical tool that can be used in the knowledge of 
beach behaviour. In Figure 7 the first, second and third cross-shore components, 
eigenvector are shown. The firts one defines the mean of the variable, in this case 
representing the medium average profile. The second cross-shore eigenvector is very 
important in the upper part of the profile and it will play an important role in 
determining the upper profile slope. The third cross-shore eigenvector shows a berm- 
bar variability. In our case the second and third eigenvectors have influence on the 
detached breakwater comparing COMPL 0 and COMPL 1. A similar analysis can be 
made for long-shore eigenvectors. 

The shows temporal eigenvectors, have been calculated the first one 
represents medium average temporal variation. The second one represents a seasonal 
dependence. Both of these are constant, and in the case of a two-year monitoring 
program, the temporal variability is not important. This means that the beach is in a 
quite equilibrium position with this wave climate. The combination of these 
eigenvectors explains most of the variability of the evolution of the beach. In order to 
combine them we will use the corresponding Bartussek core matrix values and the 
percentatge of variation explained. This matrix shows how to combine eigenvectors. 
In order to better interpret the variability they account for, it is useful to examine the 
profile or the bathymetry that is obtained by the product or one alongshore 
eigenvector with one cross-shore eigenvector, and use the corresponding temporal 
function to determine how the obtained profile or bathymetry evolves in time. 
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COMPL0 C0MPL1 

FIGURE 7 a) CROSS-SHORE 
EIGENVECTOR   AFTER 
NOURISHMENT WORKS 

FIGURE 7 b) CROSS-SHORE 
EIGENVECTORS BEFORE 
NOURISHMENT WORKS 

6.- CONCLUSION AND DISCUSSION 

1.- Good data is needed in order to know the beach behaviour. It is the most 
important aspect for Coastal Engineers. 

1.1 Wave climate must be obtained from:, Directional buoy, Non 
directional bouy with the direction data, Non directional bouy, 
Visual climate data. 
This is the classification from the most valuable data to the least. 
Also, it depends on the range of information that it is possible to 
use. It is necessary to check different data information, if possible, 
and analyse it carefully before choosing the calculation data. 

1.2 Topobathymetry data are the physical suport of Coastal Engineers. 
Accurate data is necessary for all king of model. It is necessary to 
control: Study are limits, Profile distance,Profile length, Points 
per profile, Position system and errors, Bathymetric and 
althymetric measurement system and errors,Working weather 
conditions, Technical and worker personnel,Data analysis and 
computation,Topobathymetry frequency. 

1.3 Sand sampling is needed as a basic component of beach 
performance. It is necessary to control: Study area limits, 
Sampling points, Sampling system, Sampling analysis and 
computation, Sampling frequency. 

2.- Technical empirical models are easy to use and give important qualitative 
and some quantitative results. Data errors can be detected. 

3.- Numerical models are more complicated to use than technical-empirical 
and sometimes can take data errors obtaining results with more errors. 

4.- No model, technical-empirical or numerical, gives good results with bad 
data. 
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5.- Numerical models need a lot of data, a calibration step and a verification 
step. The whole process requires a lot of time and money. For this reason, 
it is necessary to be rigorous choosing them on quantity and quality. 

6.- Statistical models must be studied in depth in order to find the beach 
trends. 

7.- Altafulla beach has been studied comparing monitoring fiel data and 
theoretical models. It is a quite stable beach with a sand drift of 5.000 
m /year, from east to west. Sand is accumulated in calm areas and eroded 
in open areas. 
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CHAPTER 369 

ALTERNATIVES TO BEACH STABILIZATION: 
CAMBRILS COAST CASE STUDY (SPAIN) 

Nuria Lupon(1), Alfonso Vidaor(2\ Jordi Galofre(3) and F. Javier Escartin(4) 

ABSTRACT 

A study of alternatives including a shoreline evolution numerical 
modelization has been carried out in order to both diagnose the erosion 
problem at the beaches located between Cambrils Harbour and Pixerota 
delta (Tarragona, Spain) and select nourishment alternatives. 

INTRODUCTION 

Cambrils and Montroig are two villages located in a zone of big tourism growth in the 
Tarragona coast (northeast of Spain) 35 km from Tarragona and 125 km from 
Barcelona, very well communicated by road, motorway and railway (see figure 1). 

Due to the importance of this tourist zone the Spanish Ministery planned a beach 
nourishment project for the area, including six beaches (6,000 meter long): Verge del 
Carru, Llosa, Torrent d'en Gene, Ardiaca, Riudecanyes and Pixerota. 

The Cambrils Harbour construction in the thirties with a breakwater reaching the active 
depth, acting as a sediment transport barrier, strongly modified the littoral dynamics on 
beaches located southwest, suffering a severe regression only partially controlled by 
stabilization works carried out, which consisted basically in the construction of 
detached breakwaters and sand contribution. The efficiency of those works wasn't 
completely satisfactory, and the coastal zone between Cambrils Harbour and Pixerota 
delta presents nowadays a clear lack of stability with a general trend to regression. 
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CAMBRILS AND MONTROIG BEACHES 

Figure 1: Location plan 

MARITIME CLIMATE 

The wave data used were: 
• Cap Tortosa directional buoy, belonging to the General Directorate of Ports and 

Coasts of the Catalonia Autonomous Government during the interval 90/6 to 93/6, 
located at 0°58'6" E, 40°44'6" N coordinates in a depth of 45 m. 

• Visual data registered at Casablanca oil platform during the interval 1983-1988, 
located at 1°21'30" E, 40°43'3" N coordinates in a depth of 170 m. 

• Visual data registered by ships in the zone 0°-2°20'E, 40°-41°30'N and treated by 
the National Oceanic and Atmospheric Administration in Asheville. 

The three data are valid though each of them presents some inconvenients: 
• The Cap Tortosa buoy data have great reliability for being instrumental registers, but 

encompass a period of only three years. 
• The ship visual data present a longer temporal interval, enough to represent the 

average zonal climate, but they have lesser reliability because of their origin. 
• The Casablanca visual data present an intermediate reliability compared to other data. 

NATIVE SAND GRANULOMETRIC ANALYSIS 

A complete topographic and bathymetric survey of the studied zone was made 
including from dry beach to depth -13, deeper than active depth. At the same time a 
native seabed sand sampling campaign was performed: sixty sand samples in twelve 
profiles at five depths (+2.5, ±0.0, -3.0, -5.0 and -8.0) were analyzed obtaining the 
results shown in table 1. 
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Sample D16 (mm) D50 (mm) D84 (mm) 

+2.5 
±0.0 
-3.0 
-5.0 
-8.0 

1.568 
1.684 
0.453 
0.439 
0.439 

0.549 
0.553 
0.299 
0.312 
0.311 

0.290 
0.296 
0.180 
0.221 
0.212 

Total 0.859 0.390 0.232 

Table 1: Native sand granulometry 

BORROW SAND GRANULOMETRIC ANALYSIS 

Studies performed in the last years verified the existence of submarine sand banks 
close to the project area, capable of being used for beach nourishment (as in the 
L'Hospitalet de lTnfant beach regeneration). 

Another possible source for borrow sand was the material originated by the granite 
meteorization, locally known as "saulo". There existed four quarries near the project 
area that had been already used by the Ministery with satisfactory results. 

The representative mixture granulometric characteristics for the two borrow sand types 
are shown in the table 2 

D16 (mm) D50 (mm) D84 (mm) 

"Saulo" 
Seabed sand 

1.568 
1.684 

0.549 
0.553 

0.290 
0.296 

Table 2: Borrow sand granulometry 

REGENERATION CHARACTERISTICS 

There isn't a general rule that relates submerged beach slope with sand granulometry. 
However it's known that the slope proportionaly increases with the average sand grain 
size. 

R. Silvester in his classical publication "Coastal Engineering" showed relationships 
between the beach slope and the sand size for three types of beaches: protected, semi- 
exposed and exposed. 

For the different native sand samples the relation between beach slope and grain size 
was analyzed, obtaining figure 2, in which the three theoretical curves before mentioned 
were drawn, too. The values measured in Cambrils and Montroig beaches were located 
on the curves, representing exposed beaches. The borrow sand average size (0.42 or 
0.92 mm) was located in the upper zone of the figure, where an additional dotted line 
representing Cambrils and Montroig beaches was drawn. 
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Figure 2: Submerged beach slope vs. Average grain size 

In 1984 Garau and Friedman suggested a beach profile model for the case of sand 
classified by littoral processes for open beaches in the Mediterranian. The beach slope 
could be calculated using the average diameter D50 by means of the expression 

m = 0.075 + 0.035 'lnD^ 

Finally, from eroded profiles analysis Vellinga (1984) got a relationship between beach 
slope (with a certain granulometry) and slope (with another grain size): 

m, = m- 
\0,56 

w. 

Vw27 

where w is the grain fall velocity. Once known the Cambrils and Montroig beaches 
grain sizes (D50 = 0.39 mm) and slopes (between 1V:30H and 1V:57H) and borrow 
sand sizes (D50 = 0.42 or 0.92 mm) the design beach slope could be calculated. The 
Ministery finally chose the seabed sand option with 1V:50H as submerged slope. 

The estimation of longshore sediment transport rate induced by breaking wave 
actionwas used to obtain the zero transport direction, that is the shoreline orientation for 
which the average sand movement is zero. 

A first estimation using the Komar's formulation was made in the assumption of 
straight uniform beach. The calculations were made for different shoreline orientations 
between 10°N and 115°N and for the three wave data (see figure 3). It can be noticed 
that the differences between the ship and Casablanca visual data curves are relatively 
little whereas the Tortosa buoy data curve differs much more (this is probably due to 
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that the differences between the ship and Casablanca visual data curves are relatively 
little whereas the Tortosa buoy data curve differs much more (this is probably due to 
the shorter time interval which could be not completely representative of average local 
climate). It can be observed too, that for the real shoreline orientation (around 60° N) 
the transport direction is NE-SW, as it could be deduced from sand accumulation north 
of Cambrils Harbour (that acts as total barrier to sediment transport). A further analysis 
indicated that sediment transport values estimated with the ship visual data seemed to be 
overestimated, specially gross transport, so the most representative data appeared to be 
those obtained from the Casablanca data. In this case the zero transport orientation was 
approximately 38°N. 

The average incident wave direction was also estimated according to 

5>i i   Pi 

Dav = 
IPi 

where ft is the presentation probability, obtaining a value Dav = 135,1°N, very close to 
the zero net transport direction. Therefore this was considered as the average wave 
direction, value very similar to the perpendicular to the shoreline orientation north of 
Cambrils Harbour, were there is no sand movement. 
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Figure 3: Net sediment transport 
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HISTORICAL EVOLUTION 

A previous step to alternatives study was the shoreline historical evolution analysis in 
order to know the situation in the area between Cambrils Harbour and Pixerota delta, 
and how the existing beaches were formed. Five aerial photographs restitutions 
corresponding to 1947 (February), 1957 (June), 1965 (August), 1973 (June) and 1977 
(March), two aerial photopraghs (not restituted, for qualitative estimation, June of 1983 
and May of 1990) and May 1994 bathymetry were used for the analysis. 

Historically the Cambrils and Montroig coast presented a continuous beach nourished 
by the sand transported by littoral drift in NE-SW direction. The Cambrils Harbour, 
built in the late thirties, became the main artificial barrier to sediment transport. 

The main local sedimentary sources are the existing streams (Alforja, Verge del Camf, 
Torrent d'en Gene, Riudecanyes and Pixerota) characterized by a discontinuous flow, 
only important during storms periods. Some of them have created small deltaic 
formations with coarser material (gravels). 

The correspondence between the beaches located south of the harbour and its distance 
or kilometric point (KP) is 

Verge del Cami (V) 100 to 900 L'Ardiaca (A) 2300 to 2800 
Llosa(L) 900 to 1800        Riudecanyes (R)     2800 to 3400 
Torrent d'en Gene (T)      1800 to 2300       Pixerota (P) 3400 to 5400 

The 1947 shoreline included the Cambrils Harbour presence and became the 
comparison base for the study. In the period 1947-1957 the V, L, T and A beaches 
eroded in average 2.7, 2.8, 1.8 and 2.1 meters/year respectively, although the first 200 
meters of V beach advanced 0.8 m/year. The first 400 meters of R beach eroded 1 
m/year whereas its last 200 meters advanced 0.4 m/year. P beach eroded an average of 
0.9 m/year. The cause of this behaviour was the interruption of sediment transport by 
Cambrils Harbour that in the zone had the NE-SW direction: therefore beaches located 
SW of the port became the main nourish source for the littoral current, so its erosion 
process started. 

Between 1957 and 1965 the generalized erosion process continued with an absolute 
lower value in the northern half. The average regressions were 0.7, 1.4, 1.1, 1.1 and 1.1 
m/year respectively, though the first 350 meters of V beach advanced 1.5 m/year. The 
first 200 meters of P beach advanced 0.4 m/year whereas the rest eroded in average 1.1 
m/year. 

In the period 1965-1973 the V, L, T, A and R beaches eroded an average of 1.4, 1.9, 
1.9,1.3 and 0.2 m/year respectively, although the first 300 meters of R beach advanced 
0.3 m/year. The first 200 meters of P beach advanced 0.5 m/year whereas the rest 
eroded 1.0 m/year. 

This means that in 1973 the average shoreline erosion for the sector was between 20 
and 55 meters in comparision to 1947 (with extreme values of 70 meters). So in 1976 
the first stabilization project was performed, consisting in the construction of four 
detached breakwaters, the enlargement of an existing breakwater and the nourishment 
of sand to generate tombolos behind the detached breakwaters that stabiliced the V, L, 
and T beaches. Nevertheless the lack of sediment proceeding from the three first 
beaches which in the past had nourished partially the littoral current accelerated the 
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erosion process in the rest of beaches: the A, R and P beaches eroded in average 1.7, 
3.6 and 1.9 m/year. 

Thus, in 1985 a second stabilization project was carried out, with the construction of 
two additional detached breakwaters to protect the A and R beaches and six artificial 
islands between the detached breakwaters and the coastline to optimize its behaviour 
that had caused important erosions at the center of the protected beaches. Since then the 
northern beaches shoreline position hasn't varied substantially, indicating its stability, 
while the Riudecanyes delta and P beach have continued to erode with an average of 0.6 
and 1.6 meters/year. 

All this values are summarised in table 3 whereas all the shoreline evolution is 
represented in figure 4. 

Beach Verge del Camf Llosa Torrent d'en Gene L'Ardiaca Riudecanyes Pixerota 

1947-57 +0.8 -2.7 -2.8 -1.8 -2.1 -1.0 +0.4 -0.9 

1957-65 1.5 -0.7 -1.4 -1.1 -1.1 -1.1 +0.4 -1.1 

1965-73 -1.4 -1.9 -1.9 -1.3 +0.3 -0.2 +0.5 -1.0 

1973-77 Tombolos generation Tombolos generation Tombolos generation -1.7 -3.6 -1.9 

1977-94 Tombolos generation Tombolos generation Tombolos generation Tombolos generation Tomb. gen. -0.6 -1.6 

Table 3: Average annual accretion and erosion summary 

Pixerota 
delta 

o+ooo 1+000 

Figure 4: Shoreline evolution between Cambrils Harbour and Pixerota delta 
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From shoreline variations the volume of sand mobilized by wave action between 
Cambrils Harbour and Pixerota delta was estimated in 35,000 irrVyear with a direction 
NE-SW. 

ALTERNATIVES STUDY 

In the study carried out nine stabilization alternatives were analysed, taking into account 
flexible solutions (just sand nourishment) and rigid ones (new breakwaters). All of 
them included the demolition of the existing detached groins until the depth -2.0 and 
considered a minimum dry beach width of 60 meters (see figure 5). The quarry and 
sand volumes required and budgets for each alternative are presented in table 4. 

• Alternative 0: It consisted exclusively in sand contribution between Cambrils 
Harbour and Pixerota delta. From the historical shoreline evolution study it was 
estimated that 8 years after nourishment the erosion in the northern beach would be 
important enough (about 20 m) to consider a periodical sand contribution south of 
the harbour at a rate of 35,000 irrVyear. 

• Alternative 1: Compared to alternative 0 it included a 142 m long groin at the 
Pixerota delta to ensure a beach support. The groin was designed short enough to let 
the sediment pass (and nourish southern beaches as Rifa and Porquerola), so the 
same periodical contributions that in alternative 0 were necessary. 

• Alternatives la, 2, 2a: Compared to option 1, they incorporated one, two and three 
groins respectively with the same purpose, being also permeables to sand movement. 

• Alternative 2b: In this case the groins position was very similar to alternative 2a, but 
they were much longer and included submerged toes in order to stabilize completely 
the new three northern beaches (untill Riudecanyes delta), as littoral transport was 
completely interrupted. The southern groin (at Pixerota delta) was the same than in 
alternatives 0 to 2a. From historical shoreline evolution study it was estimated that 
17,500 sand irrVyear would be mobilized in direction NE-SW between Riudecanyes 
and Pixerota deltas and would cross the last groin to nourish partially the southern 
beaches (Rifa, Porquerola...). Therefore there would exist in those beaches an 
insufficiency of 17,500 mVyear that should be added periodically south of Pixerota 
delta to avoid its erosion. Moreover, the sand mobilized along the new Pixerota 
beach would produce important erosions in the northern part, so it was estimated that 
8 years after the regeneration periodical sand contributions (17,500 mVyear) south 
of Riudecanyes delta would be necessary. 

Alternative 0 1 la 2 2a 2b 3 4 5 
KTn of demoli- 
shed quarry 183 183 183 183 183 183 183 183 183 
KTn of quarry 
for new groins 0 15 37 53 76 352 379 350 291 
Km3 of sand for 
initial nourishm. 1,695 1,930 2,613 2,684 2,742 3,954 2,841 2,691 2,699 

Km3 of sand for 
periodical 
contributions 770 770 770 770 770 787.5 787.5 787.5 787.5 

Budget (M$) 13.3 14.3 17.0 17.3 17.6 24.3 20.4 19.5 19.0 

Table 4: Quarry and sand volumes required and budgets 
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Alternative 1 

Alternative 1a 

Alternative 2 

Alternative 2a 

Figure 5a: Suggested regeneration alternatives 
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Alternative 2b 

Alternative 3 

Alternative 4 

Alternative 5 

Figure 5b: Suggested regeneration alternatives 
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• Alternatives 3, 4 and 5: They had the same purpose than the previous alternative but 
the complete stabilization of the northern beaches was obtained respectively by 
means of: a) two long detached groins and one transversal groin with a submerged 
toe, b) seven detached groins and c) six transversal groins between 157 and 214 
meters long with submerged toes respectively. In the Pixerota delta the same groin 
than in alternative 2b was designed. 

SHORELINE EVOLUTION NUMERICAL MODELIZATION 

After having presented the nourishment alternatives, the shoreline evolution numerical 
modelization for three of them (1, la and 5) was carried out with the GENESIS v 3.0 
program. 

A thorough calibration process was done in order to obtain transport coefficients for 
the area, necessary for long term coastal evolution predictions of the alternatives 
selected. For calibration the 1947 and 1957 shorelines were used. Different simulations 
were made by varying the formulation parameters until obtaining a proper adjustment 
between the numerical values of the longitudinal transport and shoreline evolution in 
comparision with measured values. This adjustment was obtained for K, = 0.40 and K2 
= 0.20 

Long term simulations (10 years) were made in order to estimate the beach evolutive 
trend for the three alternatives. In figure 6 results for the alternative 1 modelization are 
presented. It can be noticed the main problem is that the shoreline erodes half of the 
beach amplitude (won with the nourishment) five years after the regeneration at certain 
points. Therefore a second prediction including periodical sand contributions was made 
(figure 7). After some tests it was estimated that a 38,000 mVyear contribution 
stabilized the beach. This value was very similar to that estimated in the alternatives 
study. At Riudecanyes and Pixerota deltas the maximum erosion was limitated due to 
its granulometric characteristics (gravels and boulders). This methodology was repeated 
for the la and 5 alternatives. 

CONCLUSIONS 

The alternative la was selected by the Ministery and a construction detailed design was 
developed in order to prepare the tendency of the works. Main quantities and budget 
for the project are: 

Tn of quarry demolished from existing groins: 193,000 
Tn of quarry for new groins: 81,000 
m3 of sand for initial beach nourishment: 2,616,000 
Total budget (M$): 15.6 
Length of beach stabilized: 5.2 km 
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Figure 6: Alternative 1 shoreline evolution prediction without periodical sand 
contributions 
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Figure 7: Alternative 1 shoreline evolution prediction with periodical sand contributions 



CHAPTER 370 

THE EFFECT OF GRAIN SORTING ON PROFILE 
STABILITY OF NOURISHED BEACHES 

Ram K. Mohan, Ph.D., P.E.1 and Timothy W. Kana, Ph.D., P.G.2 

Abstract 

Dean's (1983) model is often used to predict the profile shape and 
berm width after nourishment. Ideally, if the borrow sediment is identical 
to native sediment, the adjusted profile will take on the same shape as the 
existing profile. But, if the borrow sediment is coarser than native, the 
nourished profile will adjust to a steeper configuration, producing a wider 
dry beach. If borrow sediments are finer, the fill will adjust to a gentler 
slope, producing a narrow dry beach. A conceptual model of the effect of 
grain sorting on nourished profile stability is presented in this paper and 
verified by comparison with actual beach measurements. The results 
indicate that the post-nourishment performance can be improved measurably 
by minor variations in grain size distribution, specifically where a coarse 
fraction is present (i.e., negative skewness). Fill placement technique and 
other environmental factors, of course, also impact performance. 

Introduction 

Numerous researchers have developed empirical models for beach profile 
stability and equilibrium slopes (Brunn, 1954; Dean, 1983 and 1991; 
Hands, 1981; and Krumbein and James, 1965). However, these models 
relate primarily to environmental factors such as wave steepness, wave 
energy, tide levels, and sea-level changes. Historical data from numerous 
beaches indicate a trend of increasing slope with grain size and decreasing 
slope with increasing wave energy (Wiegel, 1964). The general relationship 
of wave energy, grain size, and beach face slope on sand beaches is 
illustrated in Figure 1. Empirical data from numerous beaches confirm the 
trend   of  increasing   slope   with   grain   size   and   decreasing   slope   with 

Senior Engineer, Gahagan & Bryant Associates, Inc., 9008-0 Yellow 
Brick Road, Baltimore, MD 21237, USA. 
Senior Scientist, CSE-Baird, A division of W.F. Baird & Associates, 
Ltd., P.O. Box 8056, Columbia, SC 29210, USA. 

4756 



GRAIN SORTING 4757 

increasing wave energy (Wiegel, 1964). Larger grain sizes allow increased 
percolation of wave uprush and a corresponding decrease in backrush 
volumes (Waddell, 1973). This results in steeper beach face slopes with 
increasing grain size. 

Intense mixing under breaking waves will further affect the distribution 
of grain sizes over the shore face. Coarsest material is common at the 
breakpoint ("step" at the toe of the beach face), and fining will occur in 
either direction: toward the foredunes and back shore (Mason and Folk, 
1958; Fox el al., 1966) and toward the lower foreshore (Swift et al., 
1971). Multimodal size distributions across the beach occur in some areas 
[e.g., Duck, North Carolina (Kana et al., 1980)], but more commonly, a 
single mode distribution occurs. Data from Swift et al. (1971) revised by 
Swift (1976) show variations in the modal grain size from the berm to the 
lower shoreface (Figure 2). Sediment coarsening near the breaker line is 
reflected in the size distribution in Swift's transect B, as well as by 
coarse-skewed distributions for this zone of profile in transects A and C. 
As Swift's data show, sorting is generally good across the shoreface. Dean 
(1983; 1991) performed extensive work in modeling equilibrium profiles, 
assuming a uniform grain size distribution across the active profile. 

Work and Dean (1991) suggest that varying the grain size across the 
profile within limited size ranges typical for beaches does not significantly 
improve the simpler, and often used, profile model (Brunn, 1954; Dean, 
1983): 

h(y)  = Ay0-667 

where h is the water depth at a distance y offshore of the mean water line 
and A is a scale parameter dependent on sediment characteristics. 

Dean's model (Dean, 1983; 1991) has been used to predict the resulting 
profile shape and berm width (dry beach width) after nourishment. In 
simple terms, if borrow sediment is identical to the native size 
distribution, the adjusted profile will take on the same shape as the 
existing profile. But if the borrow sediment is coarser than native, the 
nourishment profile will adjust to a steeper configuration, leaving more 
sand along the back shore (and producing a wider dry beach). If borrow 
sediments are finer, the fill will adjust to a gentler slope with more 
material shifting offshore (producing a narrow dry beach) as shown in 
Figure 3. As a result of these important relationships, the Shore Protection 
Manual (USACE, 1984) and common practice recommends use of the same 
or slightly coarser size distribution for nourishment purposes. The authors 
followed these guidelines for selecting the borrow area for the 1991 
Hunting Island nourishment project (CSE, 1991). The borrow area 
sediments for this project contained slightly coarser sands and the grain 
size distributions confirmed the negative skewness of the samples produced 
by  the  presence  of broken  shells.   Overfill  ratios  for this  project were 
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favorable in the range 1.10 to 1.20 and the percentage mud was relatively 
low at 5 percent. Based on these results and the findings of other 
investigators just outlined, some changes in the profile shape and slope 
after nourishment would be expected. This change would be due to a 
general coarsening of the beach sediment, or due to a change in the grain 
size distributions across the shoreface after nourishment. 

A conceptual model of the grain size distribution shift for hydraulic 
nourishment projects will be presented in this paper and verified by 
comparison with actual beach measurements taken after the fifth Hunting 
Island beach nourishment project. 

Effect of Method of Placement on Profile Stability 

Given a different size distribution of borrow sediments compared to 
the native sediments, the method of placement would affect the size 
distribution across the profile. Fill by trucks along intertidal and dry beach 
is likely to produce uniform admixtures which are gradually eroded along 
the seaward margin. Back shore fill in this case may initially contain the 
same distribution of fines as the borrow area. In fact, a legitimate concern 
with such projects is the possibility of creating hard pan because of the 
binding effect of muddy sediment in the mixture (Siah et al., 1985; Kana 
and Jones, 1988). These fines may not erode until large storms occur or 
more seaward material has shifted downslope through profile adjustment. 

For projects built by pipeline dredge, the response will be different. 
Studies on dredged material disposal (Montgomery, 1978; Palermo et al., 
1978) show that coarse material settles closest to the discharge point, 
whereas the fine material moves further away in the slurry. If the pipeline 
is placed along the back shore, this leads to sorting down-profile, with 
coarse material concentrating along the berm and finer material settling 
downslope. The result will be a systematic shift in the grain size 
distributions from the back shore to the lower foreshore. 

Conceptual Model of Nourished Beach Profile Stability 

A conceptual model of the grain size distribution shift for hydraulic 
nourishment projects is presented in Figure 4. As the material is 
discharged onto the beach, the coarser fraction settles in the upper beach 
face. This modifies the prenourished grain size frequency curve by shifting 
it to the left, thereby indicating that the coarser fraction has increased 
(Figure 4a). The mid-sized fraction moves further down the beach profile 
and settles along the beach face. Since the grain size distribution of this 
section of the beach is very similar to the modal size fraction, the 
prenourished grain size frequency curve retains its shape more or less 
(Figure 4b). The finer fraction moves further down the profile and 
eventually settles at the lower foreshore. This modifies the prenourished 
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grain size frequency curve by shifting it right, thereby indicating that the 
finer fraction has increased (Figure 4c). 

An important consequence of this is that the upper beach face and 
berm becomes more stable and wider than would occur if the borrow area 
sediments matched the native beach. This means that the recreational life 
may be longer as well because dry-beach width often defines recreational 
benefits. A negative consequence of such a shift in the grain size 
distributions is the possibility of accelerated erosion of the lower 
shoreface. 

Comparison with Actual Beach Observations 

Comparison of prenourished (1990) and postnourished (1993) grain 
size distribution curves for the fifth Hunting Island beach nourishment 
project (Figure 5) show a clear trend of the sediments at the berm 
becoming coarser after nourishment while those along the beach face 
becoming finer after nourishment. The 1993 beach samples retained a 
coarse tail but the proportion of coarse material decreases with distance 
offshore. The bulk of the sample population is seen to shift toward finer 
sized down profile and has a smaller modal size than native in the lower 
shoreface. 

Two schemes of statistical analysis were used to compare the native 
beach (1990) and nourished beach (1993) sediments (Krishna Mohan et al., 
1993). In the first method (Method A), coarse sand, very coarse sand and 
gravel were grouped together to form percent coarse material (ie., <1.0 
Phi). Similarly, very fine sand, silt, and clay were grouped together to 
form percent fine material (ie., >3.0 Phi). According to this scheme, the 
total sediment volume of the borrow area (757,644 cy) consisted of 15.35 
percent (116,298 cy) coarse material and 19.17 percent (145,240 cy) fines. 
While the results of this analysis (see Table 1) show the expected trend 
of increased coarsening in the berm and increased fines in the lower beach, 
they do not include a large portion of the fill represented by size classes 
1.0 Phi to 3.0 Phi. Therefore, the authors prepared a second analysis 
whereby the entire sediment grain size range was divided into two broad 
subdivisions comprising of coarse and fine groups. 

In the second method of analysis (Method B), materials with grain 
sizes less than 2.5 Phi were classified as coarse and those with grain sizes 
greater than 2.5 Phi were classified as fines. Accordingly, most fine sands, 
medium sands, coarse sands, very coarse sands and gravel fall into the 
"coarse" category. Similarly, some fine sands, very fine sands, silts and 
clays fall into the "fine" category. According to this scheme, the total 
sediment volume of the borrow area (757,644 cy) is comprised of about 
51.44 percent (389,732 cy) coarse material and about 48.56 percent 
(367,912 cy) fines. Table 2 summarizes the results obtained by this method 
which clearly supports the propositions of the conceptual model. A close 
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examination of Table 2 indicates that coarse sediments in the berm 
increased from 36 percent to about 78 percent of the sample population 
after nourishment, whereas those at the beach face decreased from 56 
percent to about 42 percent of the sample population. These trends 
correspond to the leftward shift of the upper beach sediments and the 
rightward shift of the lower beach sediments as predicted by the conceptual 
model. The grain size statistics in Tables 1 and 2 confirm these trends 
but also show that two years after nourishment the fill retains a coarse tail 
and is more graded. Sorting decreased significantly between 1990 prefill 
and 1993 postfill conditions (about 0.4 Phi to 1.0 Phi, respectively); and 
skewness became more negative in the 1993 samples. Skewness after 
nourishment was higher on the beach face than on the berm or lower 
foreshore. 

Table   1.     Comparison  of native beach (1990) versus nourished beach 
(1993) composite samples. [Coarse <1.0<j>; fine >3.0(J>] 

Location Mean Grain Size %C oarse %Fine 

[1990] [1993] [1990] [1993] [1990] [1993] 

Berm 2.73 1.57 0.20 32.52 26.70 4.35 

UBF -- 1.93 -- 23.05 -- 11.39 

LBF 2.49 2.41 0.80 8.66 9.15 17.01 

LSF -- 2.56 -- 0.31 -- 12.83 

Note:UBF= =Upper B( sach Face; LBF= =Lower Beach Face; LSF =Lower Shore Face. 

Kana and Andrassy (1993) conducted a volume change analysis for the 
postnourished beach profile which showed that there has been a rapid loss 
of sand in the project area. By April 1993, north beach had lost 50 
percent of the fill, and south beach had lost almost 80 percent of its fill. 
The central project area compartment lost about 45 percent of the fill by 
April 1993. Figure 6 (lower) illustrates the average unit volume beach 
change since nourishment (February 1991) as a function of contour interval 
within the project area. The dry beach to MHW (+10 ft to +3.2 ft NGVD) 
within the project area retained 70 percent of the fill through April 1993. 
The intertidal beach (MHW to MLW; ie., +3.2 ft to -2.2 ft NGVD) 
retained about 45 percent of the fill two years later. In contrast, the 
underwater lenses (-2.2 ft to -12.0 ft NGVD) retained only 27 percent of 
the fill by April 1993. A close review of these results reveals an 
interesting factor: the loss rate for the upper beach lenses was much lower. 
These results support the predictions of the conceptual model that more fill 
is retained at the berm than on the lower beach. 
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Table 2.    Comparison of native beach (1990) versus nourished beach 

(1993) composite samples. [Coarse <2.5(|>; fine >2.5<j)] 

Locat ion Mean Grain Size %C< aarse %Fine 

[1990] [1993] [1990] [1993] [1990] [1993] 

Berm 2.73 1.57 35.98 78.04 64.02 21.96 

UBF - 1.93 -- 60.71 - 39.29 

LBF 2.49 2.41 56.02 43.25 43.98 56.75 

LSF 

Sorti 

2.56 

ng (4>) 

-- 46.28 — 53.72 

Berm 0.42 1.13 

UBF — 1.14 

LBF 0.41 0.82 

LSF -- 0.41 

Skewness 

Berm 0.02 -0.29 

UBF - -0.48 

LBF -0.58 -0.91 

LSF — -0.13 

Note:UBF= =Upper Beach Face; LBF= =Lower Beach Face; LSF= =Lower Shore Face. 

Comi larison with Previous Pr< mcts 

Unpublished profile data following the December 1968 and December 
1971 federal projects at Hunting Island were used to develop an estimate 
of the average fill volumes remaining (Figure 6 top and middle). The 
reported mean grain sizes prior to nourishment are given in Tabel 3. 

Table 3. Mean Grain Size of Native Beach and Borrow Area Sediments. 

Project Year Native Beach Borrow Area 
Grain Size (mm) Grain Size (mm) 

1968 0.16 0.18 

1971 0.16-0.21 0.18 

1975 -- — 

1980 0.14-0.20 -- 

1991 0.20 0.20-0.23 
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A review of Figure 6 indicates that fill losses have been exceedingly 
rapid after all projects. However, the proportion of fill remaining above 
low water has been many times higher following the 1991 nourishment. 
In fact, upwards of 75% of the fill remaining following the 1991 project 
has been situated above the low water contour. In contrast, most of the fill 
above low water was lost soon after the 1968 and 1971 projects. 

Conclusions 

A conceptual model of profile stability for beach nourishment projects 
was presented in this paper. The model predicts a trend of sediments in 
the upper beach becoming coarser by means of selective sorting at the 
discharge point (hydraulic nourishment) along the back shore, while those 
at the lower beach become finer after nourishment. While the conceptual 
model of nourished profile stability is not quantitative, it can be used as 
a basis for predicting trends and formulating alternatives. Comparison with 
actual beach observations support this prediction since the actual 
(observed) data showed the berm sediments becoming measurably coarser 
in both mean grain size and degree of grading (ie., poor sorting). 
Comparative profiles and a detailed volume change analysis revealed that 
the dry beach retained 70 percent of its fill whereas the underwater lenses 
retained only 27 percent of their fill after two years. This further supports 
the idea that use of coarser borrow material will improve longevity of the 
upper beach. Profiles, in this case, became steeper after nourishment. In 
conclusion, three factors become important in controlling the 
postnourishment grain size distribution and profile stability (in order): (i) 
Grain size distribution: This fundamentally controls the overall slope and 
distribution as predicted by equilibrium profile theory. Basic engineering 
logic suggests increasing coarse material tends to improve beach profile 
stability. The finer fraction washes out faster, thereby decreasing longevity 
and, hence, should be kept to a bare minimum whenever possible; (ii) 
Placement of fill material: The most common method of placement of fill 
material in a nourishment project is by the use of pipelines. If discharge 
is along the back shore, coarse material will settle near the berm and fines 
will shift downslope with the slurry. This type of placement improves berm 
longevity. If the discharge point is along the lower foreshore (ie., profile 
nourishment, Brunn, 1988), coarse material will have less chance of 
concentrating on the berm; and, (Hi) Environmental factors: These include 
the magnitude and interrelationship of the following variables: background 
erosion rates, shoreline morphology, waves, currents, tides, and storm 
frequency. These factors produce site-specific responses and are 
independent variables in nourishment design. 
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Figure 3.    Theoretical equilibrium profiles to produce a uniform berm width 
using borrow sediments that: matches native sediment (top), is 
finer than native sediment (middle), and, is coarser than native 
sediment (bottom)   [from Siah et al.,  1985, after Dean,  1983] 
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Hunting Island beach nourishment project. 



GRAIN SORTING 4769 

Volume (cy/It) 
120 

100 

80 

60 

40 

20 

0 

Hunting Island 
Dec 19*8 Project 

Avsrags FlliVolum*RameJnlng 
Sine* Nourishment 

i Undenvaler 
J*(-5.0rttoCloeure)E 
IlntertidaJ 

•(MHWtoMLW)     I 

1 Wading Zone 
J'(MLWto-5,0ftNGVD) 
I Dry Beach 

•(+10.0tttoMHW) 

Volume (cy/tt) 
120 

100 

8C 

60 

40 

20 

0 

•20 

Dsc 1971 Pro|ect 

Avsrags FBIVolums Rsmajnlng 
Slnos Nourishment 

September 74 Jinuary 75 

SsJ Underwater 
lC]*(-5.0fttoCloeure) 
^"j IntertidaJ 
•H'(MHWtoMLW) 

i~-] Wading Zone 

CMLWIo-SOItNQVD) 
Dry Baach 
*(+10.0lt1oMHW) 

Volume (cy/Tt) 
120 

_1_ 

March 1991 Project 

Average Fill Volume Remaining 

Sines Nourishment 

/•-. 

*k-.m 
April SI November 02 April 83 April M May 95 

1 Underwater 
j*(-5.0tttoCloeure) 
11ntartidal 

• Wading Zone 
•{•2.2 ft to-5.0 It NGVD) 
• Dry Baach 
•(+10.0 It to+12 ft NGVD) 

Figure 6. Estimated average unit volume fill remaining after the December 1968, 
December 1971, and March 1991 nourishment projects as a function of contour 
interval* within the Hunting Island project limits (based on surveys by USACE 
and CSE). 



CHAPTER 371 

The Use of Data Assimilation to Improve Wave Hindcast Results 

Jon M. Hubertz1 

Abstract 

A sequential data assimilation scheme was used to assimilate wind speed and 
direction measured at land and buoy platforms into a modeled wind field over the Gulf 
of Mexico during January 1996. The resulting wind field is more accurate than the 
modeled field alone for locations near the coast where winds are affected locally by 
transition from land to water. The assimilated winds result in improved hindcasts of 
wave height over modeled winds alone when compared to wave measurements from 
buoys. 

Introduction 

Data assimilation is the process of incorporating observations of a dynamic 
system into a model of the system. In the context of wave modeling, this is the process 
of incorporating observed wind and/or wave information into a wave model or the 
results from a wave model. At this stage of wave model development, the most 
significant and timely improvement in the accuracy of model results lies in the 
combination of measurements and model results. 

The Wave Information Study (WIS) at the Coastal and Hydraulics Laboratory 
(CHL) has developed and is applying a WIS Data Assimilation System (WDAS) to 
make optimal use of data collected under the Coastal Field Data Collection Program at 
CHL. The objective is to improve the accuracy of hindcast results, especially in high 
energy events where available wind fields and/or present wave models are sometimes 
not sufficiently accurate. 

'Coastal and Hydraulics Laboratory, U.S. Army Engineer Waterways Experiment Station, 
3909 Halls Ferry Road, Vicksburg, MS 39180-6199 
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Accuracy of Present Wave Models 

Cardone et al. (1996) conclude that first, second, and third generation wave 
models presently in use give equivalent results when used to hindcast extreme wave 
heights in two severe storms off the U.S. East Coast. Their conclusion is based on 
comparison of model results to measurements from nine buoys. They also note that all 
models underestimate the highest waves over 12 m. Tracy and Cialone (1996) provide 
statistics from comparison of results from the same second generation model used by 
Cardone et al. to 16 buoys off the U.S. East Coast for one year, 1994. They conclude 
there is little bias in wave height and peak period results from the model compared to 
measurements, and root mean square differences are about 0.5 m and 2 sec, respectively. 
Until a significant improvement in wave modeling emerges, the most expedient approach 
to improved accuracy is the use of data assimilation in wave hindcasting. 

Assimilation Techniques 

All data assimilation techniques attempt to improve the results of a model by 
using some method to rninimize the difference between model results and a set of 
observations of model variables, spaced closely in location and time to model values and 
considered more accurate than model values. Data assimilation approaches can be 
grouped into two general categories. One is referred to as sequential and the other 
variational. 

Sequential techniques use observations to improve model results only at the time 
the observations occur; that is, current observations are discarded as soon as assimilated. 
Their success increases with the number of observations in space each time data are 
assimilated. A number of different approaches are included in the sequential method. 
These are, in ascending order of complexity, direct insertion, blending, nudging, optimal 
interpolation, successive corrections, and Kalman filtering. 

The adjoint method is a commonly used variational approach. It considers a set 
of observations in space over a certain time interval which by ergodicity is equivalent to 
a distribution in probability space. Again, the objective is to rninimize the difference 
between model results and observations or a cost function. This is done by solving a set 
of equations consisting of the model equations and adjoint equations. The adjoint 
equations are formed by differentiating the cost functions with respect to a control 
variable and setting the result equal to zero. This differentiation can be very difficult due 
to the dynamical coupling between state variables in the cost function and control 
variables, for example, wave height and wind speed, respectively. 

Hubertz, Thompson, and Wang (1996) provide a summary of recent studies 
which employed these techniques to improve wind, wave, and water level/current model 
results. The WDAS employs a sequential technique similar to optimal interpolation 
which allows assimilation of vector or scalar measurements from random points on a 
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latitude, longitude grid with model data and interpolation to a target grid using 
minimization of a quadratic form to provide fit and smoothness. 

WIS Data Assimilation System 

Application of the system consists of three steps. First, available measurements 
pass through a quality control filter to ensure only valid data are used and they are 
consistent in characteristics, e.g., units, conventions, elevation, etc. Second, a target grid 
is specified upon which the results of the assimilation process will be available for use. 
Randomly spaced measurements and/or data from a model are interpolated to this target 
grid. Finally, a set of equations (one for each target grid point) is solved which 
minimizes the difference between input data and final values on the target grid. The 
equations allow a weight for data type if one type of data is considered more important, 
and a smoothing weight on a derivative constraint to control smoothness of the final 
field. The equations to be solved have the form 

v>J,Fd-F?+p2[(5F/5x)2 +(6F%)2] ^Minimum 

where F refers to a vector or scalar variable, d to input data, w a weight, p a smoothing 
parameter, 6 the derivative operator, and x, y the longitudinal and latitudinal directions, 
respectively. The equations are solved with a Gauss-Seidel iteration scheme. Details of 
the system are provided by Oceanweather Inc. (1996). 

Results - Time Series at a Point 

Wind speed and direction from buoys and coastal land stations in the Gulf of 
Mexico were assimilated into an approximate 1 degree latitude, longitude background 
wind field from the National Meteorological Center (NMC) during January 1996. 
Figure 1 shows the locations of measured and modeled wind data. Measured data 
locations are indicated by either the alphabetic Coastal-Marine Automated Network 
(CMAN) designation or the National Data Buoy Center (NDBC) numeric identifier. 
Modeled National Center for Environmental Prediction (NCEP) wind results are 
indicated by the meteorological wind barb symbols. 

Measured data are available every hour while NCEP data are available at a 6-hour 
interval. The NCEP data are interpolated in time to every hour. NCEP values are 
removed within a specified radius of measured values to give added influence to the 
measured data. Figure 2 provides an example of the difference between modeled NCEP 
data, measured data from the buoy and the assimilation product WDAS using both 
NCEP modeled and buoy data at the grid point closest to the buoy. The WDAS and 
buoy data are almost identical reflecting the influence of the assimilation process at the 
grid point closest to the buoy. The NCEP model data depart from the other two most 
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notably at times of higher wind speeds, which in these cases are due to fronts moving 
offshore. These are at approximately hours 175, 275, 450, and 650 in Figure 2. 

Buoy, CMAN, and NCEP Model Grid Point Locations 

3w      m      Si      BOW 78W 

Figure 1. Locations of Measured and Modeled Wind Data 

Wind fields from NCEP and from the assimilation process were input to the 
WISWAVE model to hindcast wave conditions over the Gulf of Mexico during January 
1996. The hindcast results were then compared to wave measurements made at the 
buoys shown in Figure 1. Hindcast wave height results at the grid point closest to the 
buoy and measured values at the buoy are compared in Figure 3. Wave heights are 
overestimated at the same times wind speeds are overestimated, the NCEP winds being 
higher with respect to hindcast values using assimilation with measurements at the buoy. 
The first 50-75 hours in Figure 3 represent the "spin-up" of the model and should not be 
used to compare differences in wind input. At other times there is little difference 
between using NCEP winds and the assimilated wind product. 

In general there was little improvement in hindcast wave height and peak period 
using the assimilated winds over using the NCEP winds alone, as measured by monthly 
values of bias and root mean square differences at the eight buoys recording wave 
information during January 1996. However, these monthly statistics mask cases where 
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the NCEP winds did not accurately represent local wind speeds and directions. In these 
cases, improved hindcast values of wave height and peak period were obtained. 

Results - Wave Height on Grid at One Time 

Next, differences in hindcast wave heights over the entire grid at one time are 
shown for the case of using NCEP winds alone and using the product of the assimilation 
process. Figure 4 shows the winds over the Gulf of Mexico at 0100 UT on January 28, 
1996. This corresponds to hour 650 on the previous time series plots. The contour 
interval is 1 m/s. Wind speed is relatively high (10 m/s) and offshore along the northwest 
coast of Florida. It was in this area assimilated winds were lower than NCEP winds 
(Figure 2) and resulted in lower wave heights of about 1 m (Figure 3). 

Winds at 96012801    T=650 

96W     94W     92W    SOW     8SW     86W    84W     82W     80W     78W 

Figure 4. NCEP Wind Field Over Gulf of Mexico at 0100 UT, January 28, 1996 

The difference in hindcast wave height using NCEP winds as input and using the 
assimilated winds as input over the whole Gulf at hour 650 is shown in Figure 5. The 
contour interval is 0.4 m. Most of the difference is in the northeast Gulf where the 
land/water boundary has an influence on offshore winds. These differences illustrate the 
spatial effect of assimilating data when the NCEP winds do not accurately model local 
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conditions. Note, that in other areas differences are small indicating there is little effect 
of using assimilation. In these areas at this time, the NCEP winds provide accurate wave 
results. 

Difference Assimilating Winds 96012801    T=65Q 

94W S2W 90W 88W 86W Ml 121 80W 78W 

Figure 5. Hindcast Wave Heights Using NCEP Winds as Input Minus Hindcast Wave 
Heights Using Assimilation Winds as Input (Contour Interval 0.4) 

The above applications'assume correcting a wind field will lead to acceptable 
wave model results. If this is not the case, then the wave model is deficient, and accurate 
hindcast results can only be obtained by fixing the model or modifying the results by 
assimilating measured wave data. The WIS system can also be used in this mode using 
either scalar input such as wave height and peak period or vector input from wave height 
and direction values. 

This approach can also be extended to modifying wave spectra. Typically, a WIS 
hindcast spectra has 20 frequency bands. For a given wave model grid over a geographic 
region at a given time, one has 20 stacked grids of energy densities representing the 
energy spectrum at each grid point. Measured energy density corresponding to model 
bands can be assimilated over the grid at each frequency level. This amounts to applying 
the system 20 times in a scalar mode using energy density. The resulting volume of data 
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accurately reproduces the measured spectrum near the measurement point and spreads 
to surrounding points based on the value of a smoothing parameter. 

Conclusions 

At this time, first, second, and third generation wave models in use give equally 
good or bad results. Until advances in the theories of wave models are made, the most 
expedient improvement in the accuracy of wave hindcast results lies in the use of 
available measurements to either improve wind input or modeled wave results through 
data assimilation. Since accurate wave hindcast results are critically dependent on 
accurate winds, a system has been developed to improve hindcast wind input. The 
system was tested in the Gulf of Mexico using one month of modeled hindcast winds and 
available wind measurements from land and buoy platforms. 

The system was successful in improving hindcast wave heights for certain times 
and locations dependent on the land/water boundary and weather systems. Improve- 
ments of up to 1 m in wave height were realized. The system will be implemented in the 
WIS nowcast procedure in a test mode in 1997. 
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CHAPTER 372 

Grain-size influence on sand transport in oscillatory sheet flow 

C. Marjolein Janssen1, Jan S. Ribberink2 

Abstract 

Experimental investigations (Ribberink & Chen, 1993; Ribberink & Al- 
Salem, 1994; Katopodi et al., 1994) indicated that the grain diameter is an 
important parameter for the prediction of the net (time-averaged) transport rates 
in oscillatory sheet flow. As only little is known about the influence of the grain 
diameter on the net transport rates and the transport mechanisms, new experi- 
ments with fine sand (D50 = 0.13 mm) were carried out in the Large Oscillating 
Water Tunnel (LOWT) of Delft Hydraulics. Since 1992 the LOWT is equipped 
with a recirculation system, such that experiments with combined wave-current 
flow can be performed at full scale (1:1). 

Several existing transport models are based on the assumption that the 
transport can be described in a quasi-steady way (see Janssen, 1995). In order to 
investigate whether or not this assumption is valid, both a 'quasi-steady' (Bailard, 
1981) and a 'semi-unsteady' (Dibajnia & Watanabe, 1992) transport model are 
verified with existing and new experimental data. 

Description of two existing sand transport models 

a) Bailard (1981) 

The first model described here, is the one developed by Bailard (1981), which 
is one of the 'quasi-steady' models. These models are based on the assumption 
that the transport rates under oscillatory flow can be described in a quasi-steady 

1) PhD-student, Delft University of Technology, Dep. of Civil Engineering, 
p/a Delft Hydraulics, PO Box 152, 8300 AD Emmeloord, The Netherlands, 
e-mail: marjolein.janssen@wldelft. nl 

2) Formerly Delft Hydraulics; University of Twente, Section Civil Engineering 
and Management, PO Box 217, 7500 AE Enschede, The Netherlands, 
e-mail: j. s. ribberink@sms. utwente. nl 
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way, which means that it is assumed that the sand transport reacts immediately to 
changes in flow condition. Therefore a direct relation exists between the instan- 
taneous near-bed free stream velocity or instantaneous bed shear stress and the 
instantaneous transport rate. The assumption of quasi-steadiness is often applied 
in sheet flow conditions, where the majority of the sand transport takes place in a 
thin layer close to the bed and a quick sediment response to the oscillatory flow 
can be expected (see Ribberink et al., 1994). 

The model of Bailard consists of a bed-load and a suspended-load part. Both 
parts contain a term which depends on the bed slope. Because the model is 
compared with measurements of sand transport above a horizontal bed, these 
terms become zero. In order to calculate the net sand transport rate, the equation 
is averaged over the wave-period, resulting in: 

<qs> = ^-^V -^  (u3>     +     T-^V-^   <|u|»o> CD v    '      (Ps-Pw)g  tan<p (Ps-Pw)g  ws 

Where (..) means time-averaging over the wave period, qs is the sand transport 
rate per unit width (nf/s), pw and ps are the density of the water and the sediment 
(kg/m3), cf is a friction coefficient (-), g is the gravity acceleration (m/s2), eb and 
es are efficiency factors for the bed-load and the suspended-load transport (-), 
tan<p is the tangent of the dynamic friction angle (-), ws is the settling velocity of 
the sediment (m/s) and u is the horizontal near-bed velocity, directly above the 
wave boundary layer (m/s). 

Because of the assumption of quasi-steadiness and the fact that q, is related to 
the third- and fourth-power velocity moment, the net sand transport rate, pre- 
dicted by this model, will always be in the direction of the largest velocity, i.e. 
under real asymmetric waves, generally this will be in the onshore direction. 

b)   Dibajnia & Watanabe (1992) 

Dibajnia & Watanabe developed a 'semi-unsteady' model, which is able to 
take into account unsteady effects, like the time-lag between velocity and concen- 
tration, although it does not contain fully unsteady equations. Considering the 
amount of sand which is entrained during a positive half wave cycle, the model 
determines the part which will be transported directly by the positive half cycle 
and the part that will still be in suspension as the flow reverses and will therefore 
be transported by the negative velocity, during the successive half cycle. The 
relative magnitude of these parameters depends on the ratio of the fall time of the 
particles (determined by their settling velocity and the height to which the 
particles are suspended) and the period of the positive half wave cycle. Of course 
the same is valid for the negative half cycle. The net sediment transport rate is 
the difference between the two contributions in positive and the two contributions 
in negative direction. For the exact formulations, the reader is referred to the 
original paper. 
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Figure 1: Comparison between measured and calculated net transport 
rates for sand with D50 = 0.21 mm. Model results of Bailard 
(1981) and Dibajnia & Watanabe (1992). 
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Comparison between two models and existing data 

In order to verify the two transport models and to check whether the assump- 
tion of quasi-steadiness is always valid in sheet flow conditions, predicted net 
transport rates were compared with measurements, performed in the Large 
Oscillating Water Tunnel (LOWT) of Delft Hydraulics. This facility enables 
experiments to be performed at full scale and is able to generate oscillatory flows 
with net currents superimposed. Net transport rates are derived from a mass- 
conservation technique by measuring the bed level before and after a test and 
determining the weight of sand collected during the test in the sand traps. (For a 
more detailed description see the following pages). 

Fig.l shows the measured and calculated transport rates on log-log scale for 
the models of Bailard and Dibajnia & Watanabe, respectively. All data are for 
sand with a mean diameter D50 = 0.21 mm (settling velocity ws = 0.026 m/s) 
and both experiments with purely oscillatory flow (Ribberink & Al-Salem, 1994) 
and combined wave-current flow (Ribberink et al., 1994) are included. All 
conditions were in the sheet-flow regime. For the model of Bailard the following 
values of the input parameters are used: £b = 0.1, £s = 0.02, tan<p = 0.625. For 
the case of purely oscillatory flow cf is calculated as the friction factor of 
Jonsson, slightly modified by Swart (1974) with k. = D50. For the case of 
combined wave-current flow, cf is calculated as a combined wave-current flow 
friction factor, developed by Ribberink & Van Rijn and described by Koelewijn 
(1994). The model of Dibajnia & Watanabe does not require any further input 
parameters. The solid lines represent perfect agreement between the predicted and 
the measured transport rates, while the dashed lines represent a factor two 
difference. It is clear that both models perform similarly, with almost all predic- 
tions within a factor two of the measurements. Apparently, the assumption of 
quasi-steadiness is reasonable in this case of sheet flow conditions and relatively 
coarse sand. 

However, the situation is completely different for transport rates of sand with 
a mean grain diameter D50 of 0.13 mm. Fig.2 shows a comparison between the 
experimental data (Ribberink & Chen, 1993) and the predictions by the two 
models. The test conditions of these experiments concerned purely oscillatory, 
asymmetric (2nd-order Stokes) flow. It must be emphasized that again all test 
conditions were in the sheet-flow regime. The experiments show the surprising 
behaviour of a negative net transport rate for increasing root-mean-square velocity 
(Urms), corresponding to increasing oscillatory velocities. This means that for 
large oscillatory velocities the net sand transport rate is opposite to the direction 
of the largest velocity (i.e. in 'offshore' direction). Because of the assumption of 
quasi-steadiness, the model of Bailard is not capable to predict this behaviour and 
apparently, the assumption of quasi-steadiness is not valid for this fine sand. 

In contrast to the model of Bailard, the model of Dibajnia & Watanabe 
predicts decreasing and even negative net transport rates for increasing oscillatory 
velocities. This is caused by the part of the entrained sand which remains in 
suspension and is transported in opposite direction. Due to the asymmetry of the 
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flow this results in negative net transport rates. Although the trend shown in the 
data is followed much better by the model of Dibajnia & Watanabe, the magni- 
tudes are still different. 
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Figure 2: Net transport rates as a function of the root-mean-square velocity 
(Urms). Measurements by Ribberink & Chen (1993), model results 
of Bailard (1981) and Dibajnia & Watanabe (1992) 

New experiments 

From the previous section it is clear that the grain diameter is an important 
parameter in the prediction of the net transport rate. Apparently, the assumption 
of quasi-steadiness is not valid in the case of sand transport of very fine sand in 
purely oscillatory sheet flow conditions. In order to investigate the influence of 
the grain diameter on the net transport rates and the transport mechanisms in 
combined wave-current flow, a new set of experiments with fine sand (D50 = 0.13 
mm) was performed in the LOWT of Delft Hydraulics. The experimental 
research was carried out between October 1995 and January 1996 and consisted 
of two parts. In the first part, net sand transport rates were measured and in the 
second part, detailed time-dependent measurements of velocity and concentration 
were performed. This paper focuses on the first part of the experiments, i.e. the 
net transport measurements. 



4784 COASTAL ENGINEERING 1996 

i)   The Large Oscillating Water Tunnel 
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Figure 3:        General outline of the Large Oscillating Water Tunnel of Delft 
Hydraulics. 

Fig.3 shows a general outline of the LOWT. The tunnel has the shape of a 
vertical U-tube with a rectangular horizontal test section and two cylindrical risers 
on either end. The desired oscillatory water motion inside the test section is 
imposed by a steel piston in one of the risers. The other riser is open to the 
atmosphere. The test section is 14 m long, 1.1 m high and 0.3 m wide and is 
provided with flow straighteners on either end. A 0.3 m thick sand bed can be 
brought into the test section, leaving 0.8 m height for the flow above the bed. 
Two sand traps are located underneath the cylindrical risers. 

The maximum piston amplitude is 0.75 m, which means a maximum semi-ex- 
cursion length of the water particles in the test section of 2.45 m. The range of 
velocity amplitudes is 0.2 - 1.8 m/s and the range of oscillation periods is 4 - 15 
seconds. It is possible to generate purely sinusoidal, regular asymmetric and 
irregular oscillatory motions with the piston. 

In 1992 the tunnel was extended with a recirculating flow system connected to 
the cylindrical risers, so that a steady current can be superimposed onto the oscil- 
latory motion. The maximum superimposed current velocity in the test section of 
the tunnel is 0.5 m/s. The recirculating flow system is also provided with a sand 
trap, consisting of a 12 m long pipe with a diameter of 1.2 m. The trap was 
designed for trapping 90% of the suspended sediments (minimum grain size 100 
microns) at maximum flow discharge. 
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ii) Measurement procedure 

During these experiments net transport rates as well as near-bed velocities 
were measured. The velocities were measured at 10 cm above the bed, using a 
2D forward scatter Laser-Doppler system, developed by Delft Hydraulics. 

Net transport rates were derived from a mass-conservation technique. 
Therefore the bed level along the test section is measured before and after the test 
and the weight of sand, collected in the traps during the test, is determined. 

The bed levels in earlier experiments were measured by hand. However, for 
the present experiments a bed level profiling system (BLPS) was built. The BLPS 
consists of three bed profilers, mounted on a measurement carriage, which can be 
moved along the test section. The bed level measurement technique is based on a 
conductivity measurement. The profilers measure the bed level every cm along 
the test section, accurate to about 0.4 mm in the vertical. From the difference 
between the bed level before and after a test, the total volume of sand, eroded 
from the test section (including pores), can be determined. This sand is collected 
in the three sandtraps and weighed under water, giving the total volume (without 
pores). 

The transport rate in the middle undisturbed part of the test section can now 
be calculated by solving the continuity equation for the sediment over the test 
section, starting either from the left- or from the right-hand side, resulting in two 
estimates of the net transport rates. 

iii) Test conditions 

Table 1 Test conditions present experiments 

Condition T(s) Um (m/s) Ua (m/s) 

H2 7.2 0.23 0.70 
H3 7.2 0.23 0.95 
H4 7.2 0.23 1.10 
H5 7.2 0.23 1.30 
H6 7.2 0.23 1.47 
H7 7.2 0.44 0.50 
H8 7.2 0.44 0.70 
H9 7.2 0.44 0.95 
H24 4.0 0.23 0.70 
H4S 4.0 0.23 1.10 
H12 12.0 0.23 0.70 
H12S 12.0 0.23 1.10 

The test conditions of the present experiments consisted of combinations of 
sinusoidal oscillatory flow, with varying amplitudes of the velocity (UJ and 
varying oscillation periods (T), superimposed onto varying net current velocities 
(UJ. Again all test conditions are in the sheet-flow regime. The test conditions 
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are summarized in Table 1, where the italic typed conditions represent the two 
test conditions which are equal to the test conditions of earlier experiments with 
coarser sand (Katopodi et al., 1994). 

Results of new experiments in comparison with model predictions 

Fig.4 shows the measured net transport rates of the new experiments (D50 = 
0.13 mm) in comparison with the predictions of the two models. The results for a 
constant net current velocity (Um) of 0.23 m/s and a constant wave period (T) of 
7.2 s are shown as a function of the amplitude of the oscillatory velocity (U^. 

Because of the assumption of quasi-steadiness in the model of Bailard, this 
model predicts strongly increasing net transport rates for increasing oscillatory 
velocities. The measured net transport rates have much smaller values and show a 
weaker increase for increasing oscillatory velocities. The predictions of the model 
of Dibajnia & Watanabe are much closer to the measured values. However, a 
more detailed comparison (Fig.4b) shows that this model predicts decreasing 
transport rates for amplitudes of the oscillatory velocity larger than about 1.1 
m/s. This is again caused by the unsteady effects. Although the increase in the 
measured net transport rates is much smaller than predicted by the quasi-steady 
model, the measurements do not yet show a decrease in transport rate. Thus 
apparently the unsteady effects are smaller than predicted by the model of 
Dibajnia & Watanabe. This is opposite to the situation for purely oscillatory flow, 
where the measurements showed a larger unsteady effect, than predicted by the 
model of Dibajnia & Watanabe (see Fig.2). 

Fig.5 shows a comparison between the measured and calculated net transport 
rates as a function of the wave period (T), for a constant amplitude of the 
oscillatory velocity (UJ of 1.1 m/s and a constant net current velocity (Um) of 
0.23 m/s. In the quasi-steady model of Bailard the wave period only has an effect 
on the friction factor. Increasing wave periods lead to decreasing friction factors, 
resulting in decreasing sand transport rates, as shown in Fig.5. However, the 
measurements show decreasing net transport rates for decreasing oscillation 
periods. The same trend is predicted by the model of Dibajnia & Watanabe. It is 
caused by the fact that the unsteady effects become relatively more important for 
decreasing wave periods. 

Grain-size influence on net sand transport rates in sheet flow conditions. 

The influence of the grain size can be analyzed by just comparing the experi- 
mental data and by analyzing the performance of both models for all data of fine 
and coarser sand. In Fig.6 the net sand transport rates are plotted as a function of 
the third power velocity moment for all experiments in combined wave-current 
flow (Ribberink et al., 1994 and present tests). From this figure it is clear that the 
net transport rates of fine sand are smaller than those of coarser sand. This is 
completely opposite to the behaviour in uni-directional steady flow, where finer 
sediments would result in larger transport rates. The decrease in net transport rate 
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Figure 4: Net transport rates as a function of the amplitude of the oscillatory 
velocity Ua, for Um = 0.23 m/s and T = 7.2 s. Present tests com- 
pared with model results of Bailard (1981) and Dibajnia & Wata- 
nabe (1992). 

is caused by the unsteadiness, as the amount of sand in motion (or gross transport 
rate) will be larger for the finer sand. However, part of the sand remains sus- 
pended and is transported in opposite direction, resulting in smaller net transport 
rates. 

Fig.7 is similar to Fig.l, but now also includes the data for fine sand. The 
two tests with negative transport rates in purely oscillatory flow (see Fig.2) are 
left out, because they cannot be plotted on a log scale. As observed before, both 
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Figure 5: Net transport rates as a function of the oscillation period T, for Um 
= 0.23 m/s and Ua = 1.08 m/s. Present tests compared with 
model results of Bailard (1981) and Dibajnia & Watanabe (1992). 

models show a similar kind of agreement with the experimental data for sand with 
a mean grain diameter of 0.21 mm. However, the 'quasi-steady' model of Bailard 
largely overpredicts the measured transport rates of fine sand. Due to the 
inclusion of unsteady effects in the model of Dibajnia & Watanabe, predictions by 
the latter model for fine sand are much better. This confirms the fact, already 
observed for the purely oscillatory flow data, that even in sheet flow conditions 
the assumption of quasi-steadiness of the transport rates is not always valid for 
fine sand. 

Analysis of unsteady behaviour of net transport rate of fine sand 

In order to analyze the unsteady behaviour of the transport rate of fine sand, 
use is made of the results from the second part of the experiments (time-depend- 
ent measurements of velocity and concentration). The net sand transport rate can 
be calculated from: 

(q.) = /<u(z,t)*c(z,t))dz = J<<p(z,t))dz (2) 
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Figure 6:        Measured net transport rates for fine (D50 = 0.13 mm) and coarse 
(D50 = 0.21 mm) sand as a function of the third-power velocity 
moment. 

Where c is the sediment concentration (m3/m3), <p is the sediment flux (m/s), z is 
the height above the bed (m), t is time (s) and h is the water depth (m). 

Because both the velocity and concentration consist of a time-averaged ((..)) 
and an oscillatory (~) component, the time-averaged sediment flux (<p(z)) can be 
split up into a current-related (vc(z)) and a wave-related (^w(z)} contribution, as 
follows: 

<u(z,t)*c(z,t)) = <n(z))*<c(z)> + <u(z,t)*c(z,t)> = <(pc)+{<pw) (3) 

The vertical distributions of these two contributions, as well as the total (time- 
averaged) flux profile, are shown in Fig.8 (for more detail about the time- 
dependent measurements, see Janssen et al., 1996). The results are for test con- 
dition H6 (see Table 1). It is clear that the total net transport rate (derived by 
integrating the total flux profile over the height), will be positive (i.e. in the 
direction of the net current). Of course the current-related contribution is positive 
everywhere, because it is just the product of the time-averaged velocity (which is 
positive by definition, because it is the velocity of the net current) and the time- 
averaged concentration. However, the wave-related contribution has a value 
which is of the same order of magnitude, but in opposite direction (against the net 
current). This must be caused by a time-lag effect between the oscillatory compo- 
nent of the concentration and the oscillatory velocity. Because of this negative 
wave-related transport rate, the total net transport rate will be much smaller than 
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predicted by the 'quasi-steady' 
model, which does not include 
this effect. Additionally, the 
total net transport rate will be 
smaller than in the case of 
coarser sand, where the larger 
particles result in a smaller 
time-lag between concentration 
and velocity and therefore less 
negative wave-related transport 
rates. So apparently, the 
behaviour, as present in the 
concept of the model of Dibaj- 
nia & Watanabe is not only 
occurring in rippled bed condi- 
tions, but also occurs in sheet 
flow conditions with fine sand. 

Conclusions 

Modelling the sand transport 
in a quasi-steady way leads to 
the following predictions for net 
sand transport rates: i) increas- 
ing net transport rates for de- 
creasing grain diameter, ii) 
largely increasing net transport 
rates for increasing oscillatory 
velocities and iii) increasing net 
transport rates for decreasing 
wave periods. However, experi- 
mental data of net transport 
rates in oscillatory sheet flow 
show the following results: 
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Figure 8: Vertical distribution of 
time-averaged total, current- and wave- 
related sediment flux, determined from 
time-dependent velocity and concentration 
measurements (experiment H6). 

Smaller net transport rates for 0.13 mm sand than for 0.21 mm sand. 
A much weaker increase in net transport rates for 0.13 mm sand than for 
0.21 mm sand, with increasing oscillatory velocities. 
Decreasing net transport rates with decreasing wave periods for sand with D50 

= 0.13 mm and conditions with sufficiently large oscillatory velocities. 
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All these 'unsteady effects' are caused by a time-lag between velocity and 
concentration, resulting in negative wave-related transport rates and therefore 
smaller total net transport rates than without these effects. Apparently, even in 
sheet flow conditions, the net sand transport rate cannot always be described in a 
quasi-steady way. Obviously, the quasi-steady model of Bailard (1981) is not able 
to predict these phenomena. The 'semi-unsteady' model of Dibajnia & Watanabe 
(1992) is at least able to predict the behaviour qualitatively. However, this model 
underpredicts the unsteady effects in purely oscillatory asymmetric flow and 
overpredicts the unsteady effects in the case of combined wave-current flow 
(compare Fig.2 and Fig.4b). 
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CHAPTER 373 

Cross-shore sediment transport mechanisms in the surfzone on a timescale of 
months to years 

Klaas T. Houwman1 and Gerben Ruessink1 

Abstract 

The relevance of several cross-shore sediment transport mechanisms on a 
timescale of months to years was studied. Data from a large measuring campaign 
carried out in the outer surfzone of a barred surfzone was used to calculate sediment 
fluxes. The transport rates were calculated using the measured near bed velocities 
and sediment concentrations, and two sediment transport models. Both fluxes and the 
transport rates are only significant during breaking waves. The high-frequency 
fluxes/transports are onshore directed, the mean fluxes/transports are offshore 
directed, and the low frequency waves also give offshore directed fluxes/transports. 
Taking into account the frequency of occurrence of the conditions, the breaking wave 
conditions turned out to be the most important for the cross-shore sediment transport 
on a timescale of a year. The cross-shore sediment transport is a delicate balance 
between the onshore directed high frequency term and the offshore directed mean 
term. Therefore the smaller terms, like the low frequency term and the bedload term, 
may still be of importance to the net sediment transport. 

Introduction 

In the surfzone mean currents and high- and low frequency waves are responsible 
for sediment transport. Most field experiments presented in literature have focussed a 
typical time scale of a single storm-event. It is therefore unknown whether sediment 
transport on the scale of months to years is dominated by infrequent high energy 
conditions or by the often ocurring calm to moderate conditions. 
In the frame work of the NOURTEC-project (Hoekstra et al., 1994) a shoreface 
nourishment was carried out in the multiple bar system of the Dutch island of 
Terschelling.  A  large-scale  field measuring program,  started  to  monitor this 
nourishment, offered an opportunity to determine the most important sediment  
1 Institute for Marine and Atmospheric Research, Utrecht University, Department of 
Physical Geography, P.O.Box 80.115, 3508 TC Utrecht, The Netherlands. 
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transport mechanisms at different locations in a barred surfzone and to evaluate the 
relevance of these mechanisms on a time scale of months to years. The sediment 
transport mechanisms were evaluated in the following way. Firstly, sediment fluxes 
were calculated using the measured velocity and sediment concentrations to 
determine the importance of mean currents, and high- and low-frequency waves to 
the suspended sediment transport on a time scale of a few weeks. These fluxes were 
related to the ratio of the local wave height and the local waterdepth (Hm0/h), 
incorporating both changes in wave conditions and tidal water levels. Secondly, the 
Bailard (1981)-approach was used to evaluate the relative importance of currents, 
high- and low frequency waves to the suspended sediment transport. The calculated 
contributions of the currents and waves were combined with a probability density 
function of Hm0/h to obtain insight in the effects on a timescale of years. Finally, a 
convection-diffusion sediment transport model (Van Rijn, 1993) was used, again in 
combination with probability density functions to evaluate the influence of waves 
and currents. 

The Terschelling field site and data acquisition 

The field experiment site is fully exposed to the North Sea with an annual mean 
significant offshore wave height of 1.1m (Van Beek, 1995). The tide is semidiurnal 
with a range of 1.5 and 2.5m during neap and spring tide, respectively. The nearshore 
area can be described as very dissipative with a very mild overall slope (1:200) and is 
characterized by the presence of several breaker bars (Hoekstra et al., 1994). In the 
period May 1994 to November 1995 three measuring campaigns were carried out: 
T2- (May and June 1994), T3- (October and November 1994), and the T4- (October 
and November 1995) campaign of five weeks each. The offshore significant wave 
height during the whole period ranged from 0.2 to 5m. During these campaigns four 
tripods (F2 to F5) were positioned in a cross-shore array (see Figure 1). Each tripod 
was equipped with two electro-magnetic flow meters (EMF) at an initial height of 
0.25 and 1.2m above the bed and with a pressure sensor at 2.2m above the bed. On 
the tripods F3, F4 and F5 also two optical back scatter sensors (OBS) at 0.15m and 
0.25m above the bed were installed. Timeseries were acquired with a sampling 
frequency of 2 Hz for 2048 seconds per hour. During the whole period from May 
1994 to November 1995 the tripod F3 operated continuously (however without 
OBSs). At a waterdepth of 15m a wave directional buoy (WAVEC) was operational 
during the same period. The morphology landward of F4 evolved from a more or less 
alongshore uniform bar-trough system during the T2 and T3 campaigns to a three 
dimensional bar system during the T4 campaign. Seaward of F4 no large 
morphological changes were observed. 
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Figure 1. Instrumented positions and cross-shore profile of June 1994 

Field observations of suspended sediment fluxes 

Method 
Fluxes were calculated from the measured timeseries of the cross-shore velocity  u 
and concentration c. These timeseries were divided into a mean- and a high and low 
frequency oscillating term. 

<u.c> <u.c>  + <u ,.c  > 
h     h 

+ <u .c > (1) 

The left-hand side of (1) is the net suspended sediment flux; the first term on the 
right-hand side is the mean flux and the second and the third one are the high 
frequency and low frequency oscillating flux, respectively. The brackets denote time- 
averaged values. A positive flux is directed onshore. The separation frequency 
between high- and low-frequency waves was set to 0.04 Hz. Because of the different 
height at which u and c were measured, a correction for u had to be applied. Here, a 
simple engineering rule was used (Van Rijn, 1991), which reads as 

z. 

\Z2/ 

(2) 

As a result, ti at z = 0.15 m was about 88% of that at z = 0.25 m. Very small offsets 
in c (< 1 kgm"3) were encountered and corrected for. For this reason, the 
background concentration equaled 0 kgm"3. 

Results 
Burst-averaged values of the high- and low-frequency oscillating fluxes at z = 0.15 m 
at F3 (T2 and T4-), F4 (T2 +T3-) and F5 (T2 campaign) are plotted in Figure 2 as a 
function of the local relative wave height (spectral wave height based on short wave 
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band) Hm0/h. A study of Van Enckevort and Reincke (1996) made in the intertidal 
zone of the same cross-shore transect showed that initial wave breaking starts at 
Hm0/h= 0.33. In other words, the highest wave in a wavegroup is breaking at this 
local relative wave height. Assuming that this relationship holds for the deeper parts 
of the nearshore zone, a distinction can be made between transport under breaking 
and nonbreaking wave conditions. 
F3 : At F3 non-zero fluxes only occured for Hm0/h values larger than about 0.3 - 
0.35 at the lower sensor (Figure 2) and 0.35 - 0.4 at the upper one (not shown). In 

other words; when wave breaking occurs at that location. High-frequency fluxes were 
onshore directed and were associated with the horizontal asymmetry of the incident 
short waves, i.e. the difference in magnitude between onshore and offshore orbital 
motion. Low-frequency fluxes were rather small and seaward directed and were 
likely related to bound long waves. 
For Hm0/h < 0.3 sediment was not resuspended on the time scale of individual short 
waves nor on that of wave groups. The negligible oscillating fluxes for Hm0/h < 0.3 
thus seemed to be mainly due to a lack of coherence between u and c for almost all 
frequencies. In addition, the variance in c was very low at both sensors compared to 
more energetic events. 

For Hm0/h > 0.3 sediment was stirred on both the individual short-wave and wave- 
group time scale. The co-spectrum between u and c showed the 'classic' shape of a 
large positive (onshore) peak at the peak frequency of the short waves and a broad 
negative (offshore) peak at infragravity frequencies (cf. Huntley and Hanes, 1987). 
The phases at the peak frequency were between -45 and 0 degrees, which indicates 
that c lagged u slightly. Phase lags between both sensors were, in general, negligible 
at both high and low frequencies. 

The oscillating fluxes at z = 0.25 m were considerably smaller than at z = 0.15 m. 
The sediment fluxes at the upper OBS were about 29 % and 4 % of that at the lower 
OBS for the high- and low-frequency sediment flux, respectively. 
Time-averaged values of the mean flux at z = 0.15 m are also shown in Figure 2 as a 
function of Hm0/h. The largest fluxes, which were in a seaward direction, occured for 
conditions with Hm0/h above 0.3 to 0.35. This indicates that these negative fluxes 
were associated with wave-driven undertows. 
F4 : The same pattern for the oscillating fluxes and the mean fluxes were also 
found at F4. However, during one wave event offshore directed high frequency 
fluxes occured as well, caused by phase lags between u h and c h larger than 90 
degrees. The reason for these large phase lags is not fully understood. In general, 
phase lags are ascribed to the presence of ripples (e.g., Vincent and Green, 1990), 
though they have also been observed in the sheetflow regime (e.g., Ribberink and Al- 
Salem, 1995). Why such large phase lags developed during this particular storm 
(presumably sheet flow conditions) and not during other ones or at other positions is 
unknown. The mean fluxes at F4 were not only offshore directed due to undertows, 
but also onshore directed velocities and fluxes were observed (Figure 2). The origin 
of these onshore currents is not clear. On average, the mean fluxes were offshore 
directed and the averaged high-frequency fluxes onshore. 
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Ell In the trough at F5, no breaking wave conditions occured (Hm0/h <0.3). 
Although some scatter is present at the high frequency fluxes (Figure 2), no 
systematic contribution of this term was found. The scatter at the mean fluxes was 
not the result of enhanced cross-shore currents, but was caused by high sediment 
concentrations unrelated to the cross-shore velocity signal. These high sediment 
concentrations were probably the result of the tidal longshore currents in combination 
with bedforms. 
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Figure 2. Measured fluxes at 15 cm above the bed at F3, F4 and F5 

Long-term suspended sediment transport: an energetics approach 

Introduction 
The analysis of the suspended sediment fluxes at a height z above the bed has given 
important insight into the magnitude, direction and relative importance of different 
processes to the total suspended sediment transport. However, the findings strictly 
apply to the height z and are, therefore, not necessarily representative for the depth- 
averaged fluxes. Furthermore, the analysis presented sofar has not taken the long- 
term distribution of the hydrodynamical conditions into account. The magnitude of 
the fluxes increased with Hm0/h, but this does not necessarily mean that on a time 
scale of months to years the sediment transport is limited to conditions which 
occurrence in time is only infrequent. The cumulative effect of small, but often 
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occurring transports may outweigh that of large, but rarely present ones. The cross- 
shore transport rate under mean and oscillating flows can relatively simple be 
modelled with a formulation in which the sediment transport rate is assumed to 
respond instantaneously to fluctuations in velocity above the bed (Bowen, 1980; 
Bailard, 1981). This rate is then expressed as a linear combination of terms 
containing products of the three different velocity components ii, uh and u, . These 
terms, referred to as 'velocity moments', represent the depth-averaged sediment 
fluxes. 

Roelvink and Stive (1989) showed that the most important contributions to the 
magnitude and the direction of suspended load transport is given by the term 
<\u(t)\3u(t)>. This term can be expanded in several terms after replacing the 
instantanous velocity u(t) by a sum of the mean, high and the low frequency 
oscillating velocity. The most important terms (Roelvink and Stive, 1989) are: 

<|«|3«> = 4<\uh\
3u>  + <|uA|

3uj,>  + 4<|«„|3M;> (3) 

In these terms the stirring of sand is proportional to |uh|3. The sediment is then 
transported by any mean current, by high-frequency (HF) and low-frequency (LF) 
oscillations. Under breaking wave conditions in shallow water other velocity 
moments, such as those related to the stirring of sediment by long waves (|u,|3), may 
become of importance as well (Foote et al., 1994; Kroon, 1994), but these terms are 
neglected in the present analysis. The velocity moments were scaled with the inverse 
of the fall velocity w to investigate their cross-shore variability. The drag - and the 
efficiency coefficient (Roelvink and Stive, 1989) were assumed to be constant over 
the profile. The median sediment fall velocity at F2, F3, F4 and F5 were 15.1, 17.7, 
27.6 and 20.5 mm/s, respectively (Guillen and Hoekstra, 1996). The velocities of the 
lower EMF were used to calculate the velocity moments. It should be emphasized 
that the energetics approach is only applied to investigate trends; quantitative 
information on the time-averaged transport rates is not a subject of this section. 

Results 
The w'-scaled velocity moments are shown in Figure 3 as a function of Hm0/h. The 
lines shown in Figure 3 are based on the average values of a particular Hm0/h-class 
(width =0.02). At each position the w'] -scaled velocity moments were clearly related 
to Hm0/h , and the growth of the velocity moments start at F^„0 /h=0.3. In general, the 
contribution of <|uA|3uA> (HF) and <|vj, f u > (mean) to the total fourth-order velocity 
moment were about equal, but of opposite sign. Consequently, the LF-term <\uh\3vii>, 
which had a negative sign and was smaller than both <\uh\3xih> and <|Q,|3u >, often 
strongly influenced the size and the direction of the net fourth-order velocity 
moment. The fourth-order velocity moments at F5 were minimal compared to those 
at the other postions indicating negligible suspended sediment transport in the 
middle trough. 
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An impression of the long-term effect, i.e. on the time scale of months to a few years, 
can be obtained by multiplying the Hm0/h-dependence of the velocity moments with 
the probability density function of Hm0/h at that location. At each location the 
frequency of occurence of Hm0/h is known from the measurements. Figure 3 also 
shows the probability density function (pdf) of Hm0/h ( p(Hm0 /h)) at each position. 
The pdf of F2, F3, F4 and F5 are determined based on measured data of 2682, 9220, 
1551 and 1541 hours, respectively. 

The product of the pdf and the w'-scaled velocity moments is shown in Figure 4. 
Significant contributions of the separate processes to the long-term suspended 
sediment transport started from a value of Hm0/h = 0.25 at F2, and of FL,0/h = 0.15 at 
F3 and F4, which means that the suspended sediment transport was restricted to 
3.4%, 32% and 51% in time at F2, F3 and F4, respectively. The majority of the 
suspended sediment transport (about 70 to 90 %) took place, however, when wave 
breaking occurred at that location (Hm0/h > 0.33) and as a consequence, was limited 
to a much smaller amount in time (1.8, 5.6 and 8.5% in time respectively). This does 
not imply that the long-term suspended sediment transport is restricted to truely 
extreme events, except perhaps at F2. For decreasing water depths the occurence of 
the long-term suspended sediment transport shifts towards more common conditions, 
although it remains largely restricted to conditions with breaking waves. 
The products of the pdf and the velocity moments are in the same order at F2, F3 and 
F4 and much smaller at F5. The approximately equal net long-term suspended 
sediment transports at F2, F3 and F4 are caused by the fact that the two largest 
contributions, viz. the high-frequency oscillating and current-related one, are nearly 
the same and, therefore, cancel out. This implies that the cross-shore suspended 
sediment transport is a delicate balance between contributions by mean currents, and 
by high- and low-frequency waves. The present results have also indicated that the 
long-term suspended sediment transport in the middle trough is very small. 

Long-term sediment transport: the Van Rijn/Ribberink model 

Method 
The Van Rijn/Ribberink model (Van Rijn, 1993) was used to calculate the sediment 
transport. This model is a combination of two different submodels: a suspended load 
(Van Rijn, a convection-diffusion model) and a bedload one (Ribberink). In the 
suspended load model the stirring of the sediment is the result of both waves and 
currents. However, the suspended sediment is only transported by mean currents; 
oscillating suspended load transport is not included. The bedload model, however, is 
an instantaneous model. As a result, the sediment can be transported due to both 
waves (short and long waves) and currents. The model has been modified in such a 
way that timeseries of measured velocities and waterlevels can be used as input 
instead of the vertical mean velocity and wave height (Houwman and Hoekstra, 
1994). Timeseries of the T2- and T4-campaigns at position F2, F3, F4 and F5 were 
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used to calculate the sediment transport. The measured timeseries of velocities u and 
v (at 0.25 m above the bed) and the measured waterlevels (measured by the pressure 
sensor at 2.2 m above bed) were used as input into the model. From these velocity 
signals the near bed velocity distribution was constructed assuming a logarithmic 
velocity profile for the mean current and a constant orbital velocity distribution in the 
vertical. Only measured velocity signals were used, therefore the effect of the wave 
induced near bed velocity ('Longuet-Higgins streaming') was not included in the 
computations. For the computations the local median grain size was used (d50 is 154, 
163, 172 and 178 urn for F2, F3, F4 and F5 respectively) and a constant bed 
roughness height ks = 0.3 cm. 

The previous analysis of the fluxes and the velocity moments showed that the high- 
frequency suspended load transport cannot be neglected. To get insight in 
contribution of this term to the net transport, the Van Rijn model is modified in the 
following way. The model produces a time-averaged sediment concentration 
distribution over the vertical. At a certain height above the bed this mean sediment 
concentration is thought to be the time averaged value of two sediment concentration 
peaks per wave cycle, one during the onshore directed wave motion and the other 
during the offshore directed peak. According to the velocity moments approach the 
shape of the sediment concentration peaks can be assumed to be equal to the shape of 
\u(t)\3 . If one also assumes that each half wave cycle can be described with linear 
wave theory with different amplitudes but with equal duration, equation (4) is 
derived. 

c{z) = k 

772 

~fu3
onsm^tdt 

o 

k*[U3
m+u'f/]* 

(ulffsir^(x>tdt 

(4) 
772 

— fsin3(jitdt 
T J 

In equation (4), the left term is the time averaged sediment concentration at height z 
above the bed, Uon and Uoff refer to the onshore and offshore peak orbital velocity, T 
and o) are the wave period and angular frequency, respectively and k is a constant. 
The oscillating suspended flux at a certain height z above the bed can be related to 
the fourth order moment W*|K

3
|. The wave averaged oscillating sediment transport 

rate S(z) through a layer dz is then described by (5): 
T T 

S(z) = ~fk*u(t)\u(t)3\dt dz = k[Uj-Uof/]dz*-[smAwtdt (5) 
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4 4 

S(z)  = k'* c(z)* U°"~U°ff *dz 

T 
1 

with :   k' = — fsin40Mdt *   fsitSbitdt 
o L 0 

772 •1 

~ 0.884 

After integration over the vertical the oscillating suspended sediment transport can be 
obtained. The mean concentration at height z above the bed is calculated with the 
Van Rijn/Ribberink model, and the measured significant onshore and offshore orbital 
motions can be used. 

This approach gives an upper limit for the suspended oscillating sediment 
transport, because one assumes that there are no phase lags present between u(t) and 
c(t) and that the sediment always responds instantaneously to the third power of the 
orbital velocity. However, the measurements have shown that phase lags were 
present and it is unclear if the sediment always responded to u(tf. Therefore, the 
parameter k' in (5) is replaced by a new parameter, the "efficiency coefficient" (eff) 
which incorporates these effects. This parameter was determined from the OBS data. 

The measured fluxes were divided by the mean concentration for both OBSs at F3 
and were related to the significant orbital velocity. The relative (to the mean) 
response of the sediment is important, because the mean concentration c(z) is 
obtained from the model. The values are averaged for an orbital velocity class (width 
of 0.1 m/s), based on data of the T2, T3 and T4 campaigns. A comparison between 
the measured values and the values of the fourth-order moment show that no fixed k' 
values can be taken. Based on the two lines from both OBSs the efficiency 
coefficient was determined as: 

ej^[/OT>z)=[(2.5*Z-0.292)*[/on-3*Z+0.42]*tanh(6.5(Zmax-z)) 
(6) 

IF eff{Uon,z)< 0 - ef/{Uon,z)=0 

To prevent that large oscillating fluxes are calculated far away from the bottom, a 
tanh function was used to force the efficiency coefficent down to zero again at a 
particular height (zmax) above the bed. The model outcomes were not very sensitive 
for the values of zmax. In the calculations a value of 0.6 m was chosen for,^ . A 
comparison between the 'theoretical' efficiency coefficient k' and the 'observed' 
efficiency coefficient makes clear that the theoretical one is significantly higher than 
the observed one. At a height of 0.25 m above the bed the observed efficiency 
coeficient ranges from 0 to 0.2 (at Um =1.6 m/s) instead of having a fixed value of 
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0.884. The oscillating suspended load sediment transport was also calculated at F4 
using the same formulation for the efficiency coefficient. The observed values were 
described reasonably by the model. Therefore the approach described above was used 
for all tripods. 

Results 
From the calculated cross-shore transport rates an average sediment transport can be 
calculated for a particular relative wave height class (Hm0/h). Figure 5 shows the 
transport rates calculated at four locations and split up into the contribution of the 
three transport mechanisms: bed(load), mean- and oscillating suspended load) 
transport. The p(Hm0/h) for each position are also given. At F2, F3 and F4 the mean 
and oscillating suspended load transport increased rapidly for situations with a 
relative wave height larger than 0.3. 

The 'yearly-averaged' transport rates shown in Figure 6 were created in a similar 
way with the pdfs as for the velocity moments. For both F2 and F3 the oscillating 
and mean suspended load sediment transport were very high during breaking wave 
conditions (Hm0/h > 0.33). The yearly net sediment transport is a sensitive balance 
between the offshore directed mean suspended load transport and the onshore 
directed oscillating suspended load transport, the contribution of the bedload 
transport at these positions is only small. However, the difference between the 
relative large contributions of the suspended load terms may also be very small and, 
consequently the influence of the bedload transport on the net transport is not clear 
yet. Again at location F4 the mean suspended load is neutralized by the oscillating 
suspended load component. The magnitudes of the different yearly averaged 
transport rates at F2, F3 and F4 were of the same order of magnitude. 

In the trough at the position F5 the cross-shore sediment transport rates were 
much lower and offshore directed. The lack of any onshore transport mechanism in 
the trough region indicates that no large onshore exchange of sediment across the 
trough may be expected. 

Discussion and conclusions 

The field measurements at Terschelling have shown that high- and low-frequency 
waves, as well as mean currents, contribute to the net suspended sediment transport. 
In general, the high-frequency oscillating transport is onshore directed and is caused 
by the positive skewness of the short waves. The low-frequency oscillating transport 
is in a seaward direction owing to the dominance of bound long waves in the total 
long wave field and the stirring of sediment on the wave-group time scale. The 
current-related flux is in an offshore direction in most cases and is caused by wave- 
driven undertows. 
The "measured" fluxes start to increase at a relative wave height Hm0/h >0.33, which 
coincides with breaking wave conditions. The velocity moments are increasing at a 
lower Hm0/h ratio (0.15 - 0.25) but also here the highest transport rates were found 
during breaking wave conditions. The suspended load transport rates calculated with 
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the Van Rijn model were only non-zero during these conditions (Hm0/h > 0.33) as 
well. In general, the suspended load transport rates are well related to the relative 
wave heights Hm0/h. 
All three applied methods show that the contributions of the onshore directed 
oscillating suspended load transport or flux is more or less balanced by the offshore 
directed mean transport/flux. 
The combination of a local probability density function (pdf) and the calculated 
velocity moments and transport rates gives insight in the long term contributions of 
different transport mechanisms. The yearly averaged suspended load transport rates 
obtained in this way, start to increase at Hm0/h> 0.33 for F2, F3 and F4. This indicates 
that on the long run only breaking wave conditions are important at these positions. 
But again, at this time scale the suspended sediment transport is a delicate balance 
between the onshore directed (short wave) oscillating transport and the offshore 
directed mean transport. 
The contribution of the low frequency suspended load transport is rather small 
compared to the high frequency and mean transport but is systematic and therefore 
still significant. The calculations of the bedload transport have shown that this 
contribution is very small compared to the other terms. Although the contributions of 
the low frequency suspended transport and the bedload transport are small their 
importance will increase when the mean suspended transport is neutralized by the 
oscillating high frequency transport. 
The results obtained from the calculated long term transport rates are not in 
agreement with the beach-shoreface exchange mechanism proposed by Niederoda et 
al. (1984). They found an offshore directed sediment transport from the beach/inner 
surfzone to the upper shoreface (h > 4m) during a storm and a slow return of this 
sediment during low energetic conditions in response of asymmetric waves 
propagating to the coast. If this mechanism is also valid for the Terschelling coast 
one expects a large contribution of the short wave transport during non-breaking 
wave conditions (Hm0/h < 0.33) and a clear dominance of the mean transport during 
breaking wave conditions. However, for the whole range of Hm0/h values the terms 
are in balance and no clear dominance of a term at a particular Hm0/h value has been 
found. In addition, the morphological observations do not support the theory of such 
a systematic exchange mechanism between beach and deeper water. 
The lack of significant sediment transport in the trough at location F5 also prevents a 
large exchange between the shallow water and deep water region. In the trough no 
waves break, and the calculated transport rates are very low. It seems that the 
landward-located trough acts as a barrier against cross-shore sediment transport. 
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CHAPTER 374 

NUMERICAL PREDICTION OF BREAKING WAVES AND CURRENTS 
WITH A BOUSSINESQ MODEL 

Okey George Nwogu1 

ABSTRACT 

This paper describes the extension of a comprehensive numerical model for simulating 
the propagation and transformation of ocean waves in coastal regions and harbours to 
include wave breaking, runup and breaking-induced currents. The numerical model is 
based on a time-domain solution of a fully nonlinear set of Boussinesq-type equations 
for wave propagation in intermediate and shallow water depths. The equations are able 
to describe most of the phenomena of interest in the nearshore zone including shoaling, 
refraction, diffraction, reflection, wave directionality and nonlinear wave-wave inter- 
actions. The Boussinesq model is extended to the surf and swash zones by coupling the 
mass and momentum equations with a one-equation model for the temporal and spa- 
tial evolution of the turbulent kinetic energy produced by wave breaking. The waves 
are assumed to start breaking when the horizontal component of the orbital velocity at 
the wave crest exceeds the phase velocity of the waves. Numerical and experimental 
results are presented for the shoaling and runup of regular and irregular waves on a 
constant slope beach and wave-induced currents behind a detached breakwater. 

1.    INTRODUCTION 

The processes of wave breaking, runup, setdown and setup of the mean water level, 
turbulent energy production, generation of nearshore currents and generation of infra- 
gravity waves are important driving mechanisms for the transport of sediments and 
pollutants in coastal regions. A full mathematical description of the complex hydro- 
dynamics in the surf and swash zones is difficult due to the highly nonlinear and turbu- 
lent nature of flow. By making different simplifying assumptions, however, numerous 
mathematical models been developed which reproduce with varying degrees of suc- 
cess the different hydrodynamic phenomena that occur in the surf and swash zones. 

For waves propagating over simple bathymetries where shoaling, refraction and break- 
ing are the dominant wave transformation processes, models based on the conserva- 
tion of energy flux with an appropriate energy dissipation term have successfully been 
used to model the wave height variation in the surf zone (e.g. Battjes and Janssen 1978, 
Dally et al. 1985). Battjes and Janssen (1978) used a hydraulic jump analogy to derive 
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the form of dissipation term while Dally et al. (1985) assumed that the dissipation rate 
was proportional to the difference between the local energy flux and a stable energy 
flux. Similar energy dissipation terms have also been incorporated into the mild-slope 
equation (e.g. Isobe 1987, Ozkan and Kirby 1993). 

Most surf zone wave transformation models are based on time-averaged integral wave 
properties and do not follow the breaking process in a time dependent manner. For 
applications such as irregular wave propagation and sediment transport over barred 
beaches, time domain modeling provides a more accurate description of the breaking 
and reformation process. A time-dependent breaking model is also able to simulate the 
transition region after the onset of wave breaking, where there is a rapid decay in wave 
energy with almost no change in the setdown of the mean water level. The transition 
zone plays an important role in the prediction of wave-induced currents and sediment 
transport in the surf zone (Nairn et al., 1990). 

Time-dependent numerical models based Boussinesq-type equations have successfully 
been used to simulate the nonlinear transformation of multidirectional ocean waves in 
intermediate and shallow water depths (e.g. Nwogu, 1994). Boussinesq equations can 
accurately describe most wave transformation processes outside the surf zone includ- 
ing shoaling, refraction, diffraction, reflection and nonlinear wave-wave interactions. 
Recently, several authors have extended Boussinesq models to simulate wave breaking 
in the surf zone including Zelt (1991), Karambas and Koutitas (1992), Schaffer et al. 
(1993), and Sato and Kabiling (1994). The models essentially incorporate a dissipative 
term due to turbulence stresses or the presence of a surface roller into the momentum 
equation. The models differ on how they treat the onset of breaking and the rate of 
wave energy dissipation. 

In this paper, we employ a one-equation turbulence model to describe the temporal 
and spatial evolution of the turbulent kinetic energy produced by wave breaking. The 
waves are assumed to start breaking when the horizontal component of the orbital ve- 
locity at the wave crest exceeds the phase velocity of the waves. The rate of production 
of turbulent kinetic energy is assumed to be proportional to the vertical gradient of the 
horizontal water particle velocity at the wave crest. The time-dependent model is ap- 
plicable to both periodic and non-periodic unidirectional and multidirectional waves. 

One advantage of extending Boussinesq-type models to the surf zone is the ability to 
implicitly model interactions between hydrodynamic processes occurring at different 
time scales. Wave-induced currents and mean water level fluctuations are implicitly 
included in the wave propagation model and are derived from a time-average of the 
predicted velocities and surface elevation respectively, without having to explicitly 
calculate radiation stresses and separately solve a time-averaged hydrodynamic model. 
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2.    THEORETICAL MODEL 

2.1    Fully Nonlinear Boussinesq Equations 

Boussinesq equations represent the depth-integrated equations for the conservation of 
mass and momentum for nonlinear dispersive waves, propagating in water of variable 
depth. The velocity potential, </>, can be expanded as power series in the vertical co- 
ordinate, z. An approximation is introduced for frequency dispersion by truncating 
the series at second-order, resulting in a quadratic variation for the horizontal velocity 
over depth, and a linear variation for the vertical velocity: 

u(z)   =   u„ + (*„ - z) [V(u„ • VA) +  (V • ua)Wh] 

+ 
(za + hf      (z + hf 

V(V< (1) 

w(z) -[u„-VA + (z + h)V (2) 

whereV = (9/9a;,9/%),/i(x)isthewaterdepthanduC( = V<f>\z=Za. Given a vertical 
profile for the flow field (Eqns. 1 & 2), the governing equations of fluid motion can be 
integrated over depth, reducing the three-dimensional problem to a two-dimensional 
one. The depth-integrated mass conservation equation can be written as: 

Vt + V J-h 
u dz = 0, (3) 

where rj(x, t) is the free surface elevation. Although Boussinesq equations were orig- 
inally derived for weakly nonlinear waves, a fully nonlinear variant of the equations 
was recently derived by Wei et al. (1995). The momentum equation, fully nonlin- 
ear up to the order of truncation of the dispersive terms, is derived from the dynamic 
boundary condition at the free surface as: 

u„< + gVV + (za - 7]) [V(iw • Vft) + (V • uat)Vh] 

+ (za + hf      (h + z,)2 

V(V Uat)    +    ~V(US • U5 + -D 

[(uot-V/i) + (A + »/)(V-uot)]V»/- |u6| + j- (u'u/)    =   0   (4) -— rUj \ub\ + — I U'W 
(h + T)) dz 

where g is the gravitational acceleration, u& = u(—h), us — u(rj) and ws = w{rj). 
Two additional terms have been introduced into the momentum equation to simulate 
the dissipation of wave energy due to bottom friction and wave breaking. fw is an em- 
pirical bottom friction factor while u'w' represents the shear stress due to breaking- 
induced turbulent velocity fluctuations («', v', w'). A semi-empirical turbulence clo- 
sure model (Section 2.2) is used to relate the turbulence stresses to the wave orbital 
velocities. 
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The elevation of the velocity variable za is a free parameter and is chosen to minimize 
the differences between the linear dispersion characteristics of the Boussinesq model 
and linear theory. An optimum depth for the velocity variable, za = -0.53A, gives 
errors of less than 2% in the phase speed from shallow water depths up to the deep 
water depth limit. 

2.2    Turbulence Model 

Several turbulence models have been proposed for fluid flow problems (see review 
by Rodi, 1980). In this paper, the standard one-equation turbulence model is used to 
describe the spatial and temporal evolution of the turbulent kinetic energy, k, produced 
by wave breaking. We do not attempt to model details of the turbulent motion, but 
rather, investigate the effect of turbulence on "the wave field. 

The key assumptions made in developing the model are: 

1. the breaking process is assumed to be "spilling" 

2. turbulence is initiated in the wave crest region due to large vertical gradients of 
the horizontal velocity, du/dz 

3. turbulence is produced only when the horizontal velocity at the wave crest ex- 
ceeds the phase velocity of the waves 

4. the rate of production of turbulent kinetic energy is proportional to the vertical 
gradient of the horizontal velocity at the wave crest 

5. turbulence is primarily convected in the crest front region with the horizontal 
component of the orbital velocity at the crest 

The Boussinesq eddy viscosity concept can be used to relate the turbulence shear 
stresses to the velocity gradients: 

uV = -vt-z- (5) 
oz 

where vt is the eddy viscosity. By substituting the expression for u(z) given in equa- 
tion (1), the dissipative term in the momentum equation (Eqn. 4) becomes: 

The rate of wave energy dissipation is thus governed by the magnitude of the eddy 
viscosity which is related to the turbulent kinetic energy, k, and a turbulence length 
scale, £t, by: 

vt = Vkit (7) 
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The turbulent kinetic energy is determined from a semi-empirical transport equation 
with a source term for turbulent kinetic energy production by wave breaking: 

us • Vk = vkV
2k + But + -o£= (8) 

The first term on the right hand side represents the horizontal diffusion of turbulent 
kinetic energy. This term is usually much smaller than the convective term, us • Vk. 
The second term represents the production of turbulent kinetic energy due to wave 
breaking. The parameter B is introduced to ensure that turbulence is produced only 
when horizontal velocity at the wave crest, u,, exceeds the phase velocity of the waves, 
C, i.e. 

r o |u,i < c 
B=\ (9) 

1 i k > c 
This criterion is valid for progressive waves and has been found to accurately predict 
the breaker location observed in experiments with regular waves shoaling on a constant 
slope beach. For irregular waves, an approximate phase velocity can be calculated 
using the average zero-crossing period, although an instantaneous phase velocity can 
also be determined using C = —r]t/\Vr]\. 

The last term on the right hand side of the transport equation (8) represents the dissi- 
pation of turbulent kinetic energy into heat. Co is an empirical constant with a repre- 
sentative value of 0.08 for most turbulent shear flows (Rodi, 1980). 

The rate of production of turbulent kinetic energy depends on vt which initially is un- 
known. Using the mixing length hypothesis which assumes a local balance between 
production and dissipation of turbulent kinetic energy, the value of vt for the produc- 
tion term is determined as: 

vt = + 
1/2 

(10) 

By choosing an arbitrary value for CD, the turbulence length scale tt becomes the only 
free parameter in the turbulence model which governs the rate of wave energy dissi- 
pation and turbulent kinetic energy production. £t is expected to be of the order of the 
wave height and is determined from comparisons of the numerical model results with 
experimental results. 

2.3   Numerical Solution 

The governing Boussinesq equations have been solved with an iterative Crank- 
Nicolson finite difference method, with a predictor-corrector scheme used to provide 
the initial estimate. The computational domain is discretized using a rectangular grid, 
with the dependent variables 77, ua and va defined at the grid points in a staggered 
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manner. The numerical solution procedure consists of solving an algebraic expres- 
sion for r] at all grid points, tridiagonal matrices for ua along lines in the x direction 
and tridiagonal matrices for va along lines in the y direction at every time step. An 
explicit second-order scheme is used for the turbulence transport equation. Details of 
the numerical solution technique can be found in Nwogu (1996). 

The boundaries of the computational domain may be specified as wave input bound- 
aries or solid walls. Along external or internal wave generation boundaries, time histo- 
ries of (ua, ua<xx, vatXy) or (va, vaiyy, u a iXy), corresponding to periodic or non-periodic 
unidirectional or multidirectional sea states are input. Waves propagating out of the 
domain are artificially absorbed in damping regions placed next to solid wall bound- 
aries. Artificial damping of wave energy is accomplished by introducing terms out of 
phase with the surface velocity and fluid acceleration into the continuity and momen- 
tum equations respectively. 

A simple extrapolation scheme is used to simulate wave runup. Consider the one- 
dimensional case where the shoreline boundary condition is given by zero mass flux, 
or equivalently, r)x = 0. When the water surface elevation 77,- at grid point i exceeds the 
elevation of an adjacent land point, /&i+1, we assume that the land point will be flooded 
at the next time step. The initial value of the water level on the the land point for the 
next time step is then extrapolated from the surface elevation at adjacent water points: 

T)i+i = irji - 377i_! if r\i > -hi+i (11) 

Outputs of the numerical model are time histories of the surface elevation and two com- 
ponents of the horizontal velocity at desired grid points in the computational domain, 
corresponding frequency and directional wave spectra at those locations, the instanta- 
neous water surface elevation at specified time steps, and the significant wave height 
distribution and time-averaged horizontal velocities over the entire computational do- 
main. 

3.    NUMERICAL AND EXPERIMENTAL RESULTS 

The numerical model was initially evaluated using data obtained from experiments 
carried out by Nwogu (1993) in the three-dimensional wave basin of the Canadian 
Hydraulics Center. A 1:25 constant slope concrete beach was constructed in the 30 m 
x 20 m x 3 m basin, equipped with a 60-segment directional wave generator. The 
toe of the slope was located 4.6 m away from the wave boards. The water depth in 
the constant depth portion of the basin was 0.56 m. Tests were carried out for a wide 
variety of regular and irregular, unidirectional and multidirectional waves. The water 
surface elevation along the centerline of the basin was measured with a linear array of 
23 water level gauges. The experimental setup is described in greater detail by Nwogu 
(1993). 
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Figure 1. Breaking and runup of a regular wave (T = 2 s) on a 1:25 beach. 

3.1    Shoaling of Regular Waves 

The numerical model was used to investigate the shoaling and breaking of a regular 
wave with period, T = 2 s, and height, II = 0.09 m, on a 1:25 beach. The computations 
were carried out using a grid size Ax = 0.1 m and time step size At = 0.04 s. A bottom 
friction coefficient, fw = 0.01, was used for all the computations. Figure 1 shows the 
spatial profile of the water surface elevation at an instant of time and the corresponding 
turbulent kinetic energy distribution. The turbulent kinetic energy is maximum close to 
the breaker location and decreases towards the shoreline. The turbulent kinetic energy 
exhibits an oscillatory behaviour in space due to the periodic nature of the production 
of turbulence from each breaking wave event. 

Figure 2 shows a comparison of the measured and predicted time histories of the sur- 
face elevation at four water depths, both outside and inside the breaker zone. The nu- 
merical model is able to reproduce the highly asymetric wave profile in the surf zone. 
The spatial variation of the average zero-crossing wave height and mean water level 
are plotted in Figure 3. Fairly good agreement is obtained between the numerical and 
experimental results. A turbulence length scale lt - 0.35 m with CD = 0.08 gave the 
best match of rate of wave energy decay through the surf zone. The solution is not 
unique, however, as other combinations of CD,£t, and the breaking criterion also give 
reasonable matches of the wave height decay. An extensive investigation is presently 
being carried out to recommend optimum values of the turbulence model parameters 
as a function of incident wave parameters. 
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Figure 2. Measured and predicted time histories for a regular wave (T = 2 s) shoaling 
on a 1:25 beach. 
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Figure 3. Measured and predicted spatial variation in wave height for a regular wave 
(T = 2 s) shoaling on a 1:25 beach. 
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Figure 4. Measured and predicted water surface elevations for an irregular wave with 
Tp = 1.5 s shoaling on a 1:25 beach. 

3.2   Shoaling of Irregular Waves 

The numerical model was applied to the shoaling of an irregular wave train on the 1:25 
beach. A sea state with a duration of 819.2 s was synthesized from a JONSWAP spec- 
trum with significant wave height, Hmo = 0.09 m, peak period, Tp = 1.5 s, and peak 
enhancement factor, 7 = 3.3, using the random phase method. The computations were 
carried out using Aa; = 0.075 m, At = 0.025 s and £t = 0.1 m. Figure 4 shows a com- 
parison of the measured and predicted water surface elevations at two shallow water 
depths. The numerical model is able to reproduce reasonably well the time-domain 
characteristics of individual wave breaking in an irregular wave train. 

The spectral densities of the measured and predicted water surface elevation time his- 
tories at different water depths are compared in Figure 5. The spectral estimates were 
averaged over 0.04 Hz frequency bands. Fairly good agreement is obtained between 
the measured and predicted wave spectra. The numerical model is able to accurately 
describe the cross-spectral transfer of energy due to nonlinear wave-wave interactions 
as well as the decrease in wave energy through the surf zone. 
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Figure 5. Spectral densities of surface elevation for an irregular wave with Tp - 1.5 s 
shoaling on a 1:25 beach. 
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Figure 6. Three-dimensional view of the instantaneous water surface elevation 
around an offshore breakwater a 1:50 beach. 

3.3    Wave-Induced Currents behind a Detached Breakwater 

The calculation of currents induced by breaking waves is important in modeling the 
transport of sediments and pollutants in the surf zone. The two-dimensional Boussi- 
nesq model was used to investigate the generation of currents behind an offshore break- 
water on a constant slope beach by shoaling and breaking waves. A generic example 
was used with a 400 m long breakwater placed 350 m from the shoreline on a 1:50 
beach. A normally incident regular wave with period T = 10 s and height H = 2m 
was generated at the 10 m depth. The computations were carried out with Ax = At/ = 
5 m, At = 0.2 s, and fw = 0.01. 

Figure 6 shows a three-dimensional view of the instantaneous water surface elevation 
around the offshore breakwater. Regions of the crest front with turbulent kinetic en- 
ergy present have been highlighted in white. The predicted wave height distribution 
is shown in Figure 7 while the time and depth-averaged velocity pattern is shown in 
Figure 8. Two circulation cells are observed behind the detached breakwater. This 
pattern is qualitatively consistent with known observations of wave-induced currents 
and the formation of tombolos behind offshore breakwaters. 
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Figure 7. Average wave height distribution behind an offshore breakwater for a reg 
ular wave (T = 10 s, H = 2 m) shoaling on a 1:50 beach. 
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Figure 8. Predicted time and depth-averaged velocity behind an offshore breakwater 
for a regular wave (T = 10 s, H = 2 m) shoaling on a 1:50 beach. 
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4.    CONCLUSIONS 

A fully nonlinear Boussinesq wave propagation model has been extended to the surf 
and swash zones by coupling the mass and momentum equations with a one-equation 
turbulent kinetic energy transport model. The waves are assumed to start breaking 
when the horizontal velocity at the wave crest exceeds the phase velocity of the waves. 
The rate of production of turbulent kinetic energy is assumed to be proportional to the 
vertical gradient of the horizontal velocity at the wave crest. The numerical model has 
been compared to experimental data for the shoaling of regular and irregular waves on 
1:25 beach. The model is able to reproduce reasonably well the frequency and time 
domain characteristics of waves in the surf zone. The results presented in this paper 
are of preliminary nature and further work is being carried to compare the numerical 
model with measured data on the spatial and temporal evolution of turbulence induced 
by wave breaking, the vertical distribution of currents in the surf zone, wave runup and 
nearshore circulation patterns. 
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CHAPTER 375 

THE EFFECT OF THE CL-VORTEX FORCE 
IN 3D WAVE-CURRENT INTERACTION 

M.W. Dingemans1, J.A.Th.M. van Kester2, A.C. Radder3 and 
R.E. Uittenbogaard2 

Abstract 

Experiments in flumes (i.e., Kemp and Simons, 1982, 1983, and Klopman, 1994) 
have shown that the mean current profile for following waves is more uniformly 
distributed than the corresponding current-only case, whereas the case of an op- 
posing current leads to a more straight profile. This paper is concerned with 
proving that inclusion of the so-called Craik-Leibovich (CL) vortex force in the 
mean-current equation gives, at least for a part, an explanation of this phenom- 
enon. 

Introduction 

For coastal dynamics applications it is essential to have an accurate prediction of 
the vertical structure of the mean current. The mean current, however, is strongly 
influenced by the free surface wave motion. Experiments in flumes (i.e., Kemp 
and Simons, 1982, 1983, and Klopman, 1994) have shown that the mean-current 
profile for following waves is more uniformly distributed than the corresponding 
current-only case, whereas the case of an opposing current leads to a more straight 
profile (see Figure 1). The purpose of this paper is to give a possible expanation of 
this behaviour. Hereto we consider the so-called Craik-Leibovich (CL) equation, 
derived by Craik and Leibovich (1976) in which a vortex force is present. The 
effect of this vortex force on the underlying flow is studied. 

First we consider the CL-equation. As it is essential to have shear in the veloc- 
ity profile, the used turbulence-closure model is subsequently described. Because 
the CL-equation is also used to describe the formation of Langmuir circulation 
cells, some properties of these are succintly described next. For numerical evalu- 
ations the treatment of the vertical momentum equation is possible in a number 

'Senior Researcher, Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, The Netherlands 
2Senior Researcher, Delft Hydraulics, P.O. Box 177, 2600 MH Delft, The Netherlands 
3Senior Researcher,  Rijkswaterstaat-RIKZ, P.O. Box 20907, 2500 EX The Hague, The 

Netherlands 
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Figure 1: Mean current profiles, after Klopman (1994). 

of ways. The most accurate one is described next. Finally the results of some 
numerical experiments are shown and compared with Klopman's measurements. 

The CL equation 

When deriving the mean-current equations in so-called Generalised Lagrangian 
Mean (GLM) coordinates, the following equation is obtained (see Andrews and 
Mclntyre, 1978, Eq. (3.8)): 

^        ' Dr. 

~PL 

PQ dxi      p0 -*m+-k&<&Qhx%. o 
 T  T 

where P{ is the pseudo-momentum and () is the Generalised Lagrangian mean, 
i.e. the mean over the perturbed position. Summation over repeated indices is 
used, i.e., the Einstein convention is applied. 

Leibovich (1980) has shown that under mild conditions, Eq. (1) reduces to the 
so-called Craik-Leibovich equation in Eulerian coordinates, which can be written 
as _ 

du  . ,_        ,N_ .        ,_       s 

dt 
+ (u • grad) u + grad it = u   A curl u , (2) 

where the pressure term ir is given by7T= - + gz + (-u • u) ,«is the (Eulerian) 

mean velocity and u is the wave part of the velocity. The so-called mild conditions 
for which the approximations are valid, amount to the condition that the waves 
are primarily dominated by their irrotational part. This implies that either the 
mean shear or the mean current is relatively weak and we thus have to impose 
the condition that the current is small with respect to the orbital velocity. 

Notice that with us —  (us,vs,0)    and u = (u,v,w)    we have, writing 
UJ = curl u, 

T=rA«= 
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_s fdv     du\     _s /dv     du\   _s Idu     dw\     _s Idw     dv^x 

= ,w [dx'~dy'),~u [dx~~dy~),u \d~z~^)~v \dy~~~i 
?du    Qdu 

T 

where the latter approximations are those of Craik (1982), valid for a flume with 
x directed along the flume. 

Although the inclusion of viscosity is not directly needed, it is needed in an 
indirect way, otherwise no shear would be present in the mean-current profile. 
Moreover, once generated vortices should remain bounded in magnitude and this 
is achieved by taking viscosity into account. Also in view of the application to 
a wave flume, where the lateral boundary conditions play an important role, we 
include the viscous stress tensor in the description. Equation (2) then is extended 
to 

— + (u • grad) u + grad Igz + - + ( -u • u ) j = us A w + - div cr' ,       (4) 

where divif' = da'kJdxk and a'ki is given by a1^ = (j)^duk/dxi + rf^dui/dxkj , 
while no summation over the indices on t] should be performed and the viscosity 
is usually non-isentropic. However, we take the (eddy) viscosity coefficient to be 
isentropic because of the scales on which the flow occurs here and the directions. 
Applying the Boussinesq-hypothesis, the stresses o^,- are approximated as 

_, (dui      duk\ ,-, 

°» = VT[tek
+-fc)> (5) 

while the eddy viscosity VT has still to be determined. In the present case we 
consider a cross section of the flume, i.e., we take dxi = 0. 

The turbulence-closure model 

For the specification of the eddy-viscosity coefficient VT three possibilities were 
considered. 

1. For a constant eddy-viscosity coefficient the velocity profiles near the bot- 
tom and the side walls are parabolic. This is physically not correct as 
for such situations the profiles should be logarithmic; v? should be flow- 
dependent. 

2. Prandtl mixing-length model. 

In the Prandtl mixing-length model, the mixing length £ is prescribed as 
a function of the geometry. Because in our case the lateral boundaries are 
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also of importance, the following variation of Bakhmetev's (1932) choice for 
shallow-water models is used for the mixing length: 

ity(b-y)(z + h) (l 
z + h 1/2 

(6) 

where b is the width of the flume, h is the still-water depth, £ is the free- 
surface elevation and K is von Karman's costant. This choice for £ yields a 
parabolic profile near the boundaries. As £ only depends on the distance 
to the boundaries, it is independent of the secondary circulations induced 
by the CL vortex force T0. No results from this model are shown. 

3.  k sdel. 

In our application of the k — e model the advection and dissipation terms 
in the direction of the flume (the x—direction) have been neglected. The 
transport equations for the kinetic energy k and the dissipation e are then 
given by 

Dk 

Dt 

De 

Dt 

where 

D/Dt = d/dt + v-V 

Pu = \VT 

= V- Vk 

= V- 
A       atj 

V, 

+ Pk~€ 

+ Pe ~C^T  , 

duk 
dxj 

v = (o,dv,dMy 
2 

v = (0,v,w) 

dxk 
with    dxi = 0 

e k2 

Pi - Cur-Pfc    and    uT = cM— 

and the constants are given by the standard setting: 

c„ = 0.09 , cu = 1.44 , c2£ = 1.92 , ak = 1 and at = 1.3 

(7a) 

(7b) 

(7c) 

(7d) 

(7e) 

(7f) 

Boundary conditions for the k — e model 

The turbulent kinetic energy is imposed both at the side walls and the bed. The 
pertinent value is obtained by applying local equilibrium between production and 
dissipation of kinetic energy. This leads to the Dirichlet boundary conditions 

k|y=0 = k|y=6 = K)2/v^    and     k\z=_h = (uty   /^ (8a) 

with M* and M' the shear-stress velocity at the sidewalls and the bottom re- 
spectively.  The shear-stress velocity u, is obtained by applying the logarithmic 
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boundary law for the velocity point nearest to the boundary. With S half the grid 
size near the side walls and the bed and ZQ the roughness length, the following 
relations hold 

—— — — log I — ]     for a rough wall (8b) 
M*        K        \ZoJ 

and 

—— = — log I —- I + 5.2    for a smooth wall , (8c) 
M*        «        \  v I 

where log is the natural logarithm. In the latter case the value M» is found by 
iteration. Because a staggered grid is used, the velocity u(S) is indeed known at 
the previous time step. At the free surface we take k = 0. 

For the transport equation for dissipation rate e we take the following Neu- 
mann-type boundary condition: 

(8d) 
dz s 

and at the free surface is taken e — 0. 

Langmuir circulations 

Equation (4) is basic to the generation of Langmuir circulations by an instability 
mechanism (Leibovich, 1983). The essential point is that a combination of a 
2D shear flow in the vertical xz plane with an irrotational Stokes drift of the 
wave field in the same direction is unstable to spanwise (i.e., in y) disturbances. 
Write now the vorticity vector as u> = (u)x,L0y,ujz) . Two different forms of 
CL-instability are recognised: 

1. CLl-type in which the vorticity-component u>x can be generated by a 
Stokes drift which varies in the lateral direction 

2. CL2-type in which the vorticity component LOX may be generated by a 
lateral uniform Stokes drift acting on a pre-existing vertical vorticity UJZ. 

The CL2-type instability is described by Leibovich (1977) and amounts to the 
following. It is supposed that the wind stress has produced a parallel shear flow 
u(z) and a Stokes drift us(z). A perturbation of the shear flow is now considered 
such that the total flow is described by (u(z) + u,v,w) . A perturbation of the 
pressure is not needed here. Then, the following behaviour of the perturbations 
is considered: 

u> = <l>(z) exp [at + i (my + kz)}     ,     u= \ikwz - m2w- 
{m2 + k2) \ fj 

m (— .u^ . .,  /_     _<j\ V = (m» + P) [tWz +       f)      '     f = a + lk{u + u )  > 
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with u being the wave part of the current.   For <j>(z) then is obtained in the 
non-viscous approximation the Rayleigh equation 

dz2 

/   2     ,2\  ,      \ k d2u     m2dudus)   , , , 
(^ + ^)^+|-—+ —_ —|0 = O. (9) 

With the further simplification of rolls aligned with the mean flow (i.e., k = 0) 
we get 

J2 (^~m2A+m2M(z)<t>^0   with   M(z) = ~j- . (10) 

The condition for instability now reads M(z) > 0 anywhere in the interval for 
z. The corresponding maximum growth is M1^2^). For the growth of Langmuir 
circulations it is thus necessary that M(z) is positive anywhere in the fluid, in 
other words, a positive shear of the current is required because the Stokes drift 
diminishes for increasing depth. However, Nepf and Monismith (1991) found 
experimentally, in a flume, that vortices developped for both M{z) > 0 and 
M.{z) < 0, see also the discussion in Nepf et al. (1995). 

Manipulation of the vertical momentum equation 

The numerical evaluation will be performed within an existing free-surface flow 
model in which the treatment of the vertical momentum equation will be worked 
out in a number of ways. 

Hydrostatic approach 

For the handling of the vertical momentum equation several possibilities exist. A 
very simple one consists of ignoring the vertical momentum equation altogether 
and determining the vertical velocity afterwards by an integration of the conti- 
nuity equation in which the solutions u and v from the horizontal momentum 
equations are used. These horizontal momentum equations in most simple form 
are _ 

du     dir      1 dcf'y-. .    dv     dW     1 SoL       qdu ,„.,. 
^ + 7T = -1T^   and   17 + 7T = -1^ + " V- n 
dt     ox     p oxk dt     oy      p oxk oy 

One of the ways of explaining the measured mean current profiles is the following 
qualitative one. We consider waves and current in a laboratory flume. In the 
lateral (y) direction, changes in the velocity field should occur. This has to 
be generated by the wall effects. The basic idea is as follows. Suppose that a 
circulation cell has developped. Suppose that the cell is such that in the middle of 
the flume the flow is in downward direction. The situation is as sketched in Figure 
2. In the upper part of the fluid, water with a small amount of momentum is 
transported towards the middle of the flume and consequently decelerates, while 
in the lower part of the fluid the reverse situation occurs.  In the upper half of 
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Figure 2: Flow in a lateral vertical section 

the fluid the downward velocity increases and in the lower half it decreases. In 
the middle of the flume dv/dy — 0 because of symmetry. From the continuity 
equation ux + wz = 0 in the middle of the flume then follows that du/dx < 0 in 
the upper half and du/dx > 0 in the lower half of the fluid. Consequently, the 
profile u(z) turns back in the upper part of the fluid and increases in the lower 
part. The result is a more uniform horizontal velocity profile in the vertical. 

A semi-Poisson approach 

A more precise formulation consists of splitting the pressure in a hydrostatic and 
a non-hydrostatic part. The solution procedure then consists of two steps. In the 
first step only the hydrostatic part of the pressure is used and in the second step 
a Poisson equation for the non-hydrostatic part has to be solved. Such a method 
has also been used by Casulli (1995). We write the pressure as the sum of a 
hydrostatic part p/, and a non-hydrostatic part q: p — p^ + q. The computation 
is split in two parts. 
Step 1 
Consider the continuity equation and for the momentum equations we only use 
the hydrostatic part of the pressure. These momentum equations, which are to 
be solved in the first step then are, in vectorial form 

-J + -gradpft = -5+-diver'    with   g = (0,0, -gf . (12) 
at      p p 

Step 2 
In the second step we consider the momentum equations without the convective 
terms and we only account for the non-hydrostatic part of the pressure. Further- 
more the vortex force is accounted for here. We then have the system: 

911     *        .        • - + -grad^T0 (13) 

with the vortex force T0 given by (3). 
We now apply the operation div on (13). For the velocities it is mandatory 

that divu = 0 (i.e., the continuity equation is applied as a side condition because 
it was already used in the first step).   The result is a Poisson equation for the 
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non-hydrostatic part of the pressure: 

div I - grad q I = div (14) 

After solving the pressure part q of this Poisson equation, the solution q is substi- 
tuted in Eq. (13) yielding new estimates for the velocities. This completes step 
2. 

Notice that the splitting is such that in step 1 a usual free-surface flow com- 
putation is performed. The second step gives the correction to the hydrostatic 
pressure, which correction is due to the vortex force. The vortex force, figuring 
at the right-hand side of the Poisson equation, is computed with the velocities 
estimated in the first step. 

Numerical experiments 

We now perform some computations to compare with the results of measurements 
of Klopman's physical experiments in the so-called Scheldt flume, which has a 
width of 1 m while the mean water depth in the experiments is 0.5 m. The walls of 
the flume are made of glass and are therefore hydraulically smooth. The bed was 
roughened with sand with a grain size of approximately 2 mm. The roughness of 
the bed was determined experimentally and the Nikuradse roughness was found 
to be 1 mm. The experimental set-up consists of two wave boards near each end 
of the flume; both wave boards generated waves and, at the same time, absorbed 
reflected waves. A discharge was generated with a constant outflow of 80 litres/s. 
For further details about the lay-out of these experiments we refer to Klopman 
(1994). 

We only consider the regular-wave experiments. The main parameters are 

wave period T = 1.44 s 

wave amplitude a = 0.06 m 

current velocity w = 0.16m/s 

mean depth h = 0.50 m 

bottom roughness height zQ = 0.04 mm 

Following waves 

In order to obtain enough shear for the CL-vortex force to be effective, the com- 
putations are started first without the CL force included and as initial value a 
uniform velocity of 0.16 m/s is used, whereas the turbulent kinetic energy k and 
the dissipation e are initially taken to be zero. After 200 s the turbulent logarith- 
mic shear flow has developped sufficiently for the CL-vortex force to be effective. 
From that moment on the CL-vortex force is included in the computations. At 
t = 300 s a new steady state is obtained with two eddies in the cross-section of 
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the flume. For the situation of waves following the current, the velocity profile in 
a cross section of the flume has been shown in Fig. 3.  The development of the 
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Figure 3: Velocity field in cross section at time t = 300 s. 

vertical profile of the horizontal velocity in time is shown at the left-hand side of 
Fig. 4; the time that logarithmic profile is developped is now taken as the origin 
of the time-axis for the further discussion. 
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Figure 4: Development in time of the vertical profile of the horizontal velocity for the 
situation of waves following the current (left); Comparison of the vertical profile for 
following waves with the measured profile (right). 

Because in the measurements a reference velocity, averaged over the depth, 
was based on the total flow, with the assumption of uniform flow over the width 
of the flume, a correction procedure is necessary now to account for the side-wall 
effects. For the situation of current alone (no waves) the computed vertically 
averaged horizontal velocity, evaluated in the centre of the flume, was taken as 
reference for the vertically averaged velocity as resulting from the measurements, 
likewise taken in the centre of the flume. This requires an enlargement of the 
measured velocity in the centre of the flume by a factor 1.135. This factor has 
been applied to all measurements, also those with following and opposing waves. 
The comparison of the vertical profile of the computation and the measurement 
with this correction is shown at the right-hand side of Fig.   4.   The inclusion 
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of the CL-vortex force thus has, for following waves, the effect of increasing the 
near-bottom horizontal velocity and decreasing the horizontal velocity near the 
free surface, as was also measured. The profile of the current over the width of 
the flume is shown for a height of 5 cm above the bottom at the left-hand side of 
Fig. 5. At the right-hand side is shown the development of the vertical current 
in the centre of the flume. 
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Figure 5: The horizontal current across the width of the flume for following waves, 
without waves (the logarithmic profile) and 300 s later (with waves); development in 
time of the vertical profile of the vertical velocity for the situation of waves following 
the current (right); Comparison of the vertical profile for following waves withe the 
measured profile (right). 

A test on the possibility of Langmuir circulations was devised by taking a 
very wide flume with otherwise the same parameters. In this situation also only 
two circulation cells developped and therefore the possibility of obtaining true 
Langmuir circulations is ruled out for this situation. In the present situation the 
flow is boundary-driven. The rigid side walls act as an agent for the development 
of the circulation cells. 

Waves propagating against the current 

Also in this case two eddies are generated, rotating in opposite directions as those 
generated for waves propagating in the same direction as the current. This is as 
was expected. The development of the vertical profile for the horizontal current 
is shown in Fig. 6. This shows that the flow near the bed is reduced, and that 
the flow near the free surface is not increased as was to be expected. Notice that 
Nepf and Monismith (1991) found from measurements in a flume for both waves 
following and against the current that circulation cells developped. This is also 
the case in the present computations. Why almost no effect on the current profile 
is found for opposing waves is not yet clear. This deserves further investigation. 

Conclusion 

The numerical experiments lead to the following conclusions. 
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Figure 6: Development in time of the vertical profile of the horizontal velocity for the 
situation of waves propagating against the current (left); Comparison of the vertical 
profile of the horizontal velocity for waves propagating against the current with the 
measured profile (right). 

1. Because also for a very wide flume only two circulation cells will develop, 
we conclude that the possibility of Langmuir circulation is ruled out for this 
situation. The flow is boundary-driven. 

2. The principal mechanism of change of the near-surface velocities is the 
lateral transport of low-momentum fluid from the rigid side walls to the 
centre of the flume. Therefore, we conclude that the CL-vortex force is, at 
least partly, responsible for the observed change in velocities due to waves 
upon currents. 

3. For both following and opposing waves circulation cells are found in the 
computations, which is in accord with the experiments of Nepf et al. (1995). 
Why the case for opposing waves has so little effect on the change of the 
current profile compared to the case without waves is not yet clear and 
deserves further investigation. 
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